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Preface

The papers in this volume deal with fundamental research on human memory, perception and cognition as well as more applied work on school learning and the instructional process. A theme running through all of these papers is a close interplay between theory and experimentation. Whenever possible, the theory is stated in formal terms either as a mathematical model or as a computer program; predictions are then derived from the theory; the predictions are used to design an appropriate experiment; the experiment is conducted and data collected; discrepancies are identified between theoretical predictions and experimental outcomes; the theory is revised to take account of the discrepancies; and the cycle of events is repeated. This cycle characterizes the scientific method whether in psychology or any other field of science. The interplay between theory and experiment is strengthened to the extent that the theory is stated in formal terms and can be used to identify differences between observed and predicted behavior.

It is a great honor and a pleasure for me to have some of my papers translated into Russian and published in the Soviet Union. I have been in close contact with psychologists and mathematicians in the Soviet Union since my first visit there in 1960 and these exchanges have proved to be invaluable. Discussions in the 1960’s with Soviet scientists were influential in my use of control theory as a method for optimizing the instructional process, and the first public lecture that I gave on my theory of long- and short-term memory was in Moscow at the 1968 meetings of the International Congress of Psychology. In recent years, I have maintained close relations with Professor Lomov and other members of the Institute of Psychology of the U.S.S.R. Academy of Sciences in Moscow; members of the institute have been in my laboratory at Stanford University several times and I have been a visitor at the Institute on at least four occasions. The understanding and colleagueship between American psychologists and their Soviet counterparts is as close as that of any two nations. Both the science of psychology and relations between our two countries benefit by this close interchange. I hope that the Soviet readers of this volume will share with me my excitement for research in psychology and that together we can expand the frontiers of the psychological sciences.

Richard C. Atkinson
Washington, D.C.
February 22, 1979
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SECTION I:

HUMAN MEMORY AND ITS CONTROL PROCESSES

1 The control of short-term memory. *Scientific American*, 1971, 224, 82-90 (with R. M. Shiffrin)................................. 3


The Control of Short-Term Memory

Memory has two components: short-term and long-term. Control processes such as “rehearsal” are essential to the transfer of information from the short-term store to the long-term one

by Richard C. Atkinson and Richard M. Shiffrin

The notion that the system by which information is stored in memory and retrieved from it can be divided into two components dates back to the 19th century. Theories distinguishing between two different kinds of memory were proposed by the English associationists James Mill and John Stuart Mill and by such early experimental psychologists as Wilhelm Wundt and Ernst Meumann in Germany and William James in the U.S. Reflecting on their own mental processes, they discerned a clear difference between thoughts currently in consciousness and thoughts that could be brought to consciousness only after a search of memory that was often laborious. (For example, the sentence you are reading is in your current awareness; the name of the baseball team that won the 1968 World Series may be in your memory, but to retrieve it takes some effort, and you may not be able to retrieve it at all.)

The two-component concept of memory was intuitively attractive, and yet it was largely discarded when psychology turned to behaviorism, which emphasized research on animals rather than humans. The distinction between short-term memory and long-term memory received little further consideration until the 1950’s, when such psychologists as Donald E. Broadbent in England, D. O. Hebb in Canada and George A. Miller in the U.S. reintroduced it (see “Information and Memory,” by George A. Miller, Scientific American, August, 1956). The concurrent development of computer models of behavior and of mathematical psychology accelerated the growth of interest in the two-process viewpoint, which is now undergoing considerable theoretical development and is the subject of a large research effort. In particular, the short-term memory system, or short-term store (STS), has been given a position of pivotal importance. That is because the processes carried out in the short-term store are under the immediate control of the subject and govern the flow of information in the memory system; they can be called into play at the subject’s discretion, with enormous consequences for performance.

Some control processes are used in many situations by everyone and others are used only in special circumstances. “Rehearsal” is an overt or covert repetition of information—as in remembering a telephone number until it can be writ-
ten down, remembering the names of a group of people to whom one has just been introduced or copying a passage from a book. "Coding" refers to a class of control processes in which the information to be remembered is put in a context of additional, easily retrievable information, such as a mnemonic phrase or sentence. "Imaging" is a control process in which verbal information is remembered through visual images; for example, Cicero suggested learning long lists (or speeches) by placing each member of the list in a visual representation of successive rooms of a well-known building. There are other control processes, including decision rules, organizational schemes, retrieval strategies and problem-solving techniques; some of them will be encountered in this article. The point to keep in mind is the optional nature of control processes. In contrast to permanent structural components of the memory system, the control processes are selected at the subject's discretion; they may vary not only with different tasks but also from one encounter with the same task to the next.

We believe that the overall memory system is best described in terms of the flow of information into and out of short-term storage and the subject's control of that flow, and this conception has been central to our experimental and theoretical investigation of memory. All phases of memory are assumed to consist of small units of information that are associatively related. A set of closely interrelated information units is termed an image or a trace. Note that "image" does not necessarily imply a visual representation; if the letter-number pair "TM-1" is presented for memory, the image that is stored might include the size of the card on which the pair is printed, the type of print, the sound of the various symbols, the semantic codes and numerous other units of information.

Information from the environment is accepted and processed by the various sensory systems and is entered into the short-term store, where it remains for a period of time that is usually under the control of the subject. By rehearsing one or more items the subject can keep them in the short-term store, but the number that can be maintained in this way is strictly limited; most people can maintain seven to nine digits, for example. Once an image is lost from the short-term store it cannot thereafter be recovered from it. While information resides in short-term storage it may be copied into the long-term store (LTS), which is assumed to be a relatively permanent memory from which information is not lost. While an image is in short-term storage, closely related information in the long-term store is activated and entered in the short-term store too. Information entering the short-term store from the sensory systems comes from a specific modality—visual, auditory or whatever—but associations from the long-term store in all modalities are activated to join it. For instance, an item may be presented visually, but immediately after input its verbal "name" and associated meanings will be activated from the long-term store and placed in the short-term one [see illustration on opposite page].

Our account of short-term and long-term storage does not require that the two stores necessarily be in different parts of the brain or involve different physiological structures. One might consider the short-term store simply as being a temporary activation of some portion of the long-term store. In our thinking we tend to equate the short-term store with "consciousness," that is, the thoughts and information of which we are currently aware can be considered part of the contents of the short-term store. (Such a statement lies in the realm of phenomenology and cannot be verified scientifically, but thinking of the short-term store in this way may help the reader to conceptualize the system.) Because consciousness is equated with the short-term store and because control processes are centered in and act through it, the short-term store is considered a working memory; a system in which decisions are made, problems are solved and information flow is directed. Retrieval of information from short-term storage is quite fast and accurate. Experiments by Saul Sternberg of the Bell Telephone Laboratories and by others have shown that the retrieval time for information in short-term storage such as letters and numbers ranges from 10 to 30 milliseconds per character.

The retrieval of information from long-term storage is considerably more complicated. So much information is contained in the long-term store that the major problem is finding access to some small subset of the information that contains the desired image, just as one must find a particular book in a library before it can be scanned for the desired information. We propose that the subject activates a likely subset of information, places it in the short-term store and then scans that store for the desired image. The image may not be present in the current subset, and so the retrieval process becomes a search in which various subsets are successively activated and scanned [see illustration below]. On the basis of the information presented to him the subject selects the appropriate "probe information" and places it in the short-term store. A "search set," or subset of information in the long-term store closely associated with the probe, is then activated and put in the short-term store. The subject selects from the search set some image, which is then examined. The information extracted from the selected image is utilized for a decision: has the desired information
been found? If so, the search is terminated.

If the information has not been found, the subject may decide that continuation is unlikely to be productive or he may decide to continue. If he does, he begins the next cycle of the search by again selecting a probe, which may or may not be the same probe used in the preceding cycle depending on the subject’s strategy. For example, a subject asked to search for states of the U.S. starting with the letter M may do so by generating states at random and checking their first letter (in which case the same probe information can be used in each search cycle), or he may generate successive states in a regular geographic order (in which case the probe information is systematically changed from one cycle to the next). It can be shown that strategies in which the probe information is systematically changed will result more often in successful retrieval but will take longer than alternative “random” strategies. (Note that the Freudian concept of repressed memories can be considered as being an inability of the subject to generate an appropriate probe.)

This portrayal of the memory system almost entirely in terms of the operations of the short-term store is quite intentional. In our view information storage and retrieval are best described in terms of the flow of information through the short-term store and in terms of the subject’s control of the flow. One of the most important of these control processes is rehearsal. Through overt or covert repetition of information, rehearsal either increases the momentary strength of information in the short-term store or otherwise delays its loss. Rehearsal can be shown not only to maintain information in short-term storage but also to control transfer from the short-term store to the long-term one. We shall present several experiments concerned with an analysis of the rehearsal process.

The research in question involves a memory paradigm known as “free recall,” which is similar to the task you face when you are asked to name the people present at the last large party you went to. In the typical experimental procedure a list of random items, usually common English words, is presented to the subject one at a time. Later the subject attempts to recall as many words as possible in any order. Many psychologists have worked on free recall, with major research efforts carried out by
Bennett Murdock of the University of Toronto, Ernel Tulving of Yale University and Murray Glanzer of New York University. The result of principal interest is the probability of recalling each item in a list as a function of its place in the list, or "serial-presentation position." Plotting this function yields a U-shaped curve [see "n" in illustration on opposite page]. The increased probability of recall for the first few words in the list is called the primacy effect; the large increase for the last eight to 12 words is called the recency effect. There is considerable evidence that the recency effect is due to retrieval from short-term storage and that the earlier portions of the serial-position curve reflect retrieval from long-term storage only. In one experimental procedure the subject is required to carry out a difficult arithmetical task for 30 seconds immediately following presentation of the list and then is asked to recall. One can assume that the arithmetical task causes the loss of all the words in short-term storage, so that recall reflects retrieval from long-term storage only. The recency effect is eliminated when this experiment is performed; the earlier portions of the serial-position curve are unaffected [b]. If variables that influence the long-term store but not the short term one are manipulated, the recency portion of the serial position curve should be relatively unaffected, whereas the earlier portions of the curve should show changes. One such variable is the number of words in the presented list. A word in a longer list is less likely to be recalled, but the recency effect is quite unaffected by list length [c]. Similarly, increases in the rate of presentation decrease the likelihood of recalling words preceding the recency region but leave the recency effect largely unchanged [d].

In free recall experiments many lists are usually presented in a session. If the subject is asked at the end of the session to recall all the words presented during the session we would expect his recall to reflect retrieval from long-term storage only. The probability of recalling words as a function of their serial position within each list can be plotted for end-of-session recall and compared with the serial-position curve for recall immediately following presentation [see illustration on this page]. For the delayed-recall curve the primacy effect remains, but the recency effect is eliminated, as predicted. In summary, the recency region appears to reflect retrieval from both short-term and long-term storage whereas the serial-position curve preceding the recency region reflects retrieval from long-term storage only.

In 1965, at a conference sponsored by the New York Academy of Sciences, we put forward a mathematical model explaining these and other effects in terms of a rehearsal process. The model assumed that in a free-recall task the subject sets up a rehearsal buffer in the short-term store that can hold only a fixed number of items. At the start of the presentation of a list the buffer is empty; successive items are entered until the buffer is filled. Thereafter, as each new item enters the rehearsal buffer it replaces one of the items already there. (Which item is replaced depends on a number of psychological factors, but in the model the decision is approximated by a random process.) The items that are still being rehearsed in the short-term store when the last item is presented are the ones that are immediately recalled by the subject, giving rise to the recency effect. The transfer of information from the short-term to the long-term store is postulated to be a function of the length of time an item resides in the rehearsal buffer, the longer the time period, the more rehearsal the item receives and therefore the greater the transfer of information to long-term storage. Since items presented first in a list enter an empty or partly empty rehearsal buffer, they remain longer than later items and consequently receive additional rehearsal. This extra rehearsal causes more transfer of information to long-term storage for the first items, giving rise to the primacy effect.

This rehearsal model was given a formal mathematical statement and was fitted to a wide array of experiments, and it provided an excellent quantitative account of a great many results in free recall, including those discussed in this article. A more direct confirmation of the model has recently been provided by Dewey Runnels of Stanford University. He carried out free-recall experiments in which subjects rehearsed aloud during list presentation. This overt rehearsal was tape-recorded and was com-
pared with the recall results. The number of different words contained in the “rehearsal set” (the items overtly rehearsed between successive presentations) was one after the first word was presented and then rose until the fourth word; from the fourth word on the number of different words in the rehearsal set remained fairly constant (averaging about 3.3) until the end of the list. The subjects almost always reported the members of the most recent rehearsal set when the list ended and recall began. A close correspondence is evident between the number of rehearsals and the recall probability for words preceding the recency effect; in the recency region, however, a sharp disparity occurs [see illustrations below]. The hypothesis that long-term storage is a function of the number of rehearsals can be checked in other ways. The recall probability for a word preceding the recency region was plotted as a function of the number of rehearsals received by that word; the result was an almost linear, sharply increasing function. And words presented in the middle of the list given the same number of rehearsals as the first item presented had the same recall probability as that first item.

With efficacy of rehearsal established both for storing information in the long-term store and for maintaining information in the short-term store, we did an experiment in which the subjects’ rehearsal was manipulated directly. Our subjects were trained to engage in one of two types of rehearsal. In the first (a one-item rehearsal set) the most recently presented item was rehearsed exactly three times before presentation of the next item; no other items were rehearsed. In the second (a three-item rehearsal set) the subject rehearsed the three most recently presented items once each before presentation of the next item, so that the first rehearsal set contained three rehearsals of the first word, the second rehearsal set contained two rehearsals of the second word and one rehearsal of the first word, and all subsequent sets contained one rehearsal of each of the three most recent items [see illustrations on opposite page].

When only one item is rehearsed at a time, each item receives an identical number of rehearsals and the primacy effect disappears, as predicted. Note that the recency effect appears for items preceding the last item even though the last item is the only one in the last rehearsal set. This indicates that even when items are dropped from rehearsal, it takes an additional period of time for them to be completely lost from short-term storage. The curve for the three-item rehearsal condition shows the effect also. The last rehearsal set contains the last three items presented and these are recalled perfectly, but a recency effect is still seen for items preceding these three. It should also be noted that a primacy effect occurs in the three-rehearsal condition. This was predicted because the first item received a total of five rehearsals rather than three. A delayed-recall test for all words was given at the end of the experimental session. The data confirmed that long-term-store retrieval closely parallels the number of rehearsals given an item during presentation, for both rehearsal schemes.

These results strongly implicate rehearsal in the maintenance of information in the short-term store and the transfer of that information to the long-term system. The question then arises: What are the forgetting and transfer characteristics of the short-term store in the absence of rehearsal? One can control rehearsal experimentally by blocking it with a difficult verbal task such as arithmetic. For example, Lloyd R. Peterson and Margaret Peterson of Indiana University [see “Short-Term Memory,” by Lloyd R. Peterson; SCIENTIFIC AMERICAN, July, 1966] presented a set of three letters (a trigram) to be remembered; the subject next engaged in a period of arithmetic and then was asked to recall as many letters of the trigram

<table>
<thead>
<tr>
<th>ITEM PRESENTED</th>
<th>ITEMS REHEARSED (REHEARSAL SET)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 REACTION</td>
<td>REACTION, REACTION, REACTION</td>
</tr>
<tr>
<td>2 HOOF</td>
<td>HOOF, REACTION, HOOF</td>
</tr>
<tr>
<td>3 BLESSING</td>
<td>BLESSING, HOOF, REACTION</td>
</tr>
<tr>
<td>4 RESEARCH</td>
<td>RESEARCH, RESEARCH, HOOF</td>
</tr>
<tr>
<td>5 CANDY</td>
<td>CANDY, HOOF, RESEARCH</td>
</tr>
<tr>
<td>6 HARDSHIP</td>
<td>HARDSHIP, HOOF, HARDSHIP, HOOF</td>
</tr>
<tr>
<td>7 KINDNESS</td>
<td>KINDNESS, CANDY, HARDSHIP, HOOF</td>
</tr>
<tr>
<td>8 NONSENSE</td>
<td>NONSENSE, KINDNESS, CANDY, HARD</td>
</tr>
<tr>
<td>...</td>
<td></td>
</tr>
<tr>
<td>20 CELLAR</td>
<td>CELLAR, ALCOHOL, MISERY, CELLAR</td>
</tr>
</tbody>
</table>

OVERT-REHEARSAL experiment by Dewey Rundus shows the effect of rehearsal on transfer into long-term storage. The subject rehearses aloud. A partial listing of items rehearsed in one instance shows typical result: early items receive more rehearsals than later items.
as possible. When the probability of recall is plotted as a function of the duration of the arithmetic task, the loss observed over time is similar to that of the recency effect in free recall [see top illustration on next page]. Short-term-store loss caused by an arithmetic task, then, is similar to loss from short-term storage caused by a series of intervening words to be remembered. The flat portion of the curve reflects the retrieval of the trigram from long-term storage alone and the earlier portions of the curve represent retrieval from both short-term and long-term storage; the loss of the trigram from short-term storage is represented by the decreasing probability of recall prior to the asymptote.

Does the forgetting observed during arithmetic reflect an automatic decay of short-term storage that occurs inevitably in the absence of rehearsal or is the intervening activity the cause of the loss? There is evidence that the amount of new material introduced between presentation and test is a much more important determinant of loss from short-term storage than simply the elapsed time between presentation and test. This finding is subject to at least two explanations. The first holds that the activity intervening between presentation and test is the direct cause of an item's loss from short-term storage. The second explanation proposes that the rate of intervening activity merely affects the number of rehearsals that can be given the item to be remembered and thus indirectly determines the rate of loss.

It has recently become possible to choose between these two explanations of loss from the short-term store. Judith Reitman of the University of Michigan substituted a signal-detection task for the arithmetic task in the Peterson's procedure. The task consisted in responding whenever a weak tone was heard against a continuous background of "white" noise. Surprisingly, no loss from short-term storage was observed after 15 seconds of the task, even though subjects reported no rehearsal during the signal detection. This suggests that loss from the short-term store is due to the type of interference during the intervening interval: signal detection does not cause loss but verbal arithmetic does. Another important issue that could potentially be resolved with the Reitman procedure concerns the transfer of information from the short-term to the long-term store: Does transfer occur only at initial presentation and at subsequent rehearsals, or does it occur throughout the pe-

<table>
<thead>
<tr>
<th>SERIAL POSITION</th>
<th>ITEM PRESENTED</th>
<th>ITEMS REHEarsed PER ITEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A</td>
<td>AAA</td>
<td>3</td>
</tr>
<tr>
<td>2 B</td>
<td>BBB</td>
<td>3</td>
</tr>
<tr>
<td>3 C</td>
<td>CCC</td>
<td>3</td>
</tr>
<tr>
<td>4 D</td>
<td>DDD</td>
<td>3</td>
</tr>
<tr>
<td>5 E</td>
<td>EEE</td>
<td>3</td>
</tr>
<tr>
<td>6 F</td>
<td>FFF</td>
<td>3</td>
</tr>
<tr>
<td>7 G</td>
<td>GGG</td>
<td>3</td>
</tr>
<tr>
<td>8 H</td>
<td>HHH</td>
<td>3</td>
</tr>
<tr>
<td>9 I</td>
<td>III</td>
<td>3</td>
</tr>
<tr>
<td>10 J</td>
<td>JJJ</td>
<td>3</td>
</tr>
</tbody>
</table>

**ONE-ITEM REHEARSAL SCHEME**

<table>
<thead>
<tr>
<th>SERIAL POSITION</th>
<th>ITEM PRESENTED</th>
<th>ITEMS REHEarsed PER ITEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A</td>
<td>AAA</td>
<td>3</td>
</tr>
<tr>
<td>2 B</td>
<td>BBA</td>
<td>3</td>
</tr>
<tr>
<td>3 C</td>
<td>CBB</td>
<td>3</td>
</tr>
<tr>
<td>4 D</td>
<td>DDC</td>
<td>3</td>
</tr>
<tr>
<td>5 E</td>
<td>EEE</td>
<td>3</td>
</tr>
<tr>
<td>6 F</td>
<td>FFF</td>
<td>3</td>
</tr>
<tr>
<td>7 G</td>
<td>GGG</td>
<td>3</td>
</tr>
<tr>
<td>8 H</td>
<td>HHH</td>
<td>3</td>
</tr>
<tr>
<td>9 I</td>
<td>III</td>
<td>3</td>
</tr>
<tr>
<td>10 J</td>
<td>JJJ</td>
<td>3</td>
</tr>
</tbody>
</table>

**THREE-ITEM REHEARSAL SCHEME**

**NUMBER OF REHEARSALS is controlled with two schemes.** In one (top) only the current item is rehearsed and all items have three rehearsals. In the other (bottom) the latest three items are rehearsed; early ones have extra rehearsals. (Letters represent words.)

**PRIMARY EFFECT disappears with one-item rehearsal (color), in which all items have equal rehearsal, but remains with three-item rehearsal (black). Recency effect is pronounced by both schemes in immediate recall (solid lines). Curves for delayed recall (broken lines), which reflect only retrieval from long-term storage, parallel the number of rehearsals.
ARITHMETIC TASK before recall reduces the probability of recall. Lloyd R. Peterson and Margaret Peterson charted recall probability against duration of arithmetic. The probability falls off with duration until it levels off when recall reflects retrieval from long-term storage alone. Does curve reflect only lack of rehearsal or also nature of intervening task?

TWO TASKS were combined in an experiment with these six conditions. Five consonants were presented for 2.5 seconds (dark gray), followed by a signal-detection task for one second, eight seconds or 40 seconds (color), followed in three cases by arithmetic (light gray). Then came the test (arrows). Rehearsal during detection was included in a control version.

NATURE OF TASKS is seen to have an effect. In the absence of arithmetic, signal detection leaves the short-term store virtually unaffected, with rehearsal (broken black curve) or without (solid black). Arithmetic, however, causes loss from the short-term store (color); decreased recall shown reflects retrieval from long-term store only. Retrieval improves with duration of signal detection if there is rehearsal, which increases transfer to the long-term store (broken colored curve) but not in the absence of rehearsal (solid color).

period during which the information resides in the short-term store, regardless of rehearsals?

To answer these questions, the following experiment was carried out. A consonant pentagram (a set of five consonants, such as QJXFK) was presented for 2.5 seconds for the subject to memorize. This was followed by a signal-detection task in which pure tones were presented at random intervals against a continuous background of white noise. The subjects pressed a key whenever they thought they detected a tone. (The task proved to be difficult; only about three-fourths of the tones presented were correctly detected.) The signal-detection period lasted for either one second, eight seconds, or 40 seconds, with tones sounded on the average every 2.5 seconds. In conditions 1, 2 and 3 the subjects were tested on the consonant pentagram immediately after the signal detection; in conditions 4, 5 and 6, however, they were required to carry out 30 seconds of difficult arithmetic following the signal detection before being tested [see middle illustration at left]. In order to increase the likelihood that rehearsal would not occur, we paid the subjects for performing well on signal detection and for doing their arithmetic accurately but not for their success in remembering letters. In addition they were instructed not to rehearse letters during signal detection or arithmetic. They reported afterward that they were not consciously aware of rehearsing. Because the question of rehearsal is quite important, we nevertheless went on to do an additional control experiment in which all the same conditions applied but the subjects were told to rehearse the pentagram aloud following each detection of a tone.

The results indicate that arithmetic causes the pentagram information to be lost from the short-term store but that in the absence of the arithmetic the signal-detection task alone causes no loss [see bottom illustration at left]. What then does produce forgetting from the short-term store? It is not just the analysis of any information input, since signal detection is a difficult information-processing task but causes no forgetting. And time alone causes no noticeable forgetting. Yet verbal information (arithmetic) does cause a large loss. Mrs. Reiman's conclusion appears to be correct: forgetting is caused by the entry into the short-term store of other, similar information.

What about the effect of rehearsal? In the arithmetic situation performance improves if subjects rehearse overtly
during the signal-detection period. Presumably the rehearsal transfers information about the pentagon to the long-term store; the additional transfer during the long signal-detection period is reflected in the retrieval scores, and the rehearsal curve rises. The no-rehearsal curve is horizontal over the last 32 seconds of signal detection, however, confirming that no rehearsal was occurring during that period. The fact that the lowest curve is flat over the last 32 seconds has important implications for transfer from the short-term store to the long-term. It indicates that essentially no transfer occurred during this period even though, as the results in the absence of arithmetic show, the trace remained in the short-term store. Hence the presence of a trace in the short-term store is alone not enough to result in transfer to the long-term store. Apparently transfer to the long-term system occurs primarily during or shortly after rehearsals. (The rise in the lowest curve over the first eight seconds may indicate that the transfer effects of a presentation or rehearsal take at least a few seconds to reach completion.)

The emphasis we have given to role rehearsal should not imply that other control processes are of lesser importance. Although much evidence indicates that transfer from short-term storage to long-term is strongly dependent on rehearsals, effective later retrieval from long-term storage can be shown to be highly dependent on the type of information rehearsed. Coding is really the choosing of particular information to be rehearsed in the short-term store. In general, coding strategies consist in adding appropriately chosen information from long-term storage to a trace to be remembered and then rehearsing the entire complex in the short-term store. Suppose you are given (as is typical in memory experiments) the stimulus-response pair HRM-4; later HRM will be presented alone and you will be expected to respond “4.” If you simply rehearse HRM-4 several times, your ability to respond correctly later will probably not be high. Suppose, however, HRM reminds you of “homeroom” and you think of various aspects of your fourth-grade classroom. Your retrieval performance will be greatly enhanced. Why? First of all, the amount and range of information stored appears to be greater with coding than with rote rehearsal. Moreover, the coding operation provides a straightforward means by which you can gain access to an appropriate and small region of memory during retrieval. In the above example, when HRM is presented at the moment of test, you are likely to notice, just as during the initial presentation, that HRM is similar to “homeroom.” You can then use “homeroom” (and the current temporal context) as a further probe and would almost certainly access “fourth grade” and so generate the correct response.

A discussion of coding suggests, the key to retrieval is the selection of probe information that will activate an appropriate search set from the long-term store. Since in our view the long-term store is a relatively permanent repository, forgetting is assumed to result from an inadequate selection of probe information and a consequent failure of the retrieval process. There are two basic ways in which the probe selection may prove inadequate. First, the wrong probe may be selected. For instance, you might be asked to name the star of a particular motion picture. The name actually begins with T but you decide that it begins with A and include A in the probe information used to access the long-term store. As a result the correct name may not be included in the search set that is drawn into the short-term store and retrieval will not succeed.

Second, if the probe is such that an extremely large region of memory is accessed, then retrieval may fail even though the desired trace is included in the search set. For example, if you are asked to name a fruit that sounds like a word meaning “to look at,” you might say “pear.” If you are asked to name a living thing that sounds like a word meaning “to look at,” the probability of your coming up with “pear” will be
greatly reduced. Again, you are more likely to remember a "John Smith" if you met him at a party with five other people than if there had been 20 people at the party. This effect can be explained on grounds other than a failure of memory search, however. It could be argued that more attention was given to "John Smith" at the smaller party. Or if the permanence of long-term storage is not accepted, it could be argued that the names of the many other people met at the larger party erode or destroy the memory trace for "John Smith." Are these objections reasonable? The John Smith example is analogous to the situation in free recall where words in long lists are less well recalled from long-term storage than words in short lists.

The problem, then, is to show that the list-length effect in free recall is dependent on the choice of probe information rather than on either the number of words intervening between presentation and recall or the differential storage given words in lists of different size. The second issue is disposed of rather easily: in many free-recall experiments that vary list length, the subjects do not know at the beginning of the list what the length of the list will be. It is therefore unlikely that they store different amounts of information for the first several words in lists of differing length. Nevertheless, as we pointed out, the first several words are recalled at different levels.

To dispose of the "interference" explanation, which implicates the number of words between presentation and recall, is more difficult. Until fairly recently, as a matter of fact, interference theories of forgetting have been predominant [see "Forgetting," by Benton J. Underwood, SCIENTIFIC AMERICAN, March, 1964, and "The Interference Theory of Forgetting," by John Ceraso, October, 1967]. In these theories forgetting has often been seen as a matter of erosion of the memory trace, usually by items presented following the item to be remembered but also by items preceding the item to be remembered. (The list-length effect might be explained in these terms, since the average item in a long list is preceded and followed by more items than the average item in a short list.) On the other hand, the retrieval model presented in this article assumes long-term storage to be permanent; it maintains that the strength of long-term traces is independent of list length and that forgetting results from the fact that the temporal-contextual probe cues used to access any given list tend to elicit a larger search set for longer lists, thereby producing less efficient retrieval.

In order to distinguish between the retrieval and the interference explanations, we presented lists of varying lengths and had the subject attempt to recall not the list just studied (as in the typical free-recall procedure) but the list before the last. This procedure makes it possible to separate the effect of the size of the list being recalled from the effect of the number of words intervening between presentation and recall. A large or a small list to be recalled can be followed by either a large or a small intervening list. The retrieval model predicts that recall probability will be dependent on the size of the list being recalled. The interference model predicts that performance will be largely determined by the number of words in the intervening list.

We used lists of five or and of 20 words and presented them in four combinations: 5–5, 5–20, 20–5, 20–20; the first number gives the size of the list being recalled and the second number the size of the intervening list. One result is that there is no recency effect [see illustration on preceding page]. This would be expected since there is another list and another recall intervening between presentation and recall; the intervening activity causes the words in the tested list to be lost from short-term storage and so the curves represent retrieval from long-term storage only. The significant finding is that words in lists five words long are recalled much better than words in lists 20 words long, and the length of the intervening list has little, if any, effect. The retrieval model can predict these results only if a probe is available to access the requested list. It seems likely in this experiment that the subject has available at test appropriate cues (probably temporal in nature) to enable him to select probe information pertaining to the desired list. If the experimental procedure were changed so that the subject was asked to recall the 10th preceding list, then selection of an adequate probe would no longer be possible. The results demonstrate the importance of probe selection, a control process of the short-term store.

The model of memory we have described, which integrates the system around the operations of the short-term store, is not in any sense a final theory. As experimental techniques and mathematical models have become increasingly sophisticated, memory theory has undergone progressive changes, and there is no doubt that this trend will continue. We nevertheless think it is likely that the short-term store and its control processes will be found to be central.
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I. Introduction

This paper is divided into two major portions; the first outlines a general theoretical framework in which to view human memory, and the second describes the results of a number of experiments designed to test specific models that can be derived from the overall theory.

The general theoretical framework, set forth in Sections II and III, categorizes the memory system along two major dimensions. One categorization distinguishes permanent, structural features of the system from control processes that can be readily modified or reprogrammed at the will of the subject. Because we feel that this distinction helps clarify a number of results, we will take time to elaborate it at the outset. The permanent features of memory, which will be referred to as the memory structure, include both the physical system and the built-in processes that are unvarying and fixed from one situation to another. Control processes, on the other hand, are selected, constructed, and used at the option of the subject and may vary dramatically from one task to another even though superficially the tasks may appear very similar. The use of a particular control process in a given situation will depend upon such factors as the nature of the instructions, the meaningfulness of the material, and the individual subject’s history.

A computer analogy might help illustrate the distinction between memory structure and control processes. If the memory system is viewed as a computer under the direction of a programmer at a remote console, then both the computer hardware and those programs built into the system that cannot be modified by the programmer are analogous to our structural features; those programs and instruction sequences which the programmer can write at his console and which determine the operation of the computer, are analogous to our control processes. In the sense that the computer’s method of processing a given batch of data depends on the operating program, so the way a stimulus input is processed depends on the particular control processes the subject brings into play. The structural components include the basic memory stores; examples of control processes are coding procedures, rehearsal operations, and search strategies.

Our second categorization divides memory into three structural components: the sensory register, the short-term store, and the long-term store. Incoming sensory information first enters the sensory register, where it resides for a very brief period of time, then decays and is lost. The short-term store is the subject’s working memory; it receives selected inputs from the sensory register and also from long-term store. Information in the short-term store decays completely and is lost within a period of about 30 seconds, but a control process called rehearsal can
maintain a limited amount of information in this store as long as the subject desires. The long-term store is a fairly permanent repository for information, information which is transferred from the short-term store. Note that "transfer" is not meant to imply that information is removed from one store and placed in the next; we use transfer to mean the copying of selected information from one store into the next without removing this information from the original store.

In presenting our theoretical framework we will consider first the structural features of the system (Section II) and then some of the more generally used control processes (Section III). In both of these sections the discussion is organized first around the sensory register, then the short-term store, and finally the long-term store. Thus, the outline of Sections II and III can be represented as follows:

<table>
<thead>
<tr>
<th>Sensory register</th>
<th>Short-term store</th>
<th>Long-term store</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure</td>
<td>Sec. II,A</td>
<td>Sec. II,B</td>
</tr>
<tr>
<td>Control processes</td>
<td>Sec. III,A</td>
<td>Sec. III,B</td>
</tr>
</tbody>
</table>

These first sections of the paper do not present a finished theory; instead they set forth a general framework within which specific models can be formulated. We attempt to demonstrate that a large number of results may be handled parsimoniously within this framework, even without coming to final decisions at many of the choice points that occur. At some of the choice points several hypotheses will be presented, and the evidence that is available to help make the choice will be reviewed. The primary goal of Sections II and III is to justify our theoretical framework and to demonstrate that it is a useful way of viewing a wide variety of memory phenomena.

The remaining sections of the paper present a number of precise models that satisfy the conditions imposed by our general theoretical framework. These sections also present data from a series of experiments designed to evaluate the models. Section IV is concerned with an analysis of short-term memory; the model used to analyze the data emphasizes a control process based in the short-term store which we designate a rehearsal buffer. Section V presents several experiments that shed some light upon processes in the long-term store, especially subject-controlled search processes. Some of the experiments in Sections IV and V have been reported by us and our co-workers in previous publications, but the earlier treatments were primarily mathematical whereas the present emphasis is upon discussion and overall synthesis.

If the reader is willing to accept our overall framework on a provisional
basis and wishes to proceed at once to the specific models and experiments, then he may begin with Section IV and as a prerequisite need only read that portion of Section III.B concerned with the rehearsal buffer.

II. Structural Features of the Memory System

This section of the paper will describe the permanent, structural features of the memory system. The basic structural division is into the three components diagrammed in Fig. 1: the sensory register, the short-term store, and the long-term store.

When a stimulus is presented there is an immediate registration of that stimulus within the appropriate sensory dimensions. The form of this registration is fairly well understood in the case of the visual system (Sperling, 1960); in fact, the particular features of visual registration (including a several hundred millisecond decay of an initially accurate visual image) allow us positively to identify this system as a distinct component of memory. It is obvious that incoming information in other sense modalities also receives an initial registration, but it is not clear whether these other registrations have an appreciable decay period or any other features which would enable us to refer to them as components of memory.

The second basic component of our system is the short-term store. This store may be regarded as the subject's "working memory." Information entering the short-term store is assumed to decay and disappear completely, but the time required for the information to be lost is considerably longer than for the sensory register. The character of the information in the short-term store does not depend necessarily upon the form of the sensory input. For example, a word presented visually may be encoded from the visual sensory register into an auditory short-term store. Since the auditory short-term system will play a major role in subsequent discussions, we shall use the abbreviation a-v-l to stand for auditory-verbal-linguistic store. The triple term is used because, as we shall see, it is not easy to separate these three functions.

The exact rate of decay of information in the short-term store is difficult to estimate because it is greatly influenced by subject-controlled processes. In the a-v-l mode, for example, the subject can invoke rehearsal mechanisms that maintain the information in STS and thereby complicate the problem of measuring the structural characteristics of the decay process. However, the available evidence suggests that information represented in the a-v-l mode decays and is lost within a period of about 15–30 seconds. Storage of information in other modalities
is less well understood and, for reasons to be discussed later, it is difficult to assign values to their decay rates.

The last major component of our system is the long-term store. This store differs from the preceding ones in that information stored here does not decay and become lost in the same manner. All information eventually is completely lost from the sensory register and the short-term store,

whereas information in the long-term store is relatively permanent (although it may be modified or rendered temporarily irretrievable, as the result of other incoming information). Most experiments in the literature dealing with long-term store have been concerned with storage in the a-v-l mode, but it is clear that there is long-term memory in each of the other sensory modalities, as demonstrated by an ability to recognize stimuli presented to these senses. There may even be information

Fig. 1. Structure of the memory system.
in the long-term store which is not classifiable into any of the sensory modalities, the prime example being temporal memory.

The flow of information among the three systems is to a large degree under the control of the subject. Note that by information flow and transfer between stores we refer to the same process: the copying of selected information from one store into the next. This copying takes place without the transferred information being removed from its original store. The information remains in the store from which it is transferred and decays according to the decay characteristics of that store. In considering information flow in the system, we start with its initial input into the sensory register. The next step is a subject-controlled scan of the information in the register; as a result of this scan and an associated search of long-term store, selected information is introduced into short-term store. We assume that transfer to the long-term store takes place throughout the period that information resides in the short-term store, although the amount and form of the transferred information is markedly influenced by control processes. The possibility that there may be direct transfer to the long-term store from the sensory register is represented by the dashed line in Fig. 1; we do not know whether such transfer occurs. Finally, there is transfer from the long-term store to the short-term store, mostly under the control of the subject; such transfer occurs, for example, in problem solving, hypothesis testing, and "thinking" in general.

This brief encapsulation of the system raises more questions than it answers. Not yet mentioned are such features as the cause of the decay in each memory store and the form of the transfer functions between the stores. In an attempt to specify these aspects of the system, we now turn to a more detailed outline, including a review of some relevant literature.

A. SENSORY REGISTER

The prime example of a sensory register is the short-term visual image investigated by Sperling (1960, 1963), Averbach and Coriell (1961), Estes and Taylor (1964, 1966), and others. As reported by Sperling (1967), if an array of letters is presented tachistoscopically and the subject is instructed to write out as many letters as possible, usually about six letters are reported. Further, a 30-second delay between presentation and report does not cause a decrement in performance. This fact (plus the facts that confusions tend to be based on auditory rather than visual similarities, and that subjects report rehearsing and subvocalizing the letters) indicates that the process being examined is in the a-v-l short-term store; i.e., subjects scan the visual image and transfer a number of letters to the a-v-l short-term store for rehearsal and output.
In order to study the registered visual image itself, partial-report procedures (Averbach & Coriell, 1961; Averbach & Sperling, 1961; Sperling, 1960, 1963) and forced-choice detection procedures (Estes, 1965; Estes & Taylor, 1964, 1966; Estes & Wessel, 1966) have been employed. The partial-report method typically involves presenting a display (usually a 3 x 4 matrix of letters and numbers) tachistoscopically for a very brief period. After the presentation the subject is given a signal that tells him which row to report. If the signal is given almost immediately after stimulus offset, the requested information is reported with good precision, otherwise considerable loss occurs. Thus we infer that a highly accurate visual image lasts for a short period of time and then decays. It has also been established that succeeding visual stimulation can modify or possibly even erase prior stimulation. By using a number of different methods, the decay period of the image has been estimated to take several hundred milliseconds, or a little more, depending on experimental conditions; that is, information cannot be recovered from this store after a period of several hundred milliseconds.

Using the detection method, in which the subject must report which of two critical letters was presented in a display, Estes and Taylor (1964, 1965) and Estes and Wessel (1966) have examined some models for the scanning process. Although no completely satisfactory models have yet been proposed, it seems reasonably certain that the letters are scanned serially (which letters are scanned seems to be a momentary decision of the subject), and a figure of about 10 msec to scan one letter seems generally satisfactory.

Thus it appears fairly well established that a visual stimulus leaves a more or less photographic trace which decays during a period of several hundred milliseconds and is subject to masking and replacement by succeeding stimulation. Not known at present is the form of the decay, that is, whether letters in a display decay together or individually, probabilistically or temporally, all-or-none, or continuously. The reader may ask whether these results are specific to extremely brief visual presentations; although presentations of long duration complicate analysis (because of eye movements and physical scanning of the stimulus), there is no reason to believe that the basic fact of a highly veridical image quickly decaying after stimulus offset does not hold also for longer visual presentations. It is interesting that the stimulation seems to be transferred from the visual image to the a-v-l short-term store, rather than to a visual short-term store. The fact that a written report was requested may provide the explanation, or it may be that the visual short-term store lacks rehearsal capacity.

There is not much one can say about registers in sensory modalities other than the visual. A fair amount of work has been carried out on the
auditory system without isolating a registration mechanism comparable to the visual one. On the other hand, the widely differing structures of the different sensory systems makes it questionable whether we should expect similar systems for registration.

Before leaving the sensory register, it is worth adding a few comments about the transfer to higher order systems. In the case of the transfer from the visual image to the a-v-i short-term store, it seems likely that a selective scan is made at the discretion of the subject. As each element in the register is scanned, a matching program of some sort is carried out against information in long-term store and the verbal “name” of the element is recovered from long-term memory and fed into the short-term store. Other information might also be recovered in the long-term search; for example, if the scanned element was a pineapple, the word, its associates, the taste, smell, and feel of a pineapple might all be recovered and transferred to various short-term stores. This communication between the sensory register and long-term store does not, however, permit us to infer that information is transferred directly to long-term store from the register. Another interesting theoretical question is whether the search into long-term store is necessary to transfer information from the sensory register to the short-term store within a modality. We see no a priori theoretical reason to exclude mediated transfer. (For example, why should a scan or match be necessary to transfer a spoken word to the a-v-i short-term store?) For lack of evidence, we leave these matters unspecified.

B. Short-Term Store

The first point to be examined in this section is the validity of the division of memory into short- and long-term stores. Workers of a traditional bent have argued against dichotomizing memory (e.g., Melton, 1963; Postman, 1964). However, we feel there is much evidence indicating the parsimony and usefulness of such a division. The argument is often given that one memory is somehow “simpler” than two; but quite the opposite is usually the case. A good example may be found in a comparison of the model for free recall presented in this paper and the model proposed by Postman and Phillips (1965). Any single-process system making a fair attempt to explain the mass of data currently available must, of necessity, be sufficiently complex that the term single process becomes a misnomer. We do not wish, however, to engage in the controversy here. We ask the reader to accept our model provisionally until its power to deal with data becomes clear. Still, some justification

---

3 Sperling (1960) has presented evidence relating the type of scan used to the subject’s performance level.
of our decision would seem indicated at this point. For this reason, we turn to what is perhaps the single most convincing demonstration of a dichotomy in the memory system: the effects of hippocampal lesions reported by Milner (1959, 1966, 1968). In her words:

"Bilateral surgical lesions in the hippocampal region, on the mesial aspect of the temporal lobes, produce a remarkably severe and persistent memory disorder in human patients, the pattern of breakdown providing valuable clues to the cerebral organization of memory. Patients with these lesions show no loss of preoperatively acquired skills, and intelligence as measured by formal tests is unimpaired, but, with the possible exception of acquiring motor skill, they seem largely incapable of adding new information to the long-term store. This is true whether acquisition is measured by free recall, recognition, or learning with savings. Nevertheless, the immediate registration of new input (as measured, for example, by digit span and dichotic listening tests) appears to take place normally and material which can be encompassed by verbal rehearsal is held for many minutes without further loss than that entailed in the initial verbalization. Interruption of rehearsal, regardless of the nature of the distracting task, produces immediate forgetting of what went before, and some quite simple material which cannot be categorized in verbal terms decays in 30 seconds or so, even without an interpolated distraction. Material already in long-term store is unaffected by the lesion, except for a certain amount of retrograde amnesia for preoperative events" (Milner, 1968).

Apparently, a short-term store remains to the patients, but the lesions have produced a breakdown either in the ability to store new information in long-term store or to retrieve new information from it. These patients appear to be incapable of retaining new material on a long-term basis.8

As with most clinical research, however, there are several problems that should be considered. First, the patients were in a general sense abnormal to begin with; second, once the memory defect had been discovered, the operations were discontinued, leaving only a few subjects for observation; third, the results of the lesions seem to be somewhat variable, depending for one thing upon the size of the lesion, the larger lesions giving rise to the full syndrome. Thus there are only a few patients who exhibit the deficit described above in full detail. As startling as these patients are, there might be a temptation to discount them as anomalies but for the following additional findings. Patients who had

8 A related defect, called Korsakoff's syndrome, has been known for many years. Patients suffering from this abnormal condition are unable to retain new events for longer than a few seconds or minutes (e.g., they cannot recall the meal they have just eaten or recognize the face of the doctor who treated them a few minutes earlier), but their memory for events and people prior to their illness remains largely unimpaired and they can perform adequately on tests of immediate memory span. Recent evidence suggests that Korsakoff's syndrome is related to damage of brain tissue, frequently as the result of chronic alcoholism, in the hippocampal region and the mammillary body (Barbizet, 1983).
known damage to the hippocampal area in one hemisphere were tested for memory deficit after an intracarotid injection of sodium amytal temporarily inactivated the other hemisphere. Controls were patients without known damage, and patients who received injections inactivating their damaged side. A number of memory tests were used as a criterion for memory deficit; the easiest consisted of presenting four pictures, distracting the patient, and then presenting nine pictures containing the original four. If the patient cannot identify the critical four pictures then evidence of memory deficit is assumed. The results showed that in almost all cases memory deficit occurs only after bilateral damage; if side A is damaged and side B inactivated, memory deficit appears, but if the inactivated side is the damaged side, no deficit occurs. These results suggest that the patients described above by Milner were not anomalous cases and their memory deficits therefore give strong support to the hypothesis of distinct short- and long-term memory stores.

1. *Mechanisms Involved in Short-Term Store*

We now turn to a discussion of some of the mechanisms involved in the short-term store. The purpose of this section is not to review the extensive literature on short-term memory, but rather to describe a few experiments which have been important in providing a basis for our model. The first study in this category is that of Peterson and Peterson (1959). In their experiment subjects attempted to recall a single trigram of three consonants after intervals of 3, 6, 9, 12, 15, and 18 seconds. The trigram, presented auditorily, was followed immediately by a number, and the subject was instructed to count backward by three's from that number until he received a cue to recall the trigram. The probability of a correct answer was nearly perfect at 3 seconds, then dropped off rapidly and seemed to reach an asymptote of about .08 at 15–18 seconds. Under the assumption that the arithmetic task played the role of preventing rehearsal and had no direct interfering effect, it may be concluded that a consonant trigram decays from short-term store within a period of about 15 seconds. In terms of the model, the following events are assumed to occur in this situation: the consonant trigram enters the visual register and is at once transferred to the a-v-l short-term store where an attempt is made to code or otherwise “memorize” the item. Such attempts terminate when attention is given to the task of counting backward. In this initial period a trace of some sort is built up in long-term store and it is this long-term trace which accounts for the .08 probability correct at long intervals. Although discussion of the long-term system will come later, one point should be noted in this context; namely, that the long-term trace should be more powerful the more
repetitions of the trigram before arithmetic, or the longer the time before arithmetic. These effects were found by Hellyer (1962); that is, the model predicts the probability correct curve will reach an asymptote that reflects long-term strength, and in the aforementioned experiment, the more repetitions before arithmetic, the higher the asymptote.

It should be noted that these findings tie in nicely with the results from a similar experiment that Milner (1968) carried out on her patients. Stimuli that could not be easily coded verbally were used; for example, clicks, light flashes, and nonsense figures. Five values were assigned to each stimulus; a test consisted of presenting a particular value of one stimulus, followed by a distracting task, followed by another value of the stimulus. The subject was required to state whether the two stimuli were the same or different. The patient with the most complete memory deficit was performing at a chance level after 60 seconds, whether or not a distracting task was given. In terms of the model, the reduction to chance level is due to the lack of a long-term store. That the reduction occurred even without a distracting task indicates that the patient could not readily verbalize the stimuli, and that rehearsal in modes other than the verbal one was either not possible or of no value. From this view, the better asymptotic performance demonstrated by normal subjects on the same tasks (with or without distraction) would be attributed to a long-term trace. At the moment, however, the conclusion that rehearsal is lacking in nonverbal modes can only be considered a highly tentative hypothesis.

We next ask whether or not there are short-term stores other than in the a-v-l mode, and if so, whether they have a comparable structure. A natural approach to this problem would use stimuli in different sense modalities and compare the decay curves found with or without a distracting task. If there was reason to believe that the subjects were not verbally encoding the stimuli, and if a relatively fast decay curve was found, then there would be evidence for a short-term memory in that modality. Furthermore, any difference between the control group and the group with a distracting task should indicate the existence of a rehearsal mechanism. Posner (1966) has undertaken several experiments of this sort. In one experiment the subject saw the position of a circle on a 180-mm line and later had to reproduce it; in another the subject moved a lever in a covered box a certain distance with only kinesthetic feedback and later tried to reproduce it. In both cases, testing was performed at 0, 5, 10, and 20 seconds; the interval was filled with either rest, or one of three intervening tasks of varying difficulty. These tasks, in order of increasing difficulty, consisted of reading numbers, adding numbers, and classifying numbers into categories. For the kinesthetic task there was a decline in performance over 20 seconds,
but with no obvious differences among the different intervening conditions. This could be taken as evidence for a short-term kinesthetic memory without a rehearsal capability. For the visual task, on the other hand, there was a decline in performance over the 30 seconds only for the two most difficult interfering tasks; performance was essentially constant over time for the other conditions. One possibility, difficult to rule out, is that the subjects' performance was based on a verbal encoding of the visual stimulus. Posner tends to doubt this possibility for reasons that include the accuracy of the performance. Another possibility is that there is a short-term visual memory with a rehearsal component; this hypothesis seems somewhat at variance with the results from Milner's patient who performed at chance level in the experiment cited above. Inasmuch as the data reported by Posner (1966) seem to be rather variable, it would probably be best to hold off a decision on the question of rehearsal capability until further evidence is in.

2. Characteristics of the a-v-l Short-Term Store

We restrict ourselves in the remainder of this section to a discussion of the characteristics of the a-v-l short-term store. Work by Conrad (1964) is particularly interesting in this regard. He showed that confusions among visually presented letters in a short-term memory task are correlated with the confusions that subjects make when the same letters are read aloud in a noise background; that is, the letters most confused are those sounding alike. This might suggest an auditory short-term store, essentially the auditory portion of what has been called to this point an a-v-l store. In fact, it is very difficult to separate the verbal and linguistic aspects from the auditory ones. Hintzman (1965, 1967) has argued that the confusions are based upon similar kinesthetic feedback patterns during subvocal rehearsal. When subjects were given white noise on certain trials, several could be heard rehearsing the items aloud, suggesting subvocal rehearsal as the usual process. In addition, Hintzman found that confusions were based upon both the voicing qualities of the letters and the place of articulation. The place-of-articulation errors indicate confusion in kinesthetic feedback, rather than in hearing. Nevertheless, the errors found cannot be definitely assigned to a verbal rather than an auditory cause until the range of auditory confusions is examined more thoroughly. This discussion should make it clear that it is difficult to distinguish between the verbal, auditory, and linguistic aspects of short-term memory; for the purposes of this paper, then, we group the three together into one short-term memory, which we have called the a-v-l short-term store. This store will henceforth be labeled STS. (Restricting the term STS to the a-v-l mode
does not imply that there are not other short-term memories with similar properties.)

The notation system should be made clear at this point. As just noted, STS refers to the auditory-verbal-linguistic short-term store. LTS will refer to the comparable memory in long-term store. It is important not to confuse our theoretical constructs STS and LTS (or the more general terms short-term store and long-term store) with the terms short-term memory (STM) and long-term memory (LTM) used in much of the psychological literature. These latter terms have come to take on an operational definition in the literature; STM refers to the memory examined in experiments with short durations or single trials, and LTM to the memory examined in long-duration experiments, typically list learning, or multiple-list learning experiments. According to our general theory, both STS and LTS are active in both STM and LTM experiments. It is important to keep these terms clear lest confusion results. For example, the Keppel and Underwood (1962) finding that performance in the Peterson situation is better on the first trials of a session has been appropriately interpreted as evidence for proactive interference in short-term memory (STM). The model we propose, however, attributes the effect to changes in the long-term store over the session, hence placing the cause in LTS and not STS.

At this point a finished model would set forth the structural characteristics of STS. Unfortunately, despite a large and growing body of experiments concerned with short-term memory, our knowledge about its structure is very limited. Control processes and structural features are so complexly interrelated that it is difficult to isolate those aspects of the data that are due solely to the structure of the memory system. Consequently, this paper presumes only a minimal structure for STS; we assume a trace in STS with auditory or verbal components which decays fairly rapidly in the absence of rehearsal, perhaps within 30 seconds. A few of the more promising possibilities concerning the precise nature of the trace will be considered next. Because most workers in this area make no particular distinction between traces in the two systems, the comments to follow are relevant to the memory trace in the long-term as well as the short-term store.

Bower (1967a) has made a significant exploration of the nature of the trace. In his paper, he has demonstrated the usefulness of models based on the assumption that the memory trace consists of a number of pieces of information (possibly redundant, correlated, or in error, as the case may be), and that the information ensemble may be construed as a multicomponent vector. While Bower makes a strong case for such a viewpoint, the details are too lengthy to review here. A somewhat different approach has been proposed by Wickelgren and Norman (1968)
who view the trace as a unidimensional strength measure varying over time. They demonstrate that such a model fits the results of certain types of recognition-memory experiments if the appropriate decay and retrieval assumptions are made. A third approach is based upon a phenomenon reported by Murdock (1966), which has been given a theoretical analysis by Bernbach (1987). Using methods derived from the theory of signal detectability, Bernbach found that there was an all-or-none aspect to the confidence ratings that subjects gave regarding the correctness of their response. The confidence ratings indicated that an answer was either "correct" or "in error" as far as the subject could tell; if intermediate trace strengths existed, the subject was not able to distinguish between them. The locus of this all-or-none feature, however, may lie in the retrieval process rather than in the trace; that is, even if trace strengths vary, the result of a retrieval attempt might always be one of two distinct outcomes: a success or a failure. Thus, one cannot rule out models that assume varying trace strengths. Our preference is to consider the trace as a multicomponent array of information (which we shall often represent in experimental models by a unidimensional strength measure), and reserve judgment on the locus of the all-or-none aspect revealed by an analysis of confidence ratings.

There are two experimental procedures which might be expected to shed some light on the decay characteristics of STS and both depend upon controlling rehearsal; one is similar to the Peterson paradigm in which rehearsal is controlled by an intervening activity and the other involves a very rapid presentation of items followed by an immediate test. An example of the former procedure is Posner's (1968) experiment in which the difficulty of the intervening activity was varied. He found that as the difficulty of an intervening task increased, accuracy of recall decreased.

Although this result might be regarded as evidence that decay from STS is affected by the kind of intervening activity, an alternative hypothesis would ascribe the result to a reduction in rehearsal with more difficult intervening tasks. It would be desirable to measure STS decay when rehearsal is completely eliminated, but it has proved difficult to establish how much rehearsal takes place during various intervening tasks.

Similar problems arise when attempts are made to control rehearsal by increasing presentation rates. Even at the fastest conceivable presentation rates subjects can rehearse during presentation if they attend to only a portion of the incoming items. In general, experiments manipulating presentation rate have not proved of value in determining decay characteristics for STS, mainly because of the control processes the subject brings into play. Thus Waugh and Norman (1965) found no
difference between 1-second and 4-second rates in their probe digit experiment; Conrad and Hille (1958) found improvement with faster rates; and Buschke and Lim (1967) found increases in the amount of primacy in their missing-span serial position curves as input rate increased from one item per second to four items per second. Complex results of this sort make it difficult to determine the structural decay characteristics of STS. Eventually, models that include the control processes involved in these situations should help clarify the STS structure.

3. Transfer from STS to LTS

The amount and form of information transferred from STS to LTS is primarily a function of control processes. We will assume, however, that transfer itself is an unvarying feature of the system; throughout the period that information resides in the short-term store, transfer takes place to long-term store. Support for such an assumption is given by studies on incidental learning which indicate that learning takes place even when the subject is not trying to store material in the long-term store. Better examples may be the experiments reported by Hebb (1961) and Melton (1963). In these experiments subjects had to repeat sequences of digits. If a particular sequence was presented every several trials, it was gradually learned. It may be assumed that subjects in this situation attempt to perform solely by rehearsal of the sequence within STS; nevertheless, transfer to LTS clearly takes place. This Hebb-Melton procedure is currently being used to explore transfer characteristics in some detail. R. L. Cohen and Johansson (1967), for example, have found that an overt response to the repeated sequence was necessary for improvement in performance to occur in this situation; thus information transfer is accentuated by overt responses and appears to be quite weak if no response is demanded.

The form of the STS-LTS transfer may be probabilistic, continuous, or some combination; neither the literature nor our own data provide a firm basis for making a decision. Often the form of the information to be remembered and the type of test used may dictate a particular transfer process, as for example in Bower's (1961) research on an all-or-none paired-associate learning model, but the issue is nevertheless far from settled. In fact, the changes in the transfer process induced by the subject effectively alter the transfer function form experiment to experiment, making a search for a universal, unchanging process unproductive.

C. Long-Term Store

Because it is easiest to test for recall in the a-v-l mode, this part of long-term store has been the most extensively studied. It is clear, how-
ever, that long-term memory exists in each of the sensory modalities; this is shown by subjects' recognition capability for smells, taste, and so on. Other long-term information may be stored which is not necessarily related to any of the sensory modalities. Yntema and Trask (1963), for example, have proposed that temporal memory is stored in the form of "time-tags." Once again, however, lack of data forces us to restrict our attention primarily to the a-v-i mode, which we have designated LTS.

First a number of possible formulations of the LTS trace will be considered. The simplest hypothesis is to assume that the trace is all-or-none; if a trace is placed in memory, then a correct retrieval and response will occur. Second-guessing experiments provide evidence concerning an hypothesis of this sort.

Binford and Gettys (1965) presented the subject with a number of alternatives, one of which was the correct answer. If his first response is incorrect, he picks again from the remaining alternatives. The results indicate that second guesses are correct well above the chance level to be expected if the subject were guessing randomly from the remaining alternatives. This result rules out the simple trace model described above because an all-or-none trace would predict second guesses to be at the chance level. Actually, the above model was a model of both the form of the trace and the type of retrieval. We can expand the retrieval hypothesis and still leave open the possibility of an all-or-none trace. For example, in searching for a correct all-or-none trace in LTS, the subject might find a similar but different trace and mistakenly terminate the search and generate an answer; upon being told that the answer is wrong the subject renews the search and may find the correct trace the next time. Given this hypothesis, it would be instructive to know whether the results differ if the subject must rank the response alternatives without being given feedback after each choice. In this case all the alternatives would be ranked on the basis of the same search of LTS; if the response ranked second was still above chance, then it would become difficult to defend an all-or-none trace.

A second source of information about the nature of the trace comes from the tip-of-the-tongue phenomenon examined by Hart (1965), R. Brown and McNeill (1966), and Freedman and Landauer (1966). This phenomenon refers to a person's ability to predict accurately that he will be able to recognize a correct answer even though he cannot recall it at the moment. He feels as if the correct answer were on the "tip of the tongue." Experiments have shown that if subjects who cannot recall an answer are asked to estimate whether they will be able to choose the correct answer from a set of alternatives, they often show good accuracy in predicting their success in recognition. One explanation might be that the subject recalls some information, but not enough to generate an
answer and feels that this partial information is likely to be sufficient to choose among a set of alternatives. Indeed, Brown and McNeill found that the initial sound of the word to be retrieved was often correctly recalled in cases where a correct identification was later made. On the other hand, the subject often is absolutely certain upon seeing the correct response that it is indeed correct. This might indicate that some new, relevant information has become available after recognition. In any case, a simple trace model can probably not handle these results. A class of models for the trace which can explain the tip-of-the-tongue phenomenon are the multiple-copy models suggested by Atkinson and Shiffrin (1965). In these schemes there are many traces or copies of information laid in long-term store, each of which may be either partial or complete. In a particular search of LTS perhaps only a small number or just one of these copies is retrieved, none complete enough to generate the correct answer; upon recognition, however, access is gained to the other copies, presumably through some associative process. Some of these other copies contain enough information to make the subject certain of his choice. These multiple-copy memory models are described more fully in Atkinson and Shiffrin (1965).

The decay and/or interference characteristics of LTS have been studied more intensively over the past 50 years than any other aspect of memory. Partly for this reason a considerable body of theory has been advanced known as interference theory. We tend to regard this theory as descriptive rather than explanatory; this statement is not meant to detract from the value of the theory as a whole, but to indicate that a search for mechanisms at a deeper level might prove to be of value. Thus, for example, if the interfering effect of a previously learned list upon recall of a second list increases over time until the second list is retested, it is not enough to accept "proactive interference increasing over time" as an explanation of the effect; rather one should look for the underlying search, storage, and retrieval mechanisms responsible.

We are going to use a very restricted definition of interference in the rest of this paper; interference will be considered a structural feature of memory not under the control of the subject. It will refer to such possibilities as disruption and loss of information. On the other hand, there are search mechanisms which generate effects like those of structural interference, but which are control processes. Interference theory, of course, includes both types of possibilities, but we prefer to break down interference effects into those which are structurally based, and those under the control of the subject. Therefore the term interference is used henceforth to designate a structural feature of the long-term system.

\* For an overview of interference theory see Postman (1961).
It is important to realize that often it is possible to explain a given phenomenon with either interference or search notions. Although both factors will usually be present, the experimental situation sometimes indicates which is more important. For example, as we shall see in Section V, the decrease in the percentage of words recalled in a free verbal-recall experiment with increases in list length could be due either to interference between items or to a search of decreasing effectiveness as the number of items increase. The typical free recall situation, however, forces the subject to engage in a search of memory at test and indicates to us that the search process is the major factor. Finally, note that the interference effect itself may take many forms and arise in a number of ways. Information within a trace may be destroyed, replaced, or lessened in value by subsequent information. Alternatively, information may never be destroyed but may become irretrievable, temporarily or permanently.

In this section an attempt has been made to establish a reasonable basis for at least three systems—the sensory register, the short-term store, and the long-term store; to indicate the transfer characteristics between the various stores; and to consider possible decay and interference functions within each store.

III. Control Processes in Memory

The term control process refers to those processes that are not permanent features of memory, but are instead transient phenomena under the control of the subject; their appearance depends on such factors as instructional set, the experimental task, and the past history of the subject. A simple example of a control process can be demonstrated in a paired-associate learning task involving a list of stimuli each paired with either an A or B response (Bower, 1961). The subject may try to learn each stimulus-response pair as a separate, integral unit or he may adopt the more efficient strategy of answering B to any item not remembered and attempting to remember only the stimuli paired with the A response. This latter scheme will yield a radically different pattern of performance than the former; it exemplifies one rather limited control process. The various rehearsal strategies, on the other hand, are examples of control processes with almost universal applicability.

Since subject-controlled memory processes include any schemes, coding techniques, or mnemonics used by the subject in his effort to remember, their variety is virtually unlimited and classification becomes difficult. Such classification as is possible arises because these processes, while under the voluntary control of the subject, are nevertheless dependent upon the permanent memory structures described in the
previous section. This section therefore will follow the format of Section II, organizing the control processes into those primarily associated with the sensory register, STS, and LTS. Apart from this, the presentation will be somewhat fragmentary, drawing upon examples from many disparate experiments in an attempt to emphasize the variety, pervasiveness, and importance of the subject-controlled processes.

A. Control Processes in the Sensory Register

Because a large amount of information enters the sensory register and then decays very quickly, the primary function of control processes at this level is the selection of particular portions of this information for transfer to the short-term store. The first decision the subject must make concerns which sensory register to attend to. Thus, in experiments with simultaneous inputs from several sensory channels, the subject can readily report information from a given sense modality if so instructed in advance, but his accuracy is greatly reduced if instructions are delayed until after presentation. A related attention process is the transfer to STS of a selected portion of a large information display within a sensory modality. An example to keep in mind here is the scanning process in the visual registration system. Letters in a tachistoscopically presented display may be scanned at a rate of about 10 msec a letter, the form of the scan being under the control of the subject. Sperling (1960) found the following result. When the signal identifying which row to report from a matrix of letters was delayed for an interval of time following stimulus offset, the subjects developed two observing strategies. One strategy consisted of obeying the experimenter's instructions to pay equal attention to all rows; this strategy resulted in evenly distributed errors and quite poor performance at long delays. The other strategy consisted of anticipating which row would be tested and attending to only that row; in this case the error variance is increased but performance is better at longer delay intervals than for the other strategy. The subjects were aware of and reported using these strategies. For example, one experienced subject reported switching from the first to the second strategy in an effort to maximize performance when the delay between presentation and report rose above .15 seconds. The graph of his probability of a correct response plotted against delay interval, while generally decreasing with d<sub>delay</sub>, showed a dip at about .15 seconds, indicating that he did not switch strategies soon enough for optimal performance.

The decisions as to which sensory register to attend to, and where and what to scan within the system, are not the only choices that must be made at this level. There are a number of strategies available to the subject for matching information in the register against the long-term
store and thereby identifying the input. In an experiment by Estes and Taylor (1966) for example, the subject had to decide whether an F or B was embedded in a matrix display of letters. One strategy would have the subject scan the letters in order, generating the "name" of each letter and checking to see whether it is a B or an F. If the scan ends before all letters are processed, and no B or F has been found, the subject would presumably guess according to some bias. Another strategy might have the subject do a features match on each letter against B and then F, moving on as soon as a difference is found; in this strategy it would not be necessary to scan all features of each letter (i.e., it would not be necessary to generate the name of each letter). A third strategy might have the subject compare with only one of the crucial letters, guessing the other if a match is not found by the time the scan terminates.

B. CONTROL PROCESSES IN SHORT-TERM STORE

1. Storage, Search, and Retrieval Strategies

Search processes in STS, while not as elaborate as those in LTS because of the smaller amount of information in STS through which the search must take place, are nevertheless important. Since information in STS in excess of the rehearsal capability is decaying at a rapid rate, a search for a particular datum must be performed quickly and efficiently. One indirect method of examining the search process consists of comparing the results of recognition and recall experiments in which STS plays the major role. Presumably there is a search component in the recall situation that is absent in the recognition situation. It is difficult to come to strong conclusions on this basis, but recognition studies such as Wickelgren and Norman (1966) have usually given rise to less complicated models than comparable recall experiments, indicating that the search component in STS might be playing a large role.

One result indicating that the STS search occurs along ordered dimensions is based upon binaural stimulus presentation (Broadbent, 1954, 1956, 1958). A pair of items is presented, one to each ear simultaneously. Three such pairs are given, one every half second. Subjects perform best if asked to report the items first from one ear and then the other, rather than, say, in pairs. While Broadbent interprets these results in terms of a postulated time needed to switch attention from one ear to the other (a control process in itself), other interpretations are possible. In particular, part of the information stored with each item might include which ear was used for input. This information might then provide a simple dimension along which to search STS and report during recall. Another related possibility would have the subject group the
items along this dimension during presentation. In any case we would expect similar results if another dimension other than "sides" (which ear) were provided. Yntema and Traas (1963) used three word-number pairs presented sequentially, one every half second; one member of a pair was presented to one ear and the other member to the other ear. There were three conditions: the first in which three words were presented consecutively on one side (and therefore the three numbers on the other), the second in which two words and one number were presented consecutively on one side, the third in which a number separated the two words on one side. Three test conditions were used: the subject was asked to report words, the numbers (types); or to report one ear followed by the other (sides); or the simultaneous pairs in order (pairs). The results are easy to describe. In terms of probability correct, presentation condition one was best, condition two next, and condition three worst. For the test conditions, "types" yielded the highest probability of correct response, followed by "sides" and then "pairs." "Sides" being better than "pairs" was one of the results found by Broadbent, but "types" being even better than "sides" suggests that the organization along available dimensions, with the concomitant increase of efficiency in the search process, is the dominant factor in the situation.

One difficulty in studying the search process in STS is the fact that the subject will perform perfectly if the number of items presented is within his rehearsal span. Sternberg (1966) has overcome this difficulty by examining the latency of responses within the rehearsal span. His typical experiment consists of presenting from one to six digits to the subject at the rate of 1.2 seconds each. Following a 2-second delay, a single digit is presented and the subjects must respond "yes" or "no" depending on whether or not the test digit was a member of the set just presented. Following this response the subject is required to recall the complete set in order. Since the subjects were 98.7% correct on the recognition test and 98.6% correct on the recall test, it may be assumed that the task was within their rehearsal span. Interesting results were found in the latencies of the recognition responses: there was a linear increase in latency as the set size increased from one to six digits. The fact that there was no difference in latencies for "yes" versus "no" responses indicates that the search process in this situation is exhaustive and does not terminate the moment a match is found. Sternberg concludes that the subject engages in an exhaustive serial comparison process which evaluates elements at the rate of 25 to 30 per second. The high processing rate makes it seem likely that the rehearsal the subjects report is not an integral part of the scanning process, but instead maintains the image in STS so that it may be scanned at the time of the test. This conclusion depends upon accepting as a reasonable rehearsal rate
for digits the values reported by Landauer (1962) which were never higher than six per second.

Buschke's (1963) missing-span method provides additional insight into search and retrieval processes in STS. The missing-span procedure consists of presenting in a random order all but one of a previously specified set of digits; the subject is then asked to report the missing digit. This technique eliminates the output interference associated with the usual digit-span studies in which the entire presented set must be reported. Buschke found that subjects had superior performance on a missing-span task as compared with an identical digit-span task in which all of the presented items were to be reported in any order. A natural hypothesis would explain the difference in performance as being caused by output interference; that is, the multiple recalls in the digit-span procedure produce interference not seen in the single test procedure of the missing span. An alternative explanation would hold that different storage and search strategies were being employed in the two situations.

Madsen and Drucker (1968) examined this question by comparing test instructions given just prior to or immediately following each presentation sequence; the instructions specify whether the subject is to report the set of presented digits or simply to report the missing digit. Output interference would imply that the difference between missing-span and digit-span would hold up in both cases. The results showed that the missing-span procedure with prior instructions was superior to both missing-span and digit-span with instructions following presentation; the latter two conditions produced equal results and were superior to digit-span with prior instructions. It seems clear, then, that two storage and search strategies are being used: a missing-span type, and a digit-span type. Prior instructions (specifying the form of the subject's report) lead the subject to use one or the other of these strategies, but instructions following presentation are associated with a mixture of the two strategies.

It appeared in this case that the strategies differed in terms of the type of storage during presentation; the digit-span group with prior instructions tended to report their digits in their presentation order, while the digit-span group with instructions after presentation more often reported the digits in their numerical order. This indicates that the missing-span strategy involved checking off the numbers as they were presented against a fixed, numerically ordered list, while the digit-span strategy involved rehearsing the items in their presented order. It is interesting to note that if the subjects had been aware of the superiority of the missing-span strategy, they could have used it in the digit-span task also, since the two types of tests called for the same information.

It should be noted that retrieval from STS depends upon a number of factors, some under the control of the subject and some depending upon
the decay characteristics of STS. If the decay is partial in some sense, so that the trace contains only part of the information necessary for direct output, then the problem arises of how the partial information should be used to generate a response. In this case, it would be expected that the subject would then engage in a search of LTS in an effort to match or recognize the partial information. On the other hand, even though traces may decay in a partial manner, the rehearsal capability can hold a select set of items in a state of immediate recall availability and thereby impart to these items what is essentially an all-or-none status. It is to this rehearsal process that we now turn.

2. Rehearsal Processes

Rehearsal is one of the most important factors in experiments on human memory. This is particularly true in the laboratory because the concentrated, often meaningless, memory tasks used increase the relative efficacy of rehearsal as compared with the longer term coding and associative processes. Rehearsal may be less pervasive in everyday memory, but nevertheless has many uses, as Broadbent (1958) and others have pointed out. Such examples as remembering a telephone number or table-tennis score serve to illustrate the primary purpose of rehearsal, the lengthening of the time period information stays in the short-term store. A second purpose of rehearsal is illustrated by the fact that even if one wishes to remember a telephone number permanently, one will often rehearse the number several times. This rehearsal serves the purpose of increasing the strength built up in a long-term store, both by increasing the length of stay in STS (during which time a trace is built up in LTS) and by giving coding and other storage processes time to operate. Indeed, almost any kind of operation on an array of information (such as coding) can be viewed as a form of rehearsal, but this paper reserves the term only for the duration-lengthening repetition process.

In terms of STS structure, we can imagine that each rehearsal regenerates the STS trace and thereby prolongs the decay. This does not imply that the entire information ensemble available in STS immediately after presentation is regenerated and maintained at each rehearsal. Only that information selected by the subject, often a small proportion of the initial ensemble, is maintained. If the word “cow” is presented, for example, the sound of the word cow will enter STS; in addition, associates of cow, like milk, may be retrieved from LTS and also entered in STS; furthermore, an image of a cow may be entered into a short-term visual store. In succeeding rehearsals, however, the subject may rehearse only the word “cow” and the initial associates will decay and be lost. The process may be similar to the loss of meaningfulness that occurs when a word is repeated over and over (Lambert & Jakobovitz, 1960).
An interesting question concerns the maximum number of items that can be maintained via rehearsal. This number will depend upon the rate of STS decay and the form of the trace regenerated in STS by rehearsal. With almost any reasonable assumptions about either of these processes, however, an ordered rehearsal will allow the greatest number of items to be maintained. To give a simple example, suppose that individual items take 1.1 seconds to decay and may be restarted if rehearsal begins before decay is complete. Suppose further that each rehearsal takes .25 seconds. It is then clear that five items may be maintained indefinitely if they are rehearsal in a fixed order over and over. On the other hand, a rehearsal scheme in which items are chosen for rehearsal on a random basis will quickly result in one or more items decaying and becoming lost. It would be expected, therefore, that in situations where subjects are relying primarily upon their rehearsal capability in STS, rehearsal will take place in an ordered fashion. One such situation, from which we can derive an estimate of rehearsal capability, is the digit-span task. A series of numbers is read to the subject who is then required to recall them, usually in the forward or backward order. Because the subject has a long-term store which sometimes can be used to supplement the short-term rehearsal memory, the length of a series which can be correctly recalled may exceed the rehearsal capacity. A lower limit on this capacity can be found by identifying the series length at which a subject never errs; this series length is usually in the range of five to eight numbers.\(^8\)

The above estimates of rehearsal capability are obtained in a discrete-trial situation where the requirement is to remember every item of a small input. A very similar rehearsal strategy can be employed, however, in situations such as free recall where a much greater number of items is input than rehearsal can possibly encompass. One strategy in this case would be to replace one of the items currently being rehearsed by each new item input. In this case every item would receive at least some rehearsal. Because of input and reorganization factors, which undoubtedly consume some time, the rehearsal capacity would probably be reduced. It should be clear that under this scheme a constant number of items will be undergoing rehearsal at any one moment. As an analogy, one might think of a bin always containing exactly \(n\) items; each new item enters the bin and knocks out an item already there. This process has been called in earlier reports a "rehearsal buffer," or simply a "buffer," and we will use this terminology here (Atkinson & Shiffrin, 1965).

\(^8\) Wickelgren (1965) has examined rehearsal in the digit-span task in greater detail and found that rehearsal capacity is a function of the groupings engaged in by the subject; in particular, rehearsal in distinct groups of three was superior to rehearsal in four's and five's.
In our view, the maintenance and use of the buffer is a process entirely under the control of the subject. Presumably a buffer is set up and used in an attempt to maximize performance in certain situations. In setting up a maximal-sized buffer, however, the subject is devoting all his effort to rehearsal and not engaging in other processes such as coding and hypothesis testing. In situations, therefore, where coding, long-term search, hypothesis testing, and other mechanisms appreciably improve performance, it is likely that a trade-off will occur in which the buffer size will be reduced and rehearsal may even become somewhat random while coding and other strategies increase.

At this point we want to discuss various buffer operations in greater detail. Figure 2 illustrates a fixed-size buffer and its relation to the rest
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**Fig. 2.** The rehearsal buffer and its relation to the memory system.
of the memory system. The content of the buffer is constructed from items that have entered STS, items which have been input from the sensory register or from LTS. The arrow going toward LTS indicates that some long-term trace is being built up during an item's stay in the buffer. The other arrow from the buffer indicates that the input of a new item into the buffer causes an item currently in the buffer to be bumped out; this item then decays from STS and is lost (except for any trace which has accumulated in LTS during its stay). An item dropped from the buffer is likely to decay more quickly in STS than a newly presented item which has just entered STS. There are several reasons for this. For one thing, the item is probably already in some state of partial decay when dropped; in addition, the information making up an item in the buffer is likely to be only a partial copy of the ensemble present immediately following stimulus input.

There are two additional processes not shown in Fig. 2 that the subject can use on appropriate occasions. First, the subject may decide not to enter every item into the buffer; the reasons are manifold. For example, the items may be presented at a very fast rate so that input and reorganization time encroach too far upon rehearsal time. Another possibility is that some combinations of items are particularly easy to rehearse, making the subject loath to break up the combination. In fact, the work involved in introducing a new item into the buffer and deleting an old one may alone give the subject incentive to keep the buffer unchanged. Judging from these remarks, the choice of which items to enter into the buffer is based on momentary characteristics of the current string of input items and may appear at times to be essentially random.

The second process not diagrammed in Fig. 2 is the choice of which item to eliminate from the buffer when a new item is entered. There are several possibilities. The choice could be random; it could be based upon the state of decay of the current items; it could depend upon the ease of rehearsing the various items; most important, it could be based upon the length of time the various items have resided in the buffer. It is not unreasonable that the subject knows which items he has been rehearsing the longest, as he might if rehearsal takes place in a fixed order. It is for this reason that the slots or positions of the buffer have been numbered consecutively in Fig. 2; that is, to indicate that the subject might have some notion of the relative recency of the various items in the buffer.

The experimental justification for these various buffer mechanisms will be presented in Section IV. It should be emphasized that the subject will use a fixed-size buffer of the sort described here only in select situations, primarily those in which he feels that trading off rehearsal time for coding and other longer term control processes would not be fruitful. To the extent that long-term storage operations prove to be successful
as compared with rehearsal, the structure of the rehearsal mechanism will tend to become impoverished. One other point concerning the buffer should be noted. While this paper consistently considers a fixed-size short-term buffer as a rehearsal strategy of the subject, it is possible to apply a fixed-size model of a similar kind to the structure of the short-term system as a whole, that is, to consider a short-term buffer as a permanent feature of memory. Waugh and Norman (1965), for example, have done this in their paper on primary memory. The data on the structure of STS is currently so nebulous that such an hypothesis can be neither firmly supported nor rejected.

3. Coding Processes and Transfer between Short- and Long-Term Store

It should be evident that there is a close relationship between the short- and long-term store. In general, information entering STS comes directly from LTS and only indirectly from the sensory register. For example, a visually presented word cannot be entered into STS as an auditory-verbal unit until a long-term search and match has identified the verbal representation of the visual image. For words, letters, and highly familiar stimuli, this long-term search and match process may be executed very quickly, but one can imagine unfamiliar stimuli, such as, say, a nonsense scribble, where considerable search might be necessary before a suitable verbal representation is found to enter into STS. In such cases, the subject might enter the visual image directly into his short-term visual memory and not attempt a verbal coding operation.

Transfer from STS to LTS may be considered a permanent feature of memory; any information in STS is transferred to LTS to some degree throughout its stay in the short-term store. The important aspect of this transfer, however, is the wide variance in the amount and form of the transferred information that may be induced by control processes. When the subject is concentrating upon rehearsal, the information transferred would be in a relatively weak state and easily subject to interference. On the other hand, the subject may divert his effort from rehearsal to various coding operations which will increase the strength of the stored information. In answer to the question of what is a coding process, we can most generally state that a coding process is a select alteration and/or addition to the information in the short-term store as the result of a search of the long-term store. This change may take a number of forms, often using strong preexisting associations already in long-term store. A number of these coding possibilities will be considered later.

Experiments may be roughly classified in terms of the control operations the subject will be led to use. Concept formation problems or tasks where there is a clear solution will lead the subject to strategy selection and hypothesis-testing procedures (Restle, 1964). Experiments which
do not involve problem solving, where there are a large number of easily
coded items, and where there is a long period between presentation and
test, will prompt the subject to expend his efforts on long-term coding
operations. Finally, experiments in which memory is required, but long-
term memory is not efficacious, will lead the subject to adopt rehearsal
strategies that maintain the information the limited period needed for
the task. Several examples of the latter experiment will be examined
in this paper; they are characterized by the fact that the responses
assigned to particular stimuli are continually changing, so that coding
of a specific stimulus-response pair will prove harmful to succeeding
pairs using the same stimulus. There are experiments, of course, for
which it will not be possible to decide on a priori grounds which control
processes are being used. In these cases the usual identification pro-
cedures must be used, including model fits and careful questioning of
the subjects.

There are other short-term processes that do not fit easily into the
above classification. They include grouping, organizing, and chunking
strategies. One form that organizing may take is the selection of a subset
of presented items for special attention, coding and/or rehearsal. This
selection process is clearly illustrated in a series of studies on magnitude
of reward by Harley (1965a, 1965b). Items in a paired-associate list were
given two monetary incentives, one high and one low. In one experiment
the subjects learned two paired-associate lists, one consisting of all high
incentive items, the other consisting of all low incentive items; there
were no differences in the learning rates for these lists. In a second exper-
iment, subjects learned a list which included both high and low incentive
items; in this case learning was faster for the high than the low incentive
items. However, the overall rate of learning for the mixed list was about
the same as for the two previous lists. It seems clear that when the high
and low incentive items are mixed, the subject selectively attends to,
codes, and rehearses those items with the higher payoffs. A second kind
of organizing that occurs is the grouping of items into small sets, often
with the object of memorizing the set as a whole, rather than as individual
items. Typically in this case the grouped items will have some common
factor. A good example may be found in the series of studies by Battig
(1966) and his colleagues. He found a tendency to group items according
to difficulty and according to degree of prior learning; this tendency was
found even in paired-associate tasks where an extensive effort had been
made to eliminate any basis for such grouping. A third type of informa-
tion organization is found in the "chunking" process suggested by
Miller (1956). In his view there is some optimal size that a set of informa-
tion should have in order to best facilitate remembering. The incoming
information is therefore organized into chunks of the desired magnitude.
C. Control Processes in Long-Term Store

Control processes to be considered in this section fall roughly into two categories: those concerned with transfer between short-term and long-term store and those concerned with search for and retrieval of information from LTS.

1. Storage in Long-Term Store

It was stated earlier that some information is transferred to LTS throughout an item's stay in STS, but that its amount and form is determined by control processes. This proposition will now be examined in greater detail. First of all, it would be helpful to consider a few simple examples where long-term storage is differentially affected by the coding strategy adopted. One example is found in a study on mediators performed by Montague, Adams, and Kies (1966). Pairs of nonsense syllables were presented to the subject who had to write down any natural language mediator (word, phrase, or sentence associated with a pair) which occurred to him. At test 24 hours later the subject attempted to give the response member of each pair and the natural language mediator (NLM) that had been used in acquisition. Proportion correct for items on which the NLM was retained was 70%, while the proportion correct was negligible for items where the NLM was forgotten or significantly changed. Taken in conjunction with earlier studies showing that a group using NLMs was superior to a group learning by rote (Runquist & Farley, 1964), this result indicates a strong dependence of recall upon natural language mediators. A somewhat different encoding technique has been examined by Clark and Bower (personal communication). Subjects were required to learn several lists of paired-associate items, in which each item was a pair of familiar words. Two groups of subjects were given identical instructions, except for an extra section read to the experimental group explaining that the best method of learning the pairs was to form an elaborate visual image containing the objects designated by the two words. This experimental group was then given a few examples of the technique. There was a marked difference in performance between the groups on both immediate and delayed tests, the experimental group outperforming the control group by better than 40% in terms of probability correct. In fact, postexperimental questioning of the subjects revealed that the occasional high performers in the control group were often using the experimental technique even in the absence of instructions to do so. This technique of associating through the use of visual images is a very old one; it has been described in considerable detail, for example, by Cicero in De Oratore when he discusses memory as one of the five parts of rhetoric, and is clearly very effective.
We now consider the question of how these encoding techniques improve performance. The answer depends to a degree upon the fine structure of long-term store, and therefore cannot be stated precisely. Nevertheless, a number of possibilities should be mentioned. First, the encoding may make use of strong preexisting associations, eliminating the necessity of making new ones. Thus in mediating a word pair in a paired-associate task, word $A$ might elicit word $A'$ which in turn elicits the response. This merely moves the question back a level: how does the subject know which associates are the correct ones? It may be that the appropriate associations are identified by temporal position; that is, the subject may search through the associations looking for one which has been elicited recently. Alternatively, information could be stored with the appropriate association identifying it as having been used in the current paired-associates task. Second, the encoding might greatly decrease the effective area of memory which must be searched at the time of test. A response word not encoded must be in the set of all English words, or perhaps in the set of all words presented “recently,” while a code may allow a smaller search through the associates of one or two items. One could use further search-limiting techniques such as restricting the mediator to the same first letter as the stimulus. A third possibility, related to the second, is that encoding might give some order to an otherwise random search. Fourth, encoding might greatly increase the amount of information stored. Finally, and perhaps most important, the encoding might protect a fledgling association from interference by succeeding items. Thus if one encodes a particular pair through an image of, say, a specific room in one's home, it is unlikely that future inputs will have any relation to that image; hence they will not interfere with it.

In most cases coding probably works well for all of the above reasons.

There is another possible set of effects of the coding process which should be mentioned here. As background, we need to consider the results of several recent experiments which examine the effect of spacing between study and test in paired-associate learning (Bjork, 1966; Young, 1966). The result of primary interest to us is the decrease in probability correct as the number of other paired-associate items presented between study and test increases. This decrease seems to reach asymptote only after a fairly large number (e.g., 30) of intervening items. There are several possible explanations for this “short-term” effect. Although the effect probably occurs over too great an interval to consider direct decay from STS as an explanation, any of several rehearsal strategies could give rise to an appropriate-looking curve. Since a paired-associate task usually requires coding, a fixed-size rehearsal buffer may not be a reasonable hypothesis, unless the buffer size is fairly small; on the other hand, a variable rehearsal set with semirandomly spaced
rehearsals may be both reasonable and accurate. If, on the other hand, one decides that almost no continuing rehearsal occurs in this task, what other hypotheses are available? One could appeal to retroactive interference but this does little more than name the phenomenon. Greeno (1987) has proposed a coding model which can explain the effect. In his view, the subject may select one of several possible codes at the time of study. In particular, he might select a “permanent” code, which will not be disturbed by any other items or codes in the experiment; if this occurs, the item is said to be learned. On the other hand, a “transitory” code might be selected, one which is disturbed or eliminated as succeeding items are presented. This transitory code will last for a probabilistically determined number of trials before becoming useless or lost. The important point to note here is the fact that a decreasing “short-term” effect can occur as a result of solely long-term operations. In experiments emphasizing long-term coding, therefore, the decision concerning which decay process, or combination of decay processes, is operative will not be easy to make in an a priori manner; rather the decision would have to be based upon such a posteriori grounds as goodness-of-fit results for a particular model and introspective reports from the subject.

2. Long-Term Search Processes

One of the most fascinating features of memory is the long-term search process. We have all, at one time or another, been asked for information which we once knew, but which is momentarily unavailable, and we are aware of the ensuing period (often lasting for hours) during which memory was searched, occasionally resulting in the correct answer. Nevertheless, there has been a marked lack of experimental work dealing with this rather common phenomenon. For this reason, our discussion of search processes will be primarily theoretical, but the absence of a large experimental literature should not lead us to underestimate the importance of the search mechanism.

The primary component of the search process is locating the sought-for trace (or one of the traces) in long-term store. This process is seen in operation via several examples. The occasionally very long latencies prior to a correct response for well-known information indicates a non-perfect search. A subject reporting that he will think “of it the moment he thinks about something else” indicates a prior fixation on an unsuccessful search procedure. Similarly, the tip-of-the-tongue phenomenon mentioned earlier indicates a failure to find an otherwise very strong trace. We have also observed the following while quizzing a graduate
student on the names of state capitals. The student gave up trying to remember the capital of the state of Washington after pondering for a long time. Later this student quickly identified the capital of Oregon as Salem and then said at once that the capital of Washington was Olympia. When asked how he suddenly remembered, he replied that he had learned the two capitals together. Presumably this information would have been available during the first search if the student had known where to look: namely in conjunction with the capital of Oregon. Such descriptive examples are numerous and serve to indicate that a search can sometimes fail to uncover a very strong trace. One of the decisions the subject must make is when to terminate an unsuccessful search. An important determinant of the length of search is the amount of order imposed during the search; if one is asked to name all the states and does so strictly geographically, one is likely to do better than someone who spews out names in a haphazard fashion. The person naming states in a haphazard fashion will presently encounter in his search for new names those which he has already given; if this occurs repeatedly, the search will be terminated as being unfruitful. The problem of terminating the search is especially acute in the case of recalling a set of items without a good natural ordering. Such a case is found in free-verbal-recall experiments in which a list of words is presented to the subject who must then recall as many as possible. The subject presumably searches along some sort of temporal dimension, a dimension which lets the subject know when he finds a word whether or not it was on the list presented most recently. The temporal ordering is by no means perfect, however, and the search must therefore be carried out with a degree of randomness. This procedure may lead to missing an item which has a fairly strong trace. It has been found in free-verbal-recall experiments, for example, that repeated recall tests on a given list sometimes result in the inclusion on the second test of items left out on the first test. In our own experiments we have even observed intrusions from an earlier list that had not been recalled during the test of that list.

It would be illustrative at this point to consider an experiment carried out by Norma Graham at Stanford University. Subjects were asked to name the capitals of the states. If a correct answer was not given within 5 seconds following presentation of the state name, the subjects were then given a hint and allowed 30 seconds more to search their memory. The hint consisted of either 1, 2, 4, 12, or 24 consecutive letters of the alphabet, one of which was the first letter in the name of the state capital. The probability correct dropped steadily as the hint size increased from 1 to 24 letters. The average response latencies for correct answers, however, showed a different effect; the 1-letter hint was associated with the fastest response time, the 2-letter hint was slower, the 4-letter hint
was slower yet, but the 12- and 24-letter hints were faster than the 4-letter hint. One simple hypothesis that can explain why latencies were slower after the 4-letter hint than after the 12- and 24-letter hints depends upon differing search processes. Suppose the subject in the absence of a hint engages in “normal” search, or N search. When given the first letter, however, we will assume the subject switches to a first letter search, or L search, consisting of a deeper exploration of memory based upon the first letter. This L search might consist of forming possible sounds beginning with the appropriate letter, and matching them against possible city names. When the size of the hint increases, the subject must apply the L search to each of the letters in turn, obviously a time-consuming procedure. In fact, for 12- or 24-letter hints the probability is high that the subject would use up the entire 30-second search period without carrying out an L search on the correct first letter. Clearly a stage is reached, in terms of hint size, where the subject will switch from an L search to N search in order to maximize performance. In the present experiment it seems clear that the switch in strategy occurred between the 4- and 12-letter hints.

In the above experiment there were two search-stopping events, one subject-controlled and the other determined by the 30-second time limit. It is instructive to consider some of the possible subject-controlled stopping rules. One possibility is simply an internal time limit, beyond which the subject decides further search is useless. Related to this would be an event-counter stopping rule that would halt the subject when a fixed number of prespecified events had occurred. The events could be total number of distinct “searches,” total number of incorrect traces found, and so on. A third possibility is dependent on a consecutive-events counter. For example, search could be stopped whenever x consecutive searches recovered traces that had been found in previous searches.

It was noted earlier that searches may vary in their apparent orderliness. Since long-term memory is extremely large, any truly random search would invariably be doomed to failure. The search must always be made along some dimension, or on the basis of some available cues. Nevertheless, searches do vary in their degree of order; a letter-by-letter search is highly structured, whereas a free associative search that proceeds from point to point in a seemingly arbitrary manner will be considerably less restrained, even to the point where the same ground may be covered many times. One other possible feature of the search process is not as desirable as the ones previously mentioned. The search itself might prove destructive to the sought-after trace. That is, just as new information transferred to the long-term store might interfere with previous material stored there, the generation of traces during the search might prove to have a similar interfering effect.
A somewhat different perspective on search procedures is obtained by considering the types of experimental tests that typically are used. Sometimes the very nature of the task presumes a specific search procedure. An example is found in the free-verbal-recall task in which the subject must identify a subset of a larger well-learned group of words. A search of smaller scope is made in a paired-associate task; when the set of possible responses is large, the search for the answer is similar to that made in free recall, with a search component and a recognition component to identify the recovered trace as the appropriate one. When the set of responses in a paired-associate task is quite small, the task becomes one of recognition alone: the subject can generate each possible response in order and perform a recognition test on each. The recognition test presumably probes the trace for information identifying it as being from the correct list and being associated with the correct stimulus.

It was said that the primary component of the search process is locating the desired memory trace in LTS. The secondary component is the recovery of the trace once found. It has been more or less assumed for simplicity in the above discussions that the trace is all-or-none. This may not be the case, and the result of a search might be the recovery of a partial trace. Retrieval would then depend either upon correctly guessing the missing information or performing a further search to match the partial trace with known responses. It is possible, therefore, to divide the recovery process into a search component and retrieval component, both of which must be successfully concluded in order to output the correct response. The two components undoubtedly are correlated in the sense that stronger, more complete traces will both be easier to find and easier to retrieve, having been found.

One final problem of some importance should be mentioned at this time. The effects of trace interference may be quite difficult to separate from those of search failure. Trace interference here refers either to loss of information in the trace due to succeeding inputs or to confusions caused by competition among multiple traces at the moment of test. Search failure refers to an inability to find the trace at all. Thus a decrease in the probability of a correct response as the number of items intervening between study and test increases could be due to trace interference generated by those items. It could also be due to an increased likelihood of failing to find the trace because of the increasing number of items that have to be searched in memory. One way these processes might be separated experimentally would be in a comparison of recognition and recall measures, assuming that a failure to find the trace is less likely in the case of recognition than in the case of recall. At the present, research along these lines has not given us a definitive answer to this question.
IV. Experiments Concerned with Short-Term Processes

Sections II and III of this paper have outlined a theoretical framework for human memory. As we have seen, the framework is extremely general, and there are many alternative choices that can be made in formulating models for particular experimental situations. The many choice points make it impossible for us to examine each process experimentally. Instead we shall devote our attention to a number of processes universally agreed to occur in experiments on memory, namely rehearsal and search processes. In Section V the LTS search processes will be examined in detail; in the present section the major emphasis will be on STS mechanisms, particularly the control process designated as the rehearsal buffer. The sensory registration system is not an important factor in these models; the experiments are designed so that all items enter the sensory register and then are transferred to STS. The long-term store will be presented in the models of this section but only in the simplest possible manner. We now turn to a series of experiments designed to establish in some detail the workings of the buffer mechanism.

A. A Continuous Paired-Associate Memory Task (Experiment 1)

This study is the prototype for a series of experiments reported in this section designed specifically to study buffer processes. The buffer is a fixed-size rehearsal scheme in STS; conditions which prompt the subject to make use of a buffer include difficulty in using long-term store, a large number of short study-test intervals, and a presentation rate slow enough that cognitive manipulations in STS are not excessively rushed. The task that was developed to establish these conditions is described below.\(^6\)

The subject was required to keep track of constantly changing responses associated with a fixed set of stimuli.\(^7\) The stimuli were 2-digit numbers chosen from the set 00–99; the responses were letters of the alphabet. At the start of a particular subject-session a set of \(s\) stimuli was chosen randomly from the numbers 00 to 99; these stimuli were not changed over the course of that day's session. To begin the session each stimulus was paired with a letter chosen randomly from the alphabet. Following this initial period, a continuous sequence of trials made up the rest of the session, each trial consisting of a test phase followed by a

\(^6\) The reader may consult Atkinson, Brelsford, and Shiffrin (1967) for details of the experimental procedure and theoretical analyses that are not covered in the present discussion. Also presented there is an account of the mathematics of the model.

\(^7\) The task is similar to those used by Yutema and Mueser (1960, 1962), Brelsford et al. (1966), and Katz (1966).
study phase. During the test phase, one of the $s$ stimuli was randomly selected and presented alone for test. The subject was required to respond with the most recent response paired with that stimulus. No feedback was given to the subject. Following his response the study portion of the trial began. During the study portion the stimulus just presented for test was paired with a new response selected randomly from the alphabet; the only restriction was that the previous response (the correct response during the immediately preceding test phase) was not used during the study phase of the same trial. The subject was instructed to forget the previous pairing and try to remember the new pairing currently being presented for study. Following the study period, a stimulus was again selected randomly from the set of $s$ stimuli and the test portion of the next trial began.

The result of this procedure is as follows: a particular stimulus-response pair is presented for study, followed by a randomly determined number of trials involving other stimuli, and then tested. Having been tested, the pair is broken up and the stimulus is paired with a different response; in other words, no stimulus-response pair is presented for study twice in succession. It is easy to imagine the effects of this procedure on the subject's long-term memory processes. If any particular pair is strongly stored in long-term memory, it will interfere with subsequent pairings involving that same stimulus. In addition, the nature of the stimuli and responses used makes coding a difficult task. For these reasons, the subject soon learns that the usual long-term storage operations, such as coding, are not particularly useful; in fact, the subject is forced to rely heavily on his short-term store and his rehearsal capacity. The experimental procedure also was designed so that it would be possible to carry out extensive parametric analyses on data from individual subjects. This was accomplished by running each subject for 12 or more days and collecting the data on a system under the control of a time-sharing computer, a procedure which made the precise sequence of events during each session available for analysis.

1. Method

The subjects were nine students from Stanford University who received $2 per experimental session. This experiment, and most of the others reported in this paper, was conducted in the Computer-Based Learning Laboratory at Stanford University. The control functions were performed by computer programs run on a modified PDP-1 computer manufactured by the Digital Equipment Corp., and under control of a time-sharing system. The subject was seated at a cathode-ray-tube display terminal; there were six terminals, each located in a separate 7 x 8 foot sound-shielded room. Stimuli were displayed on the face of
t the cathode ray tube (CRT); responses were made on an electric typewriter keyboard located immediately below the lower edge of the CRT.

For each session the subject was assigned to one of the three experimental conditions. The three conditions were defined in terms of $a$, the size of the set of stimuli to be remembered, which took on the values 4, 6, or 8. An attempt was made to assign subjects to each condition once in consecutive three-session blocks. Every session began with a series of study trials: one study trial for each stimulus to be used in the session. On a study trial the word “study” appeared on the upper face of the CRT. Beneath the word “study” one of the stimuli (a 2-digit number) appeared along with a randomly selected letter from the alphabet. Subjects were instructed to try to remember the stimulus-response pairs. Each of these initial study trials lasted for 3 seconds with a 3-second intertrial interval. As soon as there had been an initial study trial for each stimulus to be used in the session, the session proper began.

Each subsequent trial involved a fixed series of events. (1) The word “test” appeared on the upper face of the CRT. Beneath the word “test” a randomly selected member of the stimulus set appeared. Subjects were instructed that when the word “test” and a stimulus appeared on the CRT, they were to respond with the last response that had been associated with that stimulus, guessing if necessary. This test portion of a trial lasted for 3 seconds. (2) The CRT was blacked out for 2 seconds. (3) The word “study” appeared on the upper face of the CRT for 3 seconds. Below the word “study” a stimulus-response pair appeared. The stimulus was the same one used in the preceding test portion of the trial. The response was randomly selected from the letters of the alphabet, with the stipulation that it be different from the immediately preceding response assigned to that stimulus. (4) There was a 3-second intertrial interval before the next trial. Thus a complete trial (test plus study) took 11 seconds. A subject was run for 220 such trials during each experimental session.

2. Theoretical Analysis

In order that the reader may visualize the sequence of events which occurs in this situation, a sample sequence of 18 trials is illustrated in Fig. 3. Within the boxes are the displays seen on the CRT screen. In this sequence the stimulus set includes the four stimuli $20, 31, 42,$ and 53 (i.e., $a = 4$). On trial $n$, item $31-Q$ is presented for study. On trial $n + 1$, $42$ is tested and $42-B$ presented for study. Then on trial $n + 2$, $31$ is tested; the correct answer is $Q$ as is seen by referring to trial $n$. After the subject answers he is given $31-S$ to study. He is instructed to forget the previous pair, $31-Q$, and remember only the new pair, $31-S$. The response letter $S$ was selected randomly from the alphabet, with the restriction that the
previous response, Q, could not be used. A previously used response may through chance, however, be chosen again later in the session; for example, on trial n + 7, 31-Q is again presented for study. It is also possible that two or more stimuli might be paired with the same response concurrently; as an example, on trial n + 15, 20 is paired with C and on trial n + 16, 42 also is paired with C. The stimulus presented on each trial is chosen randomly; for this reason the number of trials intervening
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**Fig. 3.** A sample sequence of trials for Experiment 1.

between study and test is a random variable distributed geometrically. In the analysis of the results, a very important variable is the number of trials intervening between study and test on a particular stimulus-response pair; this variable is called the lag. Thus 20 is tested on trial n + 4 at a lag of 0 because it was studied on trial n + 3. On the other hand, 42 is tested on trial n + 14 at a lag of 12, because it was last studied on trial n + 1.

Consider now the processes the subject will tend to adopt in this situation. The obvious difficulties involved in the use of LTS force the subject to rely heavily upon rehearsal mechanisms in STS for optimal performance. A strategy making effective use of STS is an ordered rehearsal scheme of fixed size called the buffer in Section III,B. The fixed-size requirement may not be necessary for maximal utilization of
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8 The usual examples given for the usefulness of a distinct short-term store do not stress the positive benefits of a memory decaying quickly and completely. Without such a memory, many minor tasks such as adding a long column of numbers might become far more difficult. The current experiment, in which associative bonds are frequently broken and re-formed, is an example of a class of operations for which a short-term store is almost essential.
STS, but is indicated by the following considerations. Keeping the size of the rehearsal set constant gives the subject a great deal of control over the situation; each rehearsal cycle will take about the same amount of time, and it is easier to reorganize the buffer when a new item is introduced. Furthermore, an attempt to stretch the rehearsal capacity to its limit may result in confusion which causes the entire rehearsal set to be disrupted; the confusion results from the variable time that must be allowed for operations such as responding at the keyboard and processing the new incoming items. The hypothesis of an ordered fixed-size buffer is given support by the subjects' reports and the authors' observations while acting as subjects. The reader is not asked, however, to take our word on this matter; the analysis of the results will provide the strongest support for the hypothesis.

It must be decided next just what is being rehearsed. The obvious candidate, and the one reported by subjects, is the stimulus-response pair to be remembered. That is, the unit of rehearsal is the two-digit stimulus number plus the associated response letter. Under certain conditions, however, the subject may adopt a more optimal strategy in which only the responses are rehearsed. This strategy will clearly be more effective because many more items may be encompassed with the same rehearsal effort. The strategy depends upon ordering the stimuli (usually in numerical order in the present case) and rehearsing the responses in an order corresponding to the stimulus order; in this way the subject may keep track of which response goes with which stimulus. For a number of reasons, the scheme is most effective when the size of the stimulus set is small; for a large set the subject may have difficulty ordering the stimuli, and difficulty in reorganizing the rehearsal as each new item is presented. When the number of stimulus-response pairs to be remembered is large, the subject may alter this scheme in order to make it feasible. The alteration might consist of rehearsing only the responses associated with a portion of the ordered stimuli. In a previous experiment (Brelsford et al., 1968) with a similar design, several subjects reported using such a strategy when the stimulus set size was four, and an examination of their results showed better performance than the other subjects. Subject reports lead us to believe that this strategy is used infrequently in the present experiment; consequently, our model assumes that the unit of rehearsal is the stimulus-response pair, henceforth called an “item.”

Figure 2 outlines the structure of the model to be applied to the data. Despite the emphasis on rehearsal, a small amount of long-term storage occurs during the period that an item resides in the buffer. The information stored in LTS is comparatively weak and decays rapidly as succeeding items are presented. In accord with the argument that the long-term
process is uncomplicated, we assume here that information stored in LTS increases linearly with the time an item resides in the buffer. Once an item leaves the buffer, the LTS trace is assumed to decrease as each succeeding item is presented for study.

Every item is assumed to enter first the sensory register and then STS. At that point the subject must decide whether or not to place the new item in the rehearsal buffer. There are a number of reasons why every incoming item may not be placed in the buffer. For one thing, the effort involved in reorganizing the buffer on every trial may not always appear worthwhile, especially when the gains from doing so are not immediately evident; for another, the buffer at some particular time may consist of a combination of items especially easy to rehearse and the subject may not wish to destroy the combination. In order to be more specific about which items enter the buffer and which do not, two kinds of items must be distinguished. An O item is an incoming stimulus-response pair whose stimulus is currently in the buffer. Thus if 52-L is currently in the buffer, 52 is tested, and 52-G is presented for study, then 52-G is said to be an O item. Whenever an O item is presented it is automatically entered into the buffer; this entry, of course, involves replacing the old response by the appropriate new response. Indeed, if an O item did not enter the buffer, the subject would be forced to rehearse the now incorrect previous response, or to leave a useless blank spot in the buffer; for these reasons, the assumption that O items are always entered into the buffer seems reasonable. The other kind of item that may be presented is an N item. An N item is a stimulus-response pair whose stimulus currently is not in the buffer. Whenever an N item is entered into the buffer, one item currently in the buffer must be removed to make room for the new item (i.e., the buffer is assumed to be of fixed size, r, meaning that the number of items being rehearsed at any one time is constant). The assumption is made that an N item enters into the buffer with probability a; whenever an N item is entered, one of the items currently in the buffer is randomly selected and removed to make room for it.

The model used to describe the present experiment is now almost complete. A factor still not specified is the response rule. At the moment of test any item which is in the buffer is responded to correctly. If the stimulus tested is not in the buffer, a search is carried out in LTS with the hope of finding the trace. The probability of retrieving the correct response from LTS depends upon the current trace strength, which in turn, depends on the amount of information transferred to LTS. Specifically we assume that information is transferred to LTS at a constant rate \( \theta \) during the entire period an item resides in the buffer; \( \theta \) is the transfer rate per trial. Thus, if an item remains in the rehearsal
buffer for exactly $j$ trials, then that item accumulated an amount of information equal to $j\theta$. We also assume that each trial following the trial on which an item is knocked out of the buffer causes the information stored in LTS for that item to decrease by a constant proportion $\tau$. Thus, if an item were knocked out of the buffer at trial $j$, and $i$ trials intervened between the original study and test on that item, then the amount of information in LTS at the time of the test would be $j\theta e^{-\tau i}$. We now want to specify the probability of a correct retrieval of an item from LTS. If the amount of information in LTS at the moment of test is zero, then the probability of a correct retrieval should be at the guessing level. As the amount of information increases, the probability of a correct retrieval should increase toward unity. We define $p_{ij}$ as the probability of a correct response from LTS for an item that was tested at lag $i$, and resided in the buffer for exactly $j$ trials. Considering the above specifications on the retrieval process,

$$p_{ij} = 1 - (1 - g)\exp[-j\theta e^{-\tau i}]$$

where $g$ is the guessing probability, which is $1/26$ since there were 26 response alternatives.

The basic dependent variable in the present experiment is the probability of a correct response at the time of a test, given lag $i$. In order to derive this probability we need to know the length of time that an item resides in the memory buffer. Therefore, define $\beta_j = \text{probability that an item resides in the buffer for exactly } j \text{ trials, given that it is tested at a lag greater than } j$. The probability of a correct response to an item tested at lag $i$ can now be written in terms of the $\beta_j$'s. Let "$C_i$" represent the occurrence of a correct response to an item tested at lag $i$. Then

$$\Pr(C_i) = \left[ 1 - \sum_{k=0}^{i} \beta_k \right] + \left[ \sum_{k=0}^{i} \beta_k p_{ik} \right]$$

The first bracketed term is the probability that the item is in the buffer at the time of the test. The second bracket contains a sum of probabilities, each term representing the probability of a correct retrieval

---

9. Last the use of an exponential function seem entirely arbitrary, it should be noted that this function bears a close relation to the familiar linear model of learning theory. If we ignore for the moment the decay factor, then

$$p_{ij} = 1 - (1 - g)\exp(-j\theta).$$

It is easily seen that this is the linear model expression for the probability of a correct response after $j$ reinforcements with parameter $e^\theta$. Thus, the retrieval function $p_{ij}$ can be viewed as a linear model with time in the buffer as the independent variable. To be sure, the decay process complicates matters, but the reason for choosing the exponential function becomes somewhat less arbitrary. A decay process is needed so that the probability of a correct retrieval from LTS will approach chance as the lag tends toward infinity.
from LTS of an item which remained in the buffer for exactly \( k \) trials and was then lost.\(^{10}\) There are four parameters in the model: \( r \), the buffer size which must be an integer; \( x \), the probability of entering an \( N \) item into the buffer; \( \theta \), the transfer rate of information to LTS; and \( v \), the decay rate of information from LTS after an item has left the buffer.

One final process must be considered before the model is complete. This process is the recovery of information from LTS which is not in the buffer. It will be assumed that the decay of an item which has entered and then left the buffer is very rapid, so rapid that an item which has left the buffer cannot be recovered from LTS on the succeeding test.\(^{11}\) The only time in which a recovery is made from LTS, apart from the buffer, occurs if an item is tested immediately following its study (i.e., at a lag of 0). In this case there is virtually no time between study and test and it is assumed therefore that the recovery probability is one, regardless of whether the item was entered into the buffer or not. In other words, the probability correct is one when the lag is zero.

3. Data Analysis

Figure 4 presents the probability of a correct response as a function of lag for each of the three stimulus set sizes examined. It can be seen that the smaller the stimulus set size, the better the overall performance. It is important to note that the theory predicts such a difference on the following basis: the larger the size of the stimulus set, the more often an \( N \) item will be presented; and the more often \( N \) items will be presented, the more often items in the buffer will be knocked out. Recall that only \( N \) items can knock items from the buffer; 0 items merely replace themselves.

It can be seen that performance is almost perfect for lag 0 in all three conditions. This was expected because lag 0 means that the item was tested immediately following its study, and was therefore available in LTS. The curves drop sharply at first and slowly thereafter, but have not yet reached the chance level at lag 17, the largest lag plotted. The chance level should be \( 1/26 \) since there were 26 response alternatives.

The four parameters of the model were estimated by fitting the model to the lag curves in Fig. 4 using a minimum chi-square as a best fit.

\(^{10}\) One factor which the model as outlined ignores is the probability of recovering from LTS an old, incorrect trace. In the interest of simplicity this process has not been introduced into the model, although it could be appended with no major changes.

\(^{11}\) Clearly this assumption depends on the time intervals involved. In the present experiment the trials were quite slow; in experiments where a faster presentation rate is used, the model probably would need to be modified slightly to allow a nonzero probability of recovery of an item from LTS on the test following its removal from the buffer.
criterion. The solid lines in Fig. 5 give the best fit of the model, which occurred when the parameter values were: \( r = 2, \alpha = .39, \theta = .40, \) and \( \tau = .93. \) It can be seen that the observed data and the predictions from the model are in close agreement. It should be emphasized that the three curves are fit simultaneously using the same parameter values, and the differences between the curves depend only on the value of \( s \) (the stimulus set size) which, of course, is determined by the experimenter. The predicted probabilities of a correct response weighted and summed over all lag positions are .562, .469, and .426 for \( s \) equal to 4, 6, and 8, respectively; the observed values are .548, .472, and .421.

The estimated value of \( r \) might seem surprising at first glance; two items appear to be a rather small buffer capacity. But there are a number of considerations that render this estimate reasonable. It seems clear that the capacity estimated in a task where the subject is constantly interrupted for tests must be lower than the capacity estimated, for example, in a typical digit-span task. This is so because part of the attention time that would be otherwise allotted to rehearsal must be used to search memory in order to respond to the continuous sequence.

12 See Atkinson, Brelsford, and Shiffrin (1967) for details of the estimation procedure and a statistical evaluation of the goodness-of-fit.
of tests. Considering that two items in this situation consist of four numbers and two letters, an estimate of \( r \) equal to two is not particularly surprising. The estimated value of \( \alpha \) indicates that only 39% of the \( N \) items actually enter the buffer (remember that 0 items always enter the buffer). This low value may indicate that a good deal of mental effort is involved in keeping an item in the buffer via rehearsal, leading to a reluctance to discard an item from the buffer that has not yet been tested. A similar reluctance to discard items would be found if certain
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**Fig. 5.** Observed and theoretical probabilities of a correct response as a function of lag when every intervening item uses the same stimulus (Experiment 1). \( -- - s = 4; -- - s = 6; -- - s = 8; -- - \) Theory.

combinations of items were particularly easy to rehearse. Finally, note that the theory predicts that, if there were no long-term storage, the subject's overall probability of a correct response would be independent of \( \alpha \). Thus it might be expected that \( \alpha \) would be higher the greater the effectiveness of long-term storage. In accord with this reasoning, the low value of \( \alpha \) found would result from the weak long-term storage associated with the present situation.

In addition to the lag curves in Fig. 4, there are a number of other predictions that can be examined. One aspect of the theory maintains that 0 items always enter the buffer and replace themselves, while \( N \) items enter the buffer with probability \( \alpha \) and knock an item out of the buffer whenever they do so. The effects of different stimulus-set sizes displayed in Fig. 5 are due to this assumption. The assumption, however, may be examined in other ways; if it is true, then an item's probability of being correct will be affected by the specific items that intervene
between its initial study and its later test. If every intervening trial uses the same stimulus, then the probability of knocking the item of interest from the buffer is minimized. This is so because once any intervening item enters the buffer, every succeeding intervening item is an O item (since it uses the same stimulus), and hence also enters the buffer. Indeed, if $\alpha$ were one, then every intervening item after the first would be an O item, and hence only the first intervening item would have a chance of knocking the item of interest from the buffer; if $\alpha = 1$ and there were no long-term decay, then the lag curve for this condition would be flat from lag 1 onward. In this case, however, $\alpha$ is not equal to one and there is long-term decay; hence the lag curve will decrease somewhat when the intervening items all have the same stimulus, but not to the extent found in Fig. 4. This lag curve, called the “all-same” curve, is shown in Fig. 5; it plots the probability of a correct response as a function of lag, when all the intervening trials between study and test involve the same stimulus. The parameters previously estimated were used to generate predictions for these curves and they are displayed as solid lines. It seems clear that the predictions are highly accurate.

A converse result, called the “all-different” lag curve, is shown in Fig. 6. In this condition, every intervening item has a different stimulus,
and therefore the probability of knocking the item of interest from the buffer is maximized. The lag curves for this condition, therefore, should drop faster than the unconditional lag curves of Fig. 4. Predictions were again generated using the previous parameter values and are represented by the solid lines in Fig. 6. Relatively few observations were available in this condition; considering the instability of the data the predictions seem reasonable.

The procedure used in this experiment is an excellent example of what has been traditionally called a negative transfer paradigm. The problems inherent in such a paradigm were mentioned earlier as contributing to the subjects’ heavy reliance upon the short-term store. To the extent that there is any use of LTS, however, we would expect intrusion errors from previously correct responses. The model could be extended in several obvious ways to predict the occurrence of such intrusions. For example, the subject could, upon failing to recover the most recent trace from LTS, continue his search and find the remains of the previous, now incorrect, trace. In order to examine intrusion errors, the proportion of errors which were the correct response for the previous presentation of the stimulus in question were calculated for each lag and each condition. The proportions were quite stable over lags with mean values of .066, .068, and .073 for the 4, 6, and 8 stimulus conditions, respectively. If the previously correct response to an item is generated randomly for any given error, these values should not differ significantly from 1/25 = .04. In both the $s = 4$ and $s = 6$ conditions seven of the nine subjects had mean values above chance; in the $s = 8$ condition eight of the nine subjects were above chance. Intrusion errors may therefore be considered a reliable phenomenon in this situation; on the other hand, the relatively low frequency with which they occur indicates a rather weak and quickly decaying long-term trace.

A second error category of interest includes those responses that are members of the current set of responses to be remembered but are not the correct responses. This set, of course, includes the set of responses in the buffer at any one time; if the subject tends to give as a guess a response currently in the buffer (and therefore highly available), then the probability of giving as an error a response in the current to-be-remembered set will be higher than chance. Since responses may be assigned to more than one stimulus simultaneously, the number of responses in the to-be-remembered set is bound by, but may be less than, the size of the stimulus set, $s$. Thus, on the basis of chance the error probabilities would be bounded below.12, .20, and .28 for $s = 4$, 6, and 8, respectively. The actual values found were .23, .28, and .35, respectively. This finding suggests that when the subject cannot retrieve the response from his buffer or LTS and is forced to guess, he has a somewhat greater
than chance likelihood of giving a response currently in the rehearsal set but assigned to another stimulus. It is not surprising that a subject will give as a guess one of the responses in his buffer since they are immediately available.

Other analyses have been performed on the data of this experiment, but the results will not be presented until a second experiment has been described. Before considering the second experiment, however, a few words should be said about individual differences. One of the reasons for running a single subject for many sessions was the expectation that the model could be applied to each subject's data separately. Such analyses have been made and are reported elsewhere (Atkinson, Brelsford & Shiffrin, 1967). The results are too complex to go into here, but they establish that individual subjects by and large conform to the predictions of the model quite well. Since our aim in this paper is to present a nontechnical discussion of the model, to simplify matters we will make most of our analyses on group data.

B. THE "ALL-DIFFERENT" STIMULUS PROCEDURE (EXPERIMENT 2)

In the preceding experiment, the number of stimuli used in a given experimental session and the size of the to-be-remembered set were identical. These two factors, however, can be made independent. Specifically, a set of all-different stimuli could be used while keeping the size of the to-be-remembered set constant. The name, all-different, for this experiment results from the use of all-different stimuli, i.e., once a given stimulus-response pair is presented for test, that stimulus is not used again. In other respects the experiment is identical to Experiment 1.

One reason for carrying out an experiment of this type is to gain some information about the replacement hypothesis for O items. In Experiment 1 we assumed that a new item with a stimulus the same as an item currently in the buffer automatically replaced that item in the buffer; that is, the response switched from old to new. In the all-different experiment subjects are instructed, as in Experiment 1, to forget each item once it has been tested. If an item currently in the buffer is tested (say, 52-G) and a new item is then presented for study (say, 65-Q), we might ask whether the tested item will be automatically replaced by the new item (whether 65-Q will replace 52-G in the buffer). This replacement strategy is clearly optimal for it does no good to retain an item in the buffer that already has been tested. Nevertheless, if the reorganization of the buffer is difficult and time consuming, then the replacement of a tested item currently in the buffer might not be carried out. One simple assumption along these lines would postulate that every item has an independent probability $\alpha$ of entering the buffer.

The all-different experiment was identical to Experiment 1 in all
respects except the following. In Experiment 1 the $s$ stimuli were the same throughout an experimental session, with only the associated responses being changed on each trial, whereas in the all-different experiment 100 stimuli were available for use in each session. In fact, every stimulus was effectively new since the stimulus for each study trial was selected randomly from the set of all 100 stimuli under the restriction that no stimulus could be used if it had been tested or studied in the previous 50 trials. There were still three experimental conditions with $s$ equal to 4, 6, or 8 denoting the number of items that the subject was required to try to remember at any point in time. Thus a session began with either 4, 6, or 8 study trials on different randomly selected stimuli, each of which was paired with a randomly selected response (from the 28 letters). On each trial a stimulus in the current to-be-remembered set was presented for test. After the subject made his response he was instructed to forget the item he had just been tested on, since he would not be tested on it again. Following the test a new stimulus was selected (one that had not appeared for at least 50 trials) and randomly paired with a response for the subject to study. Thus the number of items to be remembered at any one time stays constant throughout the session. However, the procedure is quite different from Experiment 1 where the study stimulus was always the one just tested.

Denote an item presented for study on a trial as an O item (old item) if the item just tested was in the buffer. Denote an item presented for study as an N item (new item) if the item just tested was not in the buffer. This terminology conforms precisely to that used to describe Experiment 1. If an O item is presented there will be at least one spot in the buffer occupied by a useless item (the one just tested). If an N item is presented, the buffer will be filled with information of the same value as that before the test. If we assume that an N item has probability $\alpha$ of entering the buffer, and that an O item will always enter the buffer and knock out the item just made useless, then the model for Experiment 1 will apply here with no change whatsoever. In this case we again expect that the lag curves for $s = 4, 6, \text{and } 8$ would be separated. In fact, given the same parameter values, exactly the same curves would be predicted for the all-different experiment as for Experiment 1.

As noted earlier, however, there is some doubt that the assumptions regarding N items and O items will still hold for the all-different experiment. In Experiment 1 the stimulus just tested was re-paired with a new response, virtually forcing the subject to replace the old response with a new one if the item was in the buffer. Put another way, if an item is in the buffer when tested, only a minor change need be made in the buffer to enter the succeeding study item: a single response is replaced by another. In the all-different experiment, however, a greater change
needs to be made in order to enter an O item; both a stimulus and a response member have to be replaced. Thus an alternative hypothesis might maintain that every entering item (whether an N item or an O item) has the same probability \( \alpha \) of entering the buffer, and will knock out any item currently in the buffer with equal likelihood. In this case we predict no differences among the lag curves for the \( s = 4, 6, \) and 8 conditions.

1. Results

The observed lag curves for Experiment 2 are displayed in Fig. 7. It should be emphasized that, except for the procedural changes described above and the fact that a new sample of subjects was used, the experimental conditions and operations were identical in Experiments 1 and 2. The important point about this data is that the lag curves for the three conditions appear to overlap.\(^{13}\) For this reason we lump the three curves to form the single lag curve displayed in Fig. 8.

Because the three curves overlap, it is apparent that the theory used in Experiment 1 needs modification. The hypothesis suggested above

\(^{13}\) To determine whether the three curves in Fig. 7 differ reliably, the proportions correct for each subject and condition were calculated and then ranked. An analysis of variance for correlated means did not yield significant effects (\( F = 2.67, df = 2/16, p > .05 \)).
will be used: every item enters the buffer with probability \( \alpha \). If an item enters the buffer it knocks out an item already there on a random basis. This model implies that useless items are being rehearsed on occasion, and subjects reported doing just that despite instructions to forget each item once tested.
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FIG. 8. Observed and theoretical probabilities of a correct response as a function of lag. Data from the \( \theta = 4, 6, \) and \( 8 \) conditions have been pooled (Experiment 2). —■— Data; ——theory.

The curve in Fig. 8 was fit using a minimum \( \chi^2 \) procedure; the parameter estimates were \( r = 2, \alpha = .52, \theta = .17, \) and \( \tau = .90 \). It can be seen that the fit is excellent. Except for \( r \), the parameters differ somewhat from those found in Experiment 1, primarily in a slower transfer rate, \( \theta \). In Experiment 1 the estimate of \( \theta \) was .40. This reduction in long-term storage is not too surprising since the subjects were on occasion rehearsing useless information. It could have been argued in advance of the data that the change away from a strong “negative-transfer” paradigm in Experiment 2 would lead to increased use of LTS; that this did not occur is indicated not only by the low \( \theta \) value, but also by the low probability of a correct response at long lags. One outcome of this result is the possibility that the all-different procedure would give superior long-term memory in situations where subjects could be induced to attempt coding or other long-term storage strategies. It seems apparent that LTS was comparatively useless in the present situation.
2. Some Statistics Comparing Experiments 1 and 2

In terms of the model, the only difference between Experiments 1 and 2 lies in the replacement assumption governing the buffer. In Experiment 1, an item in the buffer when tested is automatically replaced by the immediately succeeding study item; if the tested item is not in the buffer, the succeeding study item enters the buffer with probability \( p \), randomly displacing an item already there. In Experiment 2, every study item, independent of the contents of the buffer, enters the buffer with probability \( p \), randomly displacing an item already there. While these assumptions are given credence by the predictions of the various lag curves of Figs. 4 and 8, there are other statistics that can be examined to evaluate their adequacy. These statistics depend upon the fact that items vary in their probability of entering the buffer. Since items which enter the buffer will have a higher probability correct than items which do not, it is relatively easy to check the veracity of the replacement assumptions in the two experiments.

In Experiment 1, the probability that an item will be in the buffer at test is higher the greater the number of consecutive preceding trials that involve the same stimulus. Thus if the study of 42-B is preceded, for example, by six consecutive trials using stimulus 42, there is a very high probability that 42-B will enter the buffer. This occurs because there is a high probability that the stimulus 42 already will be in the buffer when 42-B is presented, and if so, then 42-B will automatically enter the buffer. In any series of consecutive trials all with the same stimulus, once any item in the series enters the buffer, every succeeding item will enter the buffer. Hence, the longer the series of items with the same stimulus, the higher the probability that that stimulus will be in the buffer. Figure 9 graphs the probability of a correct response to the last stimulus-response pair studied in a series of consecutive trials involving the same stimulus; the probability correct is lumped over all possible lags at which that stimulus-response pair is subsequently tested. This probability is graphed as a function of the length of the consecutive run of trials with the same stimulus and is the line labeled Experiment 1. These curves are combined over the three experimental conditions (i.e., \( s = 4, 6, 8 \)). We see that the probability of a correct response to the last item studied in a series of trials all involving the same stimulus increases as the length of that series increases, as predicted by the theory.

In Experiment 2 stimuli are not repeated, so the above statistic cannot be examined. A comparable statistic exists, however, if we consider a sequence of items all of which are tested at zero lag (i.e., tested immediately after presentation). One could hypothesize that the effect displayed in Fig. 9 for Experiment 1 was due to a consecutive sequence of zero-lag tests, or due to factors related to the sequence of
correct answers (at zero-lag an item is always correct). These same arguments would apply, however, to the sequence of zero-lag items in Experiment 2. In Fig. 9, the line labeled Experiment 2 represents a probability measure comparable to the one displayed for Experiment 1. Specifically, it is the probability of a correct response on the eventual test of the last S-R pair studied in a consecutive sequence of trials all involving S-R pairs tested at lag zero, as a function of the length of the sequence. The model for Experiment 2 with its scheme for entering items in the buffer predicts that this curve should be flat; the data seem to bear out this prediction.

The close correspondence between the predicted and observed results in Experiments 1 and 2 provides strong support for the theory. The assumptions justified most strongly appear to be the fixed-size rehearsal buffer containing number-letter pairs as units, and the replacement assumptions governing O and N items. It is difficult to imagine a consistent system without these assumptions that would give rise to similar effects. Some of the predictions supported by the data are not at all intuitive. For example, the phenomenon displayed in Fig. 9 seems to be contrary to predictions based upon considerations of negative transfer. Negative transfer would seem to predict that a sequence of items having the same stimulus but different responses would lead to large amounts of interference and hence reduce the probability correct of the last item in the sequence; however, just the opposite effect was found. Furthermore, the lack of an effect in Experiment 2 seems to rule out explanations based on successive correct responses or successive zero-lag tests. Intuition notwithstanding, this effect was predicted by the model.
C. A Continuous Paired-Associate Memory Task with Multiple Reinforcements (Experiment 3)

In contrast to a typical short-term memory task, the subjects' strategy in paired-associate learning shifts from a reliance on rehearsal processes to a heavy emphasis on coding schemes and related processes that facilitate long-term storage. There are many factors, however, that contribute to such a shift, and the fact that items are reinforced more than once in a paired-associate learning task is only one of these. In the present experiment, all factors are kept the same as in Experiment 1, except for the number of reinforcements. It is not surprising, then, that subjects use essentially the same rehearsal strategy found in Experiment 1. It is therefore of considerable interest to examine the effects associated with repeated reinforcements of the same item.

In Experiment 3 only one stimulus set size, $\delta = 8$, was used. Each session began with eight study trials on which the eight stimuli were each randomly paired with a response. The stimuli and responses were two-digit numbers and letters, respectively. After the initial study trials, the session involved a series of consecutive trials each consisting of a test phase followed by a study phase. On each trial a stimulus was randomly selected for testing and the same stimulus was then presented for study on the latter portion of the trial. Whereas in Experiment 1, during the study phase of a trial, the stimulus was always re-paired with a new response, in the present experiment the stimulus was sometimes left paired with the old response. To be precise, when a particular S-R pair was presented for study the first time, a decision was made as to how many reinforcements (study periods) it would be given; it was given either 1, 2, 3, or 4 reinforcements with probabilities .30, .20, .40, and .10 respectively. When a particular S-R pair had received its assigned number of reinforcements, its stimulus was then re-paired with a new response on the next study trial, and this new item was assigned a number of reinforcements using the probability distribution specified above. In order to clarify the procedure, a sample sequence from trials $n$ to $n + 19$ is shown in Fig. 10. On trial $n + 2$ stimulus 22 is given a new response, $L$, and assigned three reinforcements, the first occurring on trial $n + 2$. The second reinforcement occurs on trial $n + 3$ after a lag of zero. After a lag of 6, the third reinforcement is presented on trial $n + 10$. After a lag of 8, stimulus 22 is re-paired with a new response on trial $n + 19$. Stimulus 33 is sampled for test on trial $n + 6$ and during the study phase is assigned the new response, $B$, which is to receive two reinforcements, the second on trial $n + 9$. Stimulus 44 is tested on trial $n + 4$, assigned the new response $X$ which is to receive only one reinforcement; thus when 44 is presented again on trial $n + 16$ it is assigned another response which by chance also is to receive only one reinforce-
ment, for on the next trial 44 is studied with response Q. The subject is instructed, as in Experiments 1 and 2, to respond on the test phase of each trial with the letter that was last studied with the stimulus being tested.

The same display devices, control equipment, and timing relations used in Experiment 1 were used in this study. There were 20 subjects, each run for 10 or more sessions; a session consisted of 220 trials. Details of the experimental procedure, and a more extensive account of the data analysis, including a fit of the model to response protocols of individual subjects, can be found in Brelsford, Shifrin, and Atkinson (1968).

The model for Experiment 1 may be used without change in the present situation. There is some question, however, whether it is reasonable to do so. The assumptions concerning LTS storage and decay may be applied to items which are given multiple reinforcements: information is transferred to LTS at a rate \(\theta\) whenever the item resides in the buffer, and decays from LTS by the proportion \(r\) on each trial that the item is not present in the buffer. The assumption regarding O items also may be applied: since the stimulus already is in the buffer, the new response replaces the old one, thereby entering the item in the buffer (if, as is the case in this experiment, the old response is given yet another study, then nothing changes in the buffer). N items, however, are not so easily dealt with. N items, remember, are items whose stimuli are not currently represented in the buffer. In Experiment 1, the stimulus of every N item also was being paired with a new response. In the current experiment this is not always the case; some N items, although not in the buffer, will be receiving their second, third, or fourth reinforcement when presented for study. That is, some N items in this experiment will

---

**Fig. 10.** A sample sequence of trials for Experiment 3.
already have a substantial amount of information stored on them in LTS. It seems reasonable that subjects may not rehearse an item which has just been retrieved correctly from LTS. The assumption regarding N items is therefore modified for purposes of the present experiment as follows. If a stimulus is tested and is not in the buffer, then a search of LTS is made. If the response is correctly retrieved from LTS, and if that stimulus-response pair is repeated for study, then that item will not be entered into the buffer (since the subject "knows" it already). If a new item is presented for study (i.e., the response to that stimulus is changed), or if the correct response is not retrieved from LTS (even though the subject may have made the correct response by guessing), then the study item enters the buffer with probability α. This slight adjustment of the replacement assumption allows for the fact that some items presented for study may already be known and will not enter the rehearsal buffer. This version of the model is the one used later to generate predictions for the data.

1. Results

Figure 11 presents the probability of a correct response as a function of lag for items tested after their first, second, and third reinforcements. The number of observations is weighted not only toward the short lags,
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*Fig. 11. Observed and theoretical probabilities of a correct response as a function of lag for items tested following their first, second, or third reinforcement (Experiment 3). —□— Three reinforcements; —○— two reinforcements; —■— one reinforcement; —— theory.*
but also toward the smaller numbers of reinforcements. This occurs because the one-reinforcement lag curve contains not only the data from the items given just one reinforcement, but also the data from the first reinforcement of items given two, three, and four reinforcements. Similarly, the lag curve following two reinforcements contains the data from the second reinforcement of items given two, three, and four reinforcements, and the three-reinforcement curve contains data from the third reinforcement of items given three and four reinforcements. The lag curves in Fig. 11 are comparable to those presented elsewhere in this paper. What is graphed is the probability of a correct response to an item that received its jth reinforcement, and was then tested after a lag of n trials. The graph presents data for n ranging from 0 to 15 and for j equal to 1, 2, and 3. Inspecting the figure, we see that an item which received its first reinforcement and was then tested at a lag of 8 trials gave a correct response about 23% of the time; an item that received its second reinforcement and was then tested at lag 8 had about 44% correct responses; and an item that received its third reinforcement and was then tested at lag 8 had about 61% correct.

The curves in Fig. 11 exhibit a consistent pattern. The probability correct decreases regularly with lag, starting at a higher value on lag 1 the greater the number of prior reinforcements. Although these curves are quite regular, there are a number of dependencies masked by them. For example, the probability of a correct response to an item that received its second reinforcement and was then tested at some later trial will depend on the number of trials that intervened between the first and second reinforcements. To clarify this point consider the following diagram

```
   22-Z   --- lag a ---  22  22-Z   --- lag b ---  22
(1st study)               (1st test) (2nd study)               (2nd test)
```

Item 22-Z is given its first reinforcement, tested at lag a and given a second reinforcement, and then given a second test at lag b. For a fixed lag b, the probability of a correct response on the second test will depend on lag a. In terms of the model it is easy to see why this is so. The probability correct for an item on the second test will depend upon the amount of information about it in LTS. If lag a is extremely short, then there will have been very little time for LTS strength to build up. Conversely, a very long lag a will result in any LTS strength decaying and disappearing. Hence the probability of a correct response on the second test will be maximal at some intermediate value of lag a; namely, at a
lag which will give time for LTS strength to build up, but not so much time that excessive decay will occur. For this reason a plot of probability correct on the second test as a function of the lag between the first and second reinforcement should exhibit an inverted U-shape. Figure 12 is such a plot. The probability correct on the second test is graphed as a function of lag $a$. Four curves are shown for different values of lag $b$. The
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**Fig. 12.** Observed and theoretical probabilities of a correct response as a function of lag $a$ (the spacing between the first and second reinforcement) (Experiment 3).

four curves have not been lumped over all values of lag $b$ because we wish to indicate how the U-shaped effect changes with changes in lag $b$. Clearly, when lag $b$ is zero, the probability correct is one and there is no U-shaped effect. Conversely, when lag $b$ is very large, the probability correct will tend toward chance regardless of lag $a$, and again the U-shaped effect will disappear. The functions shown in Fig. 12 give support to the assumption that information is being transferred to LTS during the entire period an item resides in the buffer. If information is transferred, for example, only when an item first enters the buffer, then our model will not predict the rise in the functions of Fig. 12 for lag $a$ going from zero to about five. The rise is due to the additional information transferred to LTS as lag $a$ increases.

2. **Theoretical Analysis**

A brief review of the model is in order. O items (whose stimulus is currently in the buffer) always enter the buffer. N items (whose stimulus is not currently in the buffer) enter the buffer with probability $x$ if they
are also new items (i.e., receiving their first reinforcement). However, N items do not enter the buffer if they are repeat items and were correctly retrieved from LTS on the immediately preceding test; if they are repeat items and a retrieval was not made, then they enter the buffer with probability α. An O item entering the buffer occupies the position of the item already there with the same stimulus; an entering N item randomly replaces one of the items currently in the buffer. During the period an item resides in the buffer, information is transferred to LTS at a rate θ per trial. This information decays by a proportion τ on each trial after an item has left the buffer. The subject is always correct at a lag of zero, or if the item is currently in the buffer. If the item is not in the buffer a search of LTS is made, and the correct response is retrieved with a probability that is an exponential function of the amount of information currently in LTS (i.e., the same function specified for Experiments 1 and 2). If the subject fails to retrieve from LTS, then he guesses. There are four parameters for this model: r, the buffer size; α, the buffer entry probability; θ, the transfer rate of information to LTS; and τ, the parameter characterizing the LTS decay rate once an item has left the buffer.

Estimates of r, α, θ, and τ were made using the data presented in Figs. 11 and 12. We shall not go into the estimation procedures here, for they are fairly complex; in essence they involve a modified minimum χ² procedure where the theoretical values are based on Monte Carlo runs. The parameter estimates that gave the best fit to the data displayed in Figs. 11 and 12 were as follows: r = 3; α = .65; θ = 1.24; and τ = .82. Once these estimates had been obtained they were then used to generate a large-scale Monte Carlo run of 12,500 trials. The Monte Carlo procedure involved generating pseudo-data following precisely the rules specified by the model and consulting a random number generator whenever an event occurred in the model that was probabilistically determined. Thus the pseudo-data from a Monte Carlo run is an example of how real data would look if the model was correct, and the parameters had the values used in the Monte Carlo computation. In all subsequent discussions of Experiment 3, the predicted values are based on the output of the Monte Carlo run. The run was very long so that in all cases the theoretical curves are quite smooth, and we doubt if they reflect fluctuations due to sampling error. A detailed account of the estimation and prediction procedures for this experiment is given in Brelsford, Shiffrin, and Atkinson (1968).

The predictions from the theory are shown as the smooth curves in

---

14 In this experiment an item receiving n reinforcevements may enter the buffer as many as n times. When the item is in the buffer the θ-process is activated, and when not in the buffer the τ-process takes over.
Figs. 11 and 12. It should be evident that the predicted values are quite close to the observed ones. Note also that the seven curves in the two figures are fit simultaneously with the same four parameter values; the fact that the spacing of the curves is accurately predicted is particularly interesting.

We now examine a number of statistics that were not used in making parameter estimates. First consider the all-same and all-different curves shown in Fig. 13; these are the same functions displayed in Figs. 5 and 6.

Fig. 13. Observed and theoretical probabilities of a correct response as a function of lag for the "all-same" and "all-different" conditions (Experiment 3). ---●--- all-same; ---○--- all-different; ---theory.

for Experiment 1. For the all-same curve, we compute the probability of a correct response as a function of the lag, when all the intervening items between study and test involve the same stimulus. There are three such curves, depending on whether the study was the first, second, or third reinforcement of the particular S-R pair. The model predicts that once the intervening stimulus enters the buffer, there will be no further chance of any other item being knocked out of the buffer. Hence these curves should drop at a much slower rate than the unconditional lag curves in Fig. 11. The all-different curve plots the probability of a correct response as a function of lag, when the intervening items between study and test all involve different stimuli. Again there are three curves depending on whether the study was the first, second, or third reinforcement of the S-R pair. The all-different sequence maximizes the expected
number of intervening N items and therefore the curve should have a much faster drop than the unconditional lag curves in Fig. 11. The predictions are shown in the figure as solid lines. The correspondence between predicted and observed values is reasonably good. It is particularly impressive when it is noted that the parameter values used in making the predictions were estimated from the previous data.

We next examine the data displayed in Fig. 14. Consider a sequence of consecutive trials all involving the same stimulus, but where the
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**Fig. 14.** Observed and theoretical probabilities of a correct response as a function of the number of consecutive preceding items using the same stimulus (Experiment 3).

response paired with the stimulus on the study phase of the last trial in the sequence is different from the response on the immediately preceding trial. Then, the theory predicts that the longer this sequence of consecutive trials, the higher will be the probability of a correct response when the last item studied in the sequence is eventually tested. This is so because the probability of the last item entering the buffer increases as the length of the sequence increases; once any item in the sequence enters the buffer, every succeeding one will. The data is shown in Fig. 14. What is graphed is the length of the sequence of trials all involving the same stimulus versus the probability of a correct response when the last item studied in the sequence is eventually tested. In this graph we have lumped over all lags at which the eventual test of the last item is made. The predictions generated from the previously estimated parameter values are shown as the smooth line. The predicted values, though not perfect, are surprisingly close to the observed proportions correct. It is worth reemphasizing that considerations of negative transfer make this result somewhat unexpected (see p. 140).
We next examine another prediction of the theory that ran counter to our initial intuitions. To make matters clear, consider the following diagram:

![Diagram showing the sequence of events](image)

Item 22-Z is studied for the jth time and then tested at lag a; on this trial 22 is paired with a new response X, and tested next at lag b. According to the theory, the shorter lag a, the better performance should be when the item is tested after lag b. This prediction is based on the fact that the more recently a stimulus had appeared, the more likely that it was still in the buffer when the next item using it was presented for study; if the stimulus was in the buffer, then the item using it would automatically enter the buffer. In the present analysis, we examine this effect for three conditions: the preceding item using the stimulus in question could have just received its first, second, or third reinforcement. Figure 15 presents the appropriate data. In terms of the above diagram, what is plotted is the value of lag a on the abscissa versus the probability of a correct response lumped over all values of lag b on the ordinate; there is a separate curve for j = 1, 2, and 3.

The predicted curves are based upon the previous parameter estimates. The predictions and observations coincide fairly well, but the effect is not as dramatic as one might hope. One problem is that the predicted decrease is not very large. Considerably stronger effects may be expected if each curve is separated into two components: one where the preceding item was correct at test and the other where the preceding item was not correct. In theory the decrease predicted in Fig. 15 is due to a lessened probability of the relevant stimulus being in the buffer as lag a increases. Since an item in the buffer is always responded to correctly, conditionalizing upon correct responses or errors (the center test in the above diagram) should magnify the effect. To be precise, the decrease will be accentuated for the curve conditional upon correct responses, whereas no decrease at all is predicted for the curve conditional upon errors. If an error is made, the relevant stimulus cannot be in the buffer and hence the new item enters the buffer with probability a.

---

A curve comparable to the one displayed in Fig. 15 for the one-reinforcement condition was obtained from the data of Experiment 1. This curve showed a similar but more pronounced drop and was well predicted by the model.
Fig. 15. Observed and theoretical probabilities of a correct response as a function of lag $\alpha$ (the lag of the item preceding the item tested, but using the same stimulus) (Experiment 3). --- ○ --- Data; --- theory.

Fig. 16. Observed and theoretical probabilities of a correct response as a function of lag $\alpha$ conditioned on errors or successes on the test at lag $\alpha$ (Experiment 3). --- • --- Correct data; --- ○ --- error data; --- theory.
independent of lag $a$. Figure 16 gives the conditional curves and the predictions. The decreasing effect is fairly evident for the "correct" curves; as predicted, the "error" curves are quite flat over lags.\textsuperscript{16} Conceivably one might argue that the effects are due to item selection, correct responses indicating easier stimuli and incorrect responses indicating more difficult ones. This objection, however, seems contraindicated in the present case. It is difficult to imagine how item selection could explain the crossing of the correct and error curves found in each of the three diagrams.\textsuperscript{17} Indeed, the model does not explain the crossover \textemdash the model predicts that the two curves should meet. The model is in error at this point because it has not been extended to include negative transfer effects, an extension which would not be difficult to implement. An item responded to correctly at a long lag probably has a strong LTS trace; this strong trace would then interfere with the LTS trace of the new item which, of course, uses the same stimulus. All in all, these curves and predictions may be considered to provide fairly strong support for the details of the model, even to the extent of illuminating the one aspect omitted, albeit unintentionally, from the assumptions.

The aspect left out is, of course, that of LTS response competition, or negative transfer. The model fails to take account of this effect because it fails to keep track of residual LTS strength remaining as a result of the previous items using the same stimulus. This lack is most clearly indicated by the occurrence of intrusion errors, particularly errors which were correct responses on the preceding occurrence of that stimulus. For example, consider the following sequence:

\begin{center}
\begin{tabular}{c}
\(22-Z\) \hspace{1cm} $\text{lag } a$ \hspace{1cm} \(22\) \hspace{1cm} $\text{lag } b$ \hspace{1cm} \(22\) \\
(study) \hspace{1cm} \hspace{1cm} (test) \hspace{1cm} (study) \hspace{1cm} (test) \\
\end{tabular}
\end{center}

Item receives its $j$th reinforcement Assignment of new response

\textsuperscript{16} The salutary reader will have noticed that the predicted decrease becomes smaller as the number of reinforcements increases. The fact that the data support this prediction is quite interesting, for it sheds light upon the buffer replacement assumptions used in this model. The decreasing effect as reinforcements increase is predicted because the probability of entering the buffer is reduced for an item receiving its third reinforcement; remember, an item recovered from LTS is not entered into the buffer. Thus as reinforcements increase, the probability of being in the buffer decreases, and the normally increased probability of being in the buffer as a result of a short lag $a$ is partially counterbalanced.

\textsuperscript{17} Undoubtedly there are some selection effects in the data graphed in Fig. 16, but their magnitude is difficult to determine. Thus, these data should be regarded with some wariness.
Item 22-Z is studied for the jth time and then tested at lag a; on this trial 22 is paired with a new response X and next tested at lag b. By an intrusion error we mean the occurrence of response Z when 22 is tested at the far right of the diagram. The model predicts that these intrusion errors will be at chance level (1/25), independent of lag and number of reinforcements. In fact, these predictions fail. Figure 17 presents the

![Graph showing probability of intrusion errors as a function of lag b.]

**Fig. 17.** Probability that the correct response for the preceding item using the same stimulus will be given in error to the present item (Experiment 3). --- □ --- Three reinforcements; ---o--- two reinforcements; ---o--- one reinforcement; — chance.

probability of intrusion errors as a function of lag b; where the data have been lumped over all values of lag a, the three curves are plotted for j = 1, 2, and 3. This failure of the model is not very distressing because it was expected: the model could be extended in a number of obvious ways to take account of competing LTS traces without appreciably changing any of the predictions so far presented. The extension has not been made because our interest in this study is centered upon short-term effects.

Judging by the agreement between theory and data for each of the effects examined, the accuracy of the model is extremely good. It is interesting to note that the multiple-reinforcement procedure is not sufficient by itself to cause the subjects to switch their strategies from rehearsal to coding. The major emphasis still appears to be on rehearsal manipulations in LTS, a not entirely surprising result since the situation is identical to that used in Experiment 1 except for the number of reinforcements given. The comments previously made concerning the difficulty associated with LTS storage in Experiment 1 apply here also. Because the emphasis is upon short-term mechanisms, this experiment is not to be considered in any strong sense as a bridge to the usual paired-associate learning situation. Nevertheless, a number of long-term effects, such as intrusion errors and interference caused by previously learned items on new items with the same stimulus, demonstrate that LTS mechanisms cannot be ignored in the theory. In Section V we consider
experiments that are designed to provide a sharper picture of the workings of LTS; experimentally this is accomplished by systematically varying the number of items in LTS through which searches must be made. Before considering this problem, however, there are other features of the STS rehearsal strategy to be explored. We turn next to an experiment in which the probability of entering an item into the buffer is manipulated experimentally.

D. Overt versus Covert Study Procedures (Experiment 4)

The statistics considered in the previous section leave little doubt about the role of O items, N items, and the buffer entry parameter $\alpha$. But one question we have not considered is whether $\alpha$ is amenable to experimental manipulation; if the process is really under the control of the subject, such manipulation would be expected. We now turn to a study by Brelsford and Atkinson (1968) which was designed to answer this question.

In Experiment 1, the proportions of O items and N items were varied by changing the size of the stimulus set, and the predicted differences were found. Manipulating $\alpha$, however, is a somewhat more subtle task since it is the subject's strategy that must be affected. One experimental device which seems likely to increase the probability of an item's entering the buffer is to have the subject recite the item aloud as it is presented for study; this will be referred to as the "overt" study procedure. The "covert" study procedure is simply a replication of the procedure used in Experiment 1 where the subject was not required to recite the item aloud when it was presented for study, but simply told to study it.

1. Method

The method was identical to that used in Experiment 1 except for the following changes. The size of the stimulus set was fixed at six for all subjects and sessions. Each session consisted of 200 trials divided into four 50-trial blocks alternating between the overt and covert conditions. The initial 50-trial block was randomly chosen to be either an overt or a covert condition. The covert condition was identical in all respects to Experiment 1; when the word "study" and an S-R pair appeared on the CRT (the display screen) the subjects were told to silently study the item being presented. In the overt blocks, instead of the word "study" appearing on the CRT during the study portion of a trial, the word "rehearse" appeared. This was a signal for the subject to recite aloud twice the item then being presented for study. This was the only difference from the procedure used during the covert trials. It was hoped that the act of repeating the items aloud would raise the subject's probability of entering the item into his rehearsal buffer.
2. Results

In order to allow for the subject's acclimation to a change in study conditions, the first 15 trials of each 50-trial block are not included in the data analysis. Figure 18 presents the lag curves for the overt and covert conditions. It is evident that performance is superior in the overt condition. Furthermore, the overt lag curve is S-shaped in form, an effect not observed in earlier curves. Since the parameters of the models will be estimated from these curves, the model is presented before considering additional data.

The model for the covert condition is, of course, identical to that used in the analysis of Experiment 1. It has the four parameters $r$, $\alpha$, $\beta$, and $\tau$. Since it was hypothesized that $\alpha$ would be raised in the overt condition, we might try estimating $\alpha$ separately for that condition. This version of the model will not fit the overt data, however, because of the pronounced S-shaped form of the lag curve. Although setting $\alpha$ equal to 1.0 will predict better performance in the overt condition, the lag curve will have the form of an exponentially decreasing function, which is clearly not found in the data. In order to account for the S-shaped curve, we
need to assume that in the overt condition the subject tends to knock the oldest items out of the buffer first. In the model for the covert case, an entering \( N \) item is said to knock out at random any item currently in the buffer. It will be assumed for the overt case that an entering \( N \) item tends to replace the oldest item in the buffer; remember \( 0 \) items are items whose stimulus is currently in the buffer and they automatically replace the item with that stimulus. This probability of knocking the oldest items from the buffer first is specified as follows: if there are \( r \) items in the buffer and they are numbered so that item 1 is the oldest and item \( r \) is the newest, then the probability that an entering \( N \) item will knock the \( j \)th item from the buffer is

\[
\frac{s(1-s)^{j-1}}{1-(1-s)^{r}}
\]

This equation is derived from the following scheme. The oldest item is knocked out with probability \( s \). If it is not knocked out, then the next oldest is knocked out with probability \( s \). The process continues cyclically until an item is finally selected to be knocked out. When \( s \) approaches zero, the knockout probabilities are random, as in the covert case. When \( s \) is greater than zero there will be a tendency for the oldest items to be knocked out of the buffer first; in fact if \( s \) equals one, the oldest item will always be the one knocked out. It should be clear that the higher the value of \( s \), the greater the S-shaped effect predicted for the lag curve.

The model for the curves in Fig. 18 is therefore structured as follows. The parameters \( r, \theta, \) and \( \tau \) will be assumed to be the same for the two conditions; the parameters \( \alpha \) and \( s \) will be assumed to be affected by the experimental manipulation. To be precise, in the covert case \( \alpha \) will be estimated freely and \( s \) will be set equal to zero, which is precisely the model used in Experiment 1. In the overt case, \( \alpha \) will be set equal to 1.0, which means that every item enters the buffer, and \( s \) will be estimated freely. The parameter values that provided the best \( \chi^2 \) fit to the data in Fig. 30 were \( r = 3, \theta = .97, \tau = .90 \); for the covert condition the estimate of \( \alpha \) was .58 (with \( s \) equal to zero) and for the overt condition the estimate of \( s \) was .63 (with \( \alpha \) equal to one). The predictions for this set of parameter values are shown in Fig. 18 as smooth curves. The improvement in performance from the covert to overt conditions is well predicted; actually it is not obvious that variations in either \( \alpha \) or \( s \) should affect the overall level of performance. The principal reason for the improvement is due to the value of \( \alpha \); placing every item into the buffer means that an item entering the buffer will be expected to stay there for a shorter period than if some items did not enter the buffer. This shorter period in the buffer, however, is outweighed by the advantages resulting from the entry of every item in the first place. It is not
easy to find statistics, other than the gross form of the lag curve, which reflect changes in $\delta$; thus the assumption that the oldest items are lost first is not easy to verify in a direct way. Nevertheless, it is quite common to find experiments that yield S-shaped recency curves and these results can be fit by assuming that the oldest items in the buffer tend to be knocked out first. Other examples will be presented in Section V.

A number of additional aspects of the data will now be examined. First we consider the "all-same" and "all-different" lag curves. Figure 19 gives the "all-same" lag curves for the overt and covert conditions. This curve gives the probability of a correct response for an item when all of the intervening items (between its study and test) have the same stimulus. This curve will be quite flat because the items following the first intervening item tend to be O items which will not knock other items from the buffer (for the overt case, every item following the first intervening item is an O item, since all items enter the buffer). Figure 19 also presents the "all-different" lag curves. This curve is the probability of making a correct response to a given item when the other items intervening between its study and test all involve different stimuli. The
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predictions generated by the previous parameter values are given by the smooth curves; they appear to be quite accurate.

We now look for an effect that will be sharply dependent upon the value of \( \alpha \) and hence differ for the overt and covert conditions. Such an effect is given in Fig. 20; graphed there is the probability of a correct response as a function of the number of immediately preceding items having the same stimulus as the item in question. This is the same statistic that is plotted in Figs. 9 and 14; it is not a lag curve because the probability correct is given as an average over all possible lags at which the item was tested. If \( \alpha \) is less than 1, then the length of the preceding sequence of items with the same stimulus will be an important variable; since any item in the sequence which enters the buffer will cause every succeeding item in the sequence to enter the buffer, the probability that the item in question enters the buffer will approach one as the length of the preceding sequence of items all using the same stimulus increases. For \( \alpha \) equal to 1 (overt condition), every item enters the buffer and therefore no change would be expected. As indicated in Fig. 20, the data and theory are in good agreement. The slight rise in the data points for the overt condition may indicate that an estimate of \( \alpha \) a little below 1.0 would improve the predictions, but the fit as it stands seems adequate.
E. ADDITIONAL VARIABLES RELATED TO THE REHEARSAL BUFFER
(Experiments 5, 6, and 7)

1. KNOWN ITEMS AND THE BUFFER (EXPERIMENT 5)

In this section we shall consider briefly a number of other variables that relate to the rehearsal buffer. The overt manipulation in the preceding section succeeded in raising to near 1.0 the probability of entering an item in the buffer. As an alternative, one would like an experimental manipulation which would cause the entry probability to drop to near zero for some items. W. Thomson at Stanford University has performed an experiment that satisfies this requirement. The experimental manipulation involves interpersing some extremely well-known items among a series of items never seen before. The assumption is that a well-known item will not enter the rehearsal buffer. The experiment was performed using a modification of the "all-different" stimulus procedure employed in Experiment 2. The stimuli were consonant-vowel-consonant trigrams and the responses were the digits 0–9. For each subject two stimuli were chosen at the start of the first session and assigned responses. These S-R pairs never changed throughout the series of sessions. Except for these two items all other items were presented just once. The size of the to-be-remembered set(s) was six which included the two "known" items. The presentation schedule was as follows: on each trial with probability .5 one of the two known items would be presented for test and then given yet another study period; otherwise one of the four items in the current to-be-remembered set would be tested and a new stimulus-response pair then presented for study. Thus, the task was like that used in Experiment 2, except that on half the trials the subject was tested on, and then permitted to study, an S-R pair which was thoroughly known. The data from the first session in which the known items were being learned will not be considered.

The simplest assumption regarding the two known items is that their probability of entering the buffer is zero. This assumption is the one used in the multiple-reinforcement study (Experiment 3); namely, that an item successfully recovered from LTS is not entered into the buffer. In contrast to Experiment 3, in this study it is easy to identify the items that are known since they are experimentally controlled; for this reason we can look at a number of statistics depending upon the likelihood of entering known items into the buffer. The one of particular interest is presented in Fig. 21. Graphed there is the unconditional lag curve, the

18 Underwood and Ekstrund (1967) have found that insertion of known items from a previously learned list into a succeeding list improves performance on the learning of unknown items on the second list, although list length was a confounded variable.
"all-known-intervening" lag curve and the "all-unknown-intervening" lag curve. By known items we mean the two S-R pairs that repeatedly are being studied and tested; by unknown items we mean those pairs that are studied and tested only once. The unconditional lag curve gives the probability correct for unknown items as a function of lag, independent of the type of items intervening between study and test; of course, the corresponding curve for known items would be perfect at all lags since subjects never make errors on them. The all-known-intervening curve gives the probability correct as a function of lag, when all of the items intervening between study and test are known items. If none of the known items enter the buffer, this curve should be level from lag 1 on and equal to $\alpha$, the probability that the item entered the buffer when presented for study. At the opposite extreme is the all-unknown-intervening curve; when all the intervening items are new, the probability of knocking the item of interest from the buffer increases with lag and therefore the curve should decay at a rapid rate. It may be seen that this curve indeed drops at a more rapid rate than the unconditional lag curves. The marked difference between the all-known and all-unknown curves in Fig. 21 leads us to conclude that known and unknown items clearly have different probabilities for entering the rehearsal buffer. If the all-known curve were flat after lag 1, then the probability for entering a known item into the buffer would be zero. Another possibility is that
α is indeed zero for known items, but that the subject occasionally picks an item from LTS for additional rehearsal when a known item is presented.

2. **Response Time Measures (Experiment 6)**

We now turn to a consideration of some latency results. Potentially, latencies offer an avenue of analysis that could be more fruitful than the
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**Fig. 22.** Observed and theoretical mean latencies as a function of lag for correct and incorrect responses (Experiment 6). ---●--- Error latencies; ---○--- correct latencies; ---predicted latencies.

...analysis of choice response data; we say this because the latencies should reflect search and retrieval times from both STS and LTS. A detailed latency analysis is beyond the scope of this paper, but one simple result will be considered. Figure 22 presents the average latencies as a function of lag for correct and incorrect responses in a study by Brelsford *et al.* (1966). This experiment employed the same procedure described earlier
in our discussion of Experiment 1 except that only 6 rather than 26 responses were used. As in Experiment 1, this study used three different stimulus-set sizes; i.e., s equalled 4, 6, or 8. For each stimulus set in Fig. 22 it may be seen that the correct and incorrect latency curves converge at long lags. This convergence would be expected since the probability of a correct response is dropping toward chance at long lags. The theoretical curves are based on an extremely simple latency model which assumes that latencies for responses correctly retrieved from either LTS or STS have a fixed mean value $\lambda$, whereas a failure to retrieve and a subsequent guess has a fixed mean value of $\lambda'$. Thus error responses always have a mean latency $\lambda'$; however, a correct response may occur as a result of a retrieval from memory or a correct guess, and consequently its latency is a weighted average of $\lambda$ and $\lambda'$. We can estimate $\lambda'$ as the average of the points on the latency lag curve for errors, and $\lambda$ can be set equal to the latency of a correct response at lag zero since all responses are due to retrievals from memory at this lag. In order to predict the remaining latency data, we make use of the observed probability of a correct response as a function of lag; these values are reported in Brelsford et al. (1966). If $p_i$ is the observed probability of a correct response at lag $i$, then

$$p_i = x_i + (1 - x_i)\lambda'$$

where $x_i$ is the probability of retrieving the response from memory and $(1 - x_i)\lambda'$ is the probability of making a correct response by guessing. Estimating $x_i$ in this way, we predict that the mean latency of a correct response at lag $i$ is simply $x_i\lambda + (1 - x_i)\lambda'$. Using this equation and estimating $\lambda$ and $\lambda'$ as indicated above, leads to the theoretical curves displayed in Fig. 22. The error latency curve is predicted to be equal to $\lambda'$ for all lags, whereas the correct latency curve is $\lambda$ at lag 0 and approaches $\lambda'$ over lags as the estimate of $x_i$ goes to zero. This latency model is of course oversimplified, and fails to take into account differences in latencies due to retrieval from STS as compared to retrieval from LTS; the results nevertheless indicate that further analyses along these lines may prove fruitful.

3. Time Estimation (Experiment 7)

One factor related to our model that has not been discussed is temporal memory. It seems clear that there is some form of long-term temporal memory; in a negative transfer paradigm, for example, there must be some mechanism by which the subject can distinguish between the most recent response paired with a stimulus versus some other response paired with the same stimulus at an earlier time. This temporal memory undoubtedly involves the long-term store; somehow when an
event is stored in LTS it also must be given a time tag or stored in such a way that the subject can date the event (albeit imperfectly) at the time of retrieval. In addition to long-term temporal storage, there is evidence that a subject's estimate of elapsed time depends upon an item's length of residence in the buffer. An experiment by R. Freund and D. Rundis at Stanford University serves to illustrate the dependence of temporal memory upon the buffer. The study employed essentially

the same procedure used in Experiment 2. There was a continuous sequence of test-plus-study trials and the stimuli kept changing throughout each session; each stimulus appeared only once for study and test. The stimuli were consonant-vowel-consonant trigrams and the responses were the 26 letters of the alphabet; the size of the to-be-remembered set of items was fixed at eight. When a stimulus was tested the subject first gave his best guess of the response that had been previously studied with the stimulus and then gave an estimate of the number of trials that intervened between the item's initial study and final test; this estimate could range from 0 to 13; if the subject felt the lag was greater than 13 he responded by pressing a key labeled 14+.

The unconditional lag curve for the probability of a correct response is presented in Fig. 23. The solid line represents the predictions that were

19 This study employs a time-estimation procedure similar to one developed by L. R. Peterson (personal communication).
generated by the model used to fit Experiment 2. The parameter values providing the best fit to the lag curve were $r = 2$, $a = .57$, $\theta = .13$, $\tau = 1.0$. The data of interest is presented in Fig. 24. The average lag judgment is plotted as a function of the actual lag. The solid dots are the average lag judgments for those items to which a correct response was given; the open circles are the average lag judgments for those items to which an incorrect response was given. If lag judgments were perfect,
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*Fig. 24. Observed and theoretical mean lag judgments as a function of the actual lag (Experiment 7). O Error data; - - theory; @ correct data; --- correct theory.*

they would fall on the $45^\circ$ diagonal; it may be seen that the correct curve is fairly accurate to about lag 5 and then tails off. The lag judgments associated with incorrect responses seem to be virtually unrelated to the actual lag. This indicates that the retrieval of a correct response and temporal estimation are closely related. An extremely simple model for this data assumes that the mean lag judgment for an item in the buffer is the true lag value; any item not in the buffer is given a lag judgment at random from a distribution that is unrelated to the true lag. The predictions using the above parameter estimates are shown in Fig. 24. Freund and Rundis have developed more elaborate models which include both a long- and short-term temporal memory and have obtained quite accurate predictions; but these models will not be examined here. The point we want to make by introducing these data is that temporal memory may be tied to the short-term system even more strongly than to the long-term system.
V. Experiments Concerned with Long-Term Search and Retrieval

The major purpose of this section is to examine a series of experiments concerned with search and retrieval processes in LTS. These experiments differ from those of the preceding section in that the memory tasks are not continuous; rather, they involve a series of discrete trials which are meant to be relatively independent from one to the next. On each trial a new list of items is presented sequentially to the subject for study; following the presentation a test is made on some aspect of the list. Using this procedure, the size of the list, $d$, can be systematically manipulated. Variations in list size affect the size of the memory set through which the subject must search when tested, and consequently search and retrieval processes can be examined in more detail than was previously possible. The title of this section is not meant to imply, however, that the short-term processes involved in these experiments are different from those appearing in the continuous-presentation situations; in fact, the models used to describe the experiments of this section will be based upon the same LTS rehearsal buffer introduced earlier. The difference is one of emphasis; the long-term processes will be elaborated and explored in greater depth in this section. This exploration of long-term models will by no means be exhaustive, and will be less extensive than that carried out for the short-term processes.

Prior to an examination of particular experiments, a few remarks need to be made about the separability of lists. In any experiment in which a series of different lists is presented, we may ask just what information in LTS the subject is searching through at test. The same problem arises, though less seriously, in experiments where the subject is tested on only one list. Clearly the information relevant to the current list of items being tested must be kept separate from the great mass of other information in LTS. This problem is accentuated when individual lists within a session must be kept separated. How this is managed is somewhat of a mystery. One possible explanation would call for a search along a temporal memory dimension: the individual items could be assumed to be temporally ordered, or to have “time tags.” It is not enough to propose that search is made through all items indiscriminately and that items recovered from previous lists are recognized as such and not reported; if this were true, the duration and difficulty of the search would increase dramatically over the session. In fact, the usual result is that there is little change in performance over a session except for effects concentrated at the very start. On the other hand, judging from such factors as intrusion errors from previous lists, the subject is not able to restrict his search solely to the current list. In the experiments to follow, we will make the simplifying assumption, without real justification, that the
lists are entirely separated in LTS, and that the subject searches only through information relevant to the list currently being tested.

A. A SERIAL DISPLAY PROCEDURE INVOLVING SINGLE TESTS (EXPERIMENT 8)

This experiment involved a long series of discrete trials. On each trial a new display of items was presented to the subject. A display consisted of a random sequence of playing cards; the cards varied only in the color of a small patch on one side; four colors (black, white, blue, and green) were used. The cards were presented to the subject at a rate of one card every 2 seconds. The subject named the color of each card as it was presented; once the color of the card had been named it was turned face down on a table so that the color was no longer visible, and the next card was presented. After presentation of the last card in a display, the cards were in a straight row on the table; the card presented first was to the subject’s left and the most recently presented card to the right. The trial terminated when the experimenter pointed to one of the cards on the table and the subject attempted to recall the color of that card. The subject was instructed to guess the color if uncertain and to

![Graph showing probability of correct response as a function of serial position.](image)

Fig. 25. Observed and theoretical probabilities of a correct response as a function of serial position (Experiment 8).
qualify the response with a confidence rating. The confidence ratings were the numerals 1 through 4. The subjects were told to say 1 if they were positive; 2 if they were able to eliminate two of the four possible colors as being incorrect; 3 if one of the four colors could be eliminated as incorrect; and 4 if they had no idea at all as to the correct response.

It is important to note that only one position is tested in a display on each trial. The experiment involved 20 female subjects who participated in five daily sessions, each lasting for approximately 1 hour. Over the course of the five sessions, a subject was given approximately 400 trials. The display size, d, was varied from trial to trial and took on the following values: d = 3, 4, 5, 6, 7, 8, 11, and 14. Details of the experimental procedure are presented in Phillips, Shiffrin, and Atkinson (1967).

Figure 25 presents the probability of a correct response at each serial position for displays of size 5, 6, 7, 8, 11, and 14. For displays of sizes 3 and 4, the probability correct was 1.0 at all positions. The circles in the figure are the observed points; the solid lines are predicted curves which will be explained shortly. The serial positions are numbered so that item 1 designates the last item presented (the newest item), and item d designates the first item presented (the oldest item). The most apparent features of the curves are a fairly marked S-shaped recency portion and a smaller, quite steep primacy portion. For all display sizes, the probability of a correct response is 1.0 at serial position 1.

1. Theory

We must first decide whether a subject will set up and use a rehearsal buffer in this situation. Despite the fact that the continuous procedure has been dropped, it is still unlikely that the subject will engage in a significant amount of long-term coding. This is true because the task is still one of high "negative transfer"; the stimuli, which are the positions in the display, are constantly being re-paired with new responses as a session continues. Too much LTS encoding would undoubtedly lead to a high degree of interference among lists. It is only for a relatively weak and decaying LTS trace that a temporal search of long-term memory may be expected to keep the various lists separate. This difficulty in LTS transfer leads to the adoption of short-term strategies. Another reason for using a rehearsal buffer in this task depends upon the small list lengths employed; for small list lengths, there is a high probability that the item will be in the buffer at the moment of test. Thus the adoption of a rehearsal buffer is an efficient strategy. There is some question concerning just what the unit of rehearsal is in this situation. For example, the subject could assign numbers to positions in the display and then rehearse the number-color pairs. Most likely, however, the subject uses the fact that the stimuli always remain before her to
combine STS rehearsal with some form of visual mnemonic. That is, the unit of rehearsal is the response alone; as the subject rehearses the responses, she "mentally" places each response upon the appropriate card before her. This might therefore be a situation where the a-v-i and visual short-term stores are used in conjunction with each other. In any case, it seems reasonable that the units of rehearsal are the names (or perhaps the abbreviations) of the colors.

We might ask how the buffer will act in this situation. As noted earlier, in reference to the "overt-covert" experiment, the fact that items are read aloud as they are presented will tend to cause the subject to enter each item into the buffer. Furthermore, an S-shaped recency effect would not be unexpected. Indeed, if the units of rehearsal are the responses themselves, then the subject might tend to keep them in consecutive order to ease the visual memory task; if all items enter the buffer and are kept in consecutive order, then the oldest items will tend to be deleted first. That is, when a new item enters the buffer there will be a tendency to eliminate the oldest item from the buffer to make room for it. One other question that should be considered is the size of the buffer the subject would be expected to use in this task. There are a number of reasons why the buffer size should be larger here than in the continuous tasks of Section IV. First, the subject is not continually being interrupted for tests as in the previous studies; more of the subject's attention may therefore be allotted to rehearsal. Second, rehearsal of color names (or their abbreviations) is considerably easier than number-letter combinations. Equivalent to rehearsing "32-G, 45-Q" might be "Black, White, Black, Green" (or even a larger set if abbreviations are used). The magnitude of the difference may not be quite as large as this argument would lead us to expect because undoubtedly some time must be allotted to keeping track of which response goes on which position, but the estimate of the buffer size nevertheless should be larger in this situation than in the continuous tasks.

The STS part of the model for this experiment is similar to that used in the "overt" experiment in Section IV,D in that every item is entered in the buffer when it is presented. There is one new factor, however, that must be considered. Since each trial starts with the buffer empty, it will be assumed that the first items presented enter the buffer in succession, without knocking any item out, until the buffer is filled. Once the buffer is filled, each item enters the buffer and knocks out one of the items currently there. If the most recently presented item is in slot r of the buffer, and the oldest item is in slot 1, then the probability that the item in slot i of the buffer will be the one eliminated is

\[ \frac{\delta(1-\delta)^{i-1}}{1-(1-\delta)^r} \]
This is the same equation that was used to describe the knock-out process for the overt-covert study (Experiment 4). The larger $\delta$, the greater the tendency to delete the oldest item in the buffer when making room for a new one.

The first set of long-term storage and retrieval assumptions that will be considered are essentially identical to those used in the previous sections. Information will be assumed to enter LTS during the entire period an item resides in the buffer at a rate $\theta$ per inter-item interval. This process must be qualified with regard to the first few items presented on each trial before the buffer is filled; it is assumed that the subjects divide their attention equally among the items in the buffer. Thus, if the rate of transfer is $\theta$ when there is only one item in the buffer, and the buffer size is $r$, then the rate of transfer will be $\theta/r$ when the buffer is filled. That is, since attention must be divided among $r$ items when the buffer is full, each item receives only $1/r$th as much transfer as when the buffer only holds a single item. In general, information on each item will be transferred to LTS at rate $\theta/j$ during the interval in which there are $j$ items in the buffer. The effect of this assumption is that more information is transferred to LTS about the items first presented in a list than about later items that are presented once the buffer is full.

The LTS decay and retrieval processes must now be examined. In earlier experiments we assumed that information decayed solely as a result of the number of items intervening between study and test; in other words, only the retroactive interference effect was considered. Because the previous tasks were continuous, the number of items preceding an item's presentation was effectively infinite in all cases. For this reason the proactive effects were assumed to be constant over conditions and did not need explicit inclusion in the model. In the present experiment the variation in list size makes it clear that proactive interference effects within a trial will be an important variable. The assumption that will be used is perhaps the simplest version of interference theory possible: each preceding and each succeeding item has an equal interfering effect. To be precise, if an amount of information $I$ has been transferred to LTS for a given item, then every other item in the list will interfere with this information to the extent of reducing it by a proportion $r$. Thus, if there were $d$ items in the list, the item of interest would have an amount of information in LTS at the time of test equal to $I(\delta^{-1})$. Clearly, the longer the list the greater the interference effect.

The model can now be completed by specifying the response process which works as follows. An item in the buffer at the time of test is responded to correctly. If the item is not in the buffer, then a search is made in LTS. The probability of retrieving the appropriate response is,
as in our other models, an exponential function of this information and equals \(1 - \exp[-I(r^{\theta-1})]\); if a retrieval is not made, then the subject guesses.

2. Data Analysis

The parameter values that gave the best fit to the data of Fig. 25 using a minimum \(\chi^2\) criterion were as follows: \(r = 5\), \(\delta = .38\), \(\theta = 2.0\), and \(\tau = .86\).\(^{20}\) Remember that \(r\) is the buffer size, \(\delta\) determines the probability of deleting the oldest item in the buffer, \(\theta\) is the transfer rate to LTS, and \(\tau\) is the proportional loss of information caused by other items in the list. The theoretical curves generated by these parameter estimates are shown in Fig. 30 as solid lines. The predictions are quite accurate as indicated by a \(\chi^2\) value of 44.3 based on 42 degrees of freedom. It should be emphasized that the curves in the figure were all fit simultaneously with the same parameter values.

The primacy effect in the curves of Fig. 25 is predicted because more information is transferred to LTS for the first items presented on each trial. There are two reasons for this. First, the transfer rate on any given item is higher for the fewer items there are in the buffer; thus the initial items, which enter the buffer before it is filled, accumulate more information in LTS. Second, the initial items cannot be knocked out of the buffer until the buffer is filled; thus the time period that initial items reside in the buffer is longer on the average than the time for later items. The recency effect is predicted because the last items presented in a list tend to be still in the buffer at the time of test; the S-shape arises because the estimate of \(\delta\) indicates a fairly strong tendency for the oldest items in the rehearsal buffer to be eliminated first when making room for a new item.

Having estimated a set of parameter values that characterizes the data in Fig. 25, we now use these estimates to predict the confidence rating data. Actually, it is beyond the scope of this paper to analyze the confidence ratings in detail, but some of these data will be considered in order to illustrate the generality of the model and the stability of the parameter estimates. The data that will be considered are presented in Fig. 26; graphed is the probability of giving confidence rating \(R_1\) (most confident) for each list size and each serial position. The observed data is represented by the open circles. It is clear that these results are similar in form to the probability correct curves of Fig. 25. The model used to fit these data is quite simple. Any item in the buffer is given an \(R_1\). If the item is not in the buffer, then a search is made of LTS. If the amount of information in LTS on the item is \(I(r^{\theta-1})\) then the probability of giving \(R_1\) is an exponential function of that information: namely the

\(^{20}\) For details on the method of parameter estimation see Phillips, Shiffrin, and Atkinson (1967).
Fig. 26. Observed and predicted probabilities of confidence rating $R_i$ as a function of serial position (Experiment 8).

function $1 - \exp[-c_iI(\tau^{-1})]$, where $c_i$ is a parameter determining the subject's tendency to give confidence rating $R_i$. This assumption is consistent with a number of different viewpoints concerning the subject's generation of confidence ratings. It could be interpreted equally well as an assignment of ratings to the actually perceived amount of information in LTS, or as a proportion of the items that are recovered in an all-or-none fashion. In any event, the predictions were generated using the previous parameter values plus an estimate of $c_i$. The predicted curves, with $c_i$ equal to .66, are shown in Fig. 26. The predictions are not as accurate as those in Fig. 25; but, considering that only one new parameter was estimated, they are quite good.

The various possibilities may be differentiated through an analysis of conditional probabilities of the ratings given correct and incorrect responses, and through ROC curve (Type II) analyses (Bornbach, 1967, Murdock, 1968) but this will not be done here.
3. Discussion

In developing this model a number of decisions were made somewhat arbitrarily. The choice points involved will now be considered in greater detail. The assumption that the amount of transfer to LTS is dependent upon the number of items currently in the buffer needs elaboration. Certainly if the subject is engaged in coding or other active transfer strategies, the time spent in attending to an item should be directly related to the amount of transfer to LTS. On the other hand, the passive type of transfer which we assume can occur in situations where the subject makes use of a rehearsal buffer may not be related to the time spent in rehearsing an item per se, but rather to the total period the item resides in the buffer. That is, direct attention to an item in STS may not be necessary for some transfer to take place; rather a passive form of transfer may occur as long as the item remains in STS. Thus in situations where the rehearsal buffer is used and active transfer strategies such as coding do not occur, it could reasonably be expected that the amount of information transferred to LTS would be related solely to the total time spent in the buffer, and not to the number of items in the buffer at the time. In practice, of course, the actual transfer process may lie somewhere between these two extremes. Note that even if the transfer rate for an item is assumed to be a constant (unrelated to the number of items currently in the buffer) the first items presented for study still would have more information transferred to LTS than later items; this occurs because the items at the start of a list will not be knocked out of the buffer until it is filled and hence will reside in the buffer for a longer time on the average than later items. For this reason, the primacy effect could still be explained. On the other hand, the primacy effect will be reduced by the constant transfer assumption; in order to fit the data from the current experiment with this assumption, for example, it would be necessary to adjust the retrieval scheme accordingly. In modeling the free verbal-recall data that follows, a constant transfer assumption is used and accordingly a retrieval scheme is adopted which amplifies more strongly than the present one small differences in LTS strength.

We now consider the decay assumption in greater detail. The assumption is that the information transferred to LTS for a particular item is reduced by a proportion \( \tau \) for every other item in the list. There are a number of possibilities for the form of this reduction. It could be actual physical interference with the trace, or it could be a reduction in the value of the current information as a result of subsequent incoming information. An example of this latter kind of interference will be helpful. Suppose, in a memory experiment the first item is GEX-5, and the subject stores “G—5” in LTS. If tested now on GEX, the subject
would give the correct response 5. Suppose a second item GOZ-3 is presented and the subject stores “G—‘3” in LTS. If he is now tested on either GEX or GOZ his probability of a correct response will drop to .5. Thus the actual information stored is not affected, but its value is markedly changed.

The assumption that every other item in a list interferes equally is open to question on two counts. First of all, it would be expected that an item about which a large amount of information is transferred would interfere more strongly with other items in LTS than an item about which little information is transferred. Certainly when no transfer occurs for an item, that item cannot interfere with other LTS traces. However, the equal interference assumption used in our analysis may not be a bad approximation. The second failing of the equal interference assumption has to do with separation of items. If the list lengths were very long, it might be expected that the number of items separating any two items would affect their mutual interference; the greater the separation, the less the interference. The list lengths are short enough in the present experiment, however, that the separation is probably not an important factor.

4. Some Alternative Models

It is worth considering some alternatives to the interference process of the model just presented, henceforth referred to as Model I in this subsection. In particular it is important to demonstrate that the effects of the interference-decay assumption, which could be viewed as a structural feature of memory, can be duplicated by simple search processes. For example, any limited search through the information in LTS will give poorer performance as the amount of that information increases. In order to make the concept of the search process clear, Model II will adopt an all-or-none transfer scheme. That is, a single copy of each item may be transferred to LTS on a probabilistic basis. If a copy is transferred, it is a perfect copy to the extent that it always produces a correct response if it is retrieved from LTS. The short-term features of the model are identical to those of Model I: each item enters the buffer; when the buffer is filled each succeeding item enters the buffer and knocks out an item already there according to the δ-process described earlier.

The transfer assumption for Model II is as follows. If an item is one of the j items in the buffer, then the probability that a copy of that item will be placed in LTS between one item’s presentation and the next is $\delta/j$. Therefore, the transfer depends, as in Model I, upon the number of other items currently in the buffer. No more than one copy may be placed in LTS for any one item. The retrieval assumptions are the
following. A correct response is given if the item is in the buffer when tested. If it is not in the buffer, then a search is made in LTS. If a copy of the item exists in LTS and is found, then a correct response is given; otherwise a random guess is made. As before, we assume that the information pertinent to the current list is distinguishable from that of earlier lists; thus, the search is made only among those copies of items in the current list. The central assumption of Model II is that exactly $R$ selections are made (with replacement) from the copies in LTS; if the tested item has not been found by then, the search ends. The restriction to a fixed number of searches, $R$, is perhaps too strong, but can be justified if there is a fixed time period allotted to the subject for responding. It should be clear that for fixed $R$, the probability of retrieval decreases as the list length increases; the longer the list the more copies in LTS, and the more copies the less the probability of finding a particular copy in $R$ selections. Model II was fit to the data in the same fashion as Model I. The parameter values that gave the best predictions were $r = 5$, $\delta = .39$, $\theta = .72$, and $R = 3.15$. The theoretical curves generated by these parameters are so similar to those for Model I that Fig. 26 adequately represents them, and they will not be presented separately. Whereas the $\chi^2$ was 44.3 for Model I, the $\chi^2$ value for Model II was 46.2, both based on 42 degrees of freedom. The similarity of the predictions serves to illustrate the primary point of introducing Model II: effects predicted by search processes and by interference processes are quite similar and consequently are difficult to separate experimentally.

The search process described above is just one of a variety of such mechanisms. In general there will be a group of possible search mechanisms associated with each transfer and storage assumption; a few of these processes will be examined in the next section on free-verbal-recall. Before moving on to these experiments, however, we should like to present briefly a decay and retrieval process combining some of the features of interference and search mechanisms. In this process the interference does not occur until the search begins and is then caused by the search process itself. The model (designated as Model III) is identical in all respects to Model II until the point where the subject begins the search of LTS for the correct copy. The assumption is that the subject samples copies with replacement, as before, but each unsuccessful search may disrupt the sought-after copy with probability $R'$. The search does not end until the appropriate copy is found or until all copies in LTS have been examined. If the copy does exist in LTS, but is disrupted at any time during the search process, then when the item is finally retrieved, the stored information will be such that the subject will not be able to recall at better than the chance level. The parameter values giving the best fit for this model were $r = 5$, $\delta = .38$, $\theta = .80$, and
$R' = .25$. The predicted curves are again quite similar to those in Fig. 25 and will not be presented. The predictions are not quite as accurate, however, as those of Models I and II, the $\chi^2$ value being 55.0.\textsuperscript{22}

B. Free-Verbal-Recall Experiments

The free-verbal-recall situation offers an excellent opportunity for examining retrieval processes, because the nature of the task forces the subject to engage in a lengthy search of LTS. The typical free-verbal-recall experiment involves reading a list of high-frequency English words to the subject (Deese & Kaufman, 1957; Murdock, 1962). Following the reading, the subject is asked to recall as many of the words as possible. Quite often list length has been a variable, and occasionally the presentation time per item has been varied. Deese and Kaufman, for example, used lists of 10 and 32 items at 1 second per item. Murdock ran groups of 10, 15, and 20 items at 2 seconds per item, and groups of 20, 30, and 40 items at 1 second per item. The results are typically presented in the form of serial position curves: the probability of recall is plotted against the item's position in the list. The Murdock (1962) results are representative and are shown in Fig. 27. It should be made clear that the numbering of serial positions for these curves is opposite from the scheme used in the previous section; that is, the first item presented (the oldest item at the time of test) is labeled serial position 1. This numbering procedure will be used throughout this section to conform with the literature on free-verbal-recall; the reader should keep this in mind when comparing results here with those presented elsewhere in the paper. The primary effect in Fig. 27 is the rise on the left-hand portions of the curves and the recency effect is the larger rise on the right-hand portions of the curves. The curves are labeled with the list length and the presentation rate per item. Note that the curves are quite similar to those found in Experiment 8 of the previous section; an effect not seen in Experiment 8 (because of the short list lengths used) is the level asymptotic portions of the curves which appear between the primacy and recency effects for the longer lists.

The form of the curves suggests that a buffer process could explain the results, with the words themselves being the units of rehearsal. The recency effect would be due to the probability that an item is still in the buffer at test; this probability goes to near zero after 15 items or so and the recency effect accordingly extends no further than this. The primacy effect would arise because more information accrued in LTS for the first few items presented in the list. Whether a buffer strategy is reasonable in the free-recall situation, however, is worth further discussion. It can hardly be maintained that high-frequency English words are difficult to

\textsuperscript{22} For a more detailed account of Models I, II, and III, and a comparison among models, see Atkinson and Shiffrin (1965).
code; on the other hand, the task is not a paired-associate one and cues must be found with which to connect the words. One possibility is that upon seeing each word the subject generates a number of associates (from LTS) and tries to store the group of words; later during testing a search which retrieves any of the associates might in turn retrieve the desired word. We tend to doubt that this strategy, used by itself, will greatly improve performance.\(^{23}\) To the extent that coding occurs, it

![Graph showing probability of recall as a function of serial position for free verbal recall. After Murdock (1982).](image)

probably involves connecting words within the presented list to each other. This technique would of course require the consideration of a number of words simultaneously in STS and therefore might be characterized reasonably well by a buffer process. Whether or not coding occurs in the free-recall situation, there are other reasons for expecting the subjects to adopt a buffer strategy. The most important reason is undoubtedly the improvement in performance that a rehearsal buffer will engender. If the capacity of the buffer is, say, 4 or 5 words, then the use of a buffer will assure the subjects of a minimum of four or five items correct on each list (assuming that all of the items may be read out of the buffer correctly). Considering that subjects report on the average only about 8 or 9 items, even for long lists, the items stored in the buffer are an important component of performance.

It will be assumed, then, that the subjects do adopt a rehearsal strategy. The comparability of the curves in Fig. 25 to those in Fig. 27

\(^{23}\) B. H. Cohen (1963) has presented free-recall lists containing closely related categories of words, e.g., north, east, south, west. Indeed, the recovery of one member of a category usually led to the recovery of other members, but the total number of categories recalled did not exceed the number of separate words recalled from noncategorized lists.
might indicate that a model similar to any of the models presented in the
previous section could be applied to the current data. There are, however,
important differences between the two experimental paradigms which
must be considered: the free-recall situation does not involve pairing a
response with a stimulus for each list position, and has the requirement
of multiple recall at the time of test. The fact that explicit stimulus cues
are not provided for each of the responses desired would be expected to
affect the form of the search process. The multiple-response requirement
raises more serious problems. In particular, it is possible that each
response that is output may interfere with other items not yet recalled.
The problem may be most acute for the case of items still in the buffer;
Waugh and Norman (1965) have proposed that each response output
at the time of test has the same disrupting effect upon other items in the
buffer as the arrival of a new item during study. On the other hand, it is
not clear whether a response emitted during test disrupts items in LTS.
It might be expected that the act of recalling an item from LTS would
raise that item’s strength in LTS; this increase in strength is probably
not associated, however, with the transfer of any new information to
LTS. For this reason, other traces will most likely not be interfered with,
and it shall be assumed that retrieval of an item from LTS has no effect
upon other items in LTS.

Because there is some question concerning the effects of multiple
recall upon the contents of the buffer, and because this section is pri-
marily aimed at LTS processes, the part of the free-recall curves that
arise from the buffer will not be considered in further analyses. This
means that the models in this section will not be concerned with the
part of the curve making up the recency effect; since the data in Fig. 27
indicate that the recency effect is contained in the last 15 items (to the
right in the figure) of each list, these points will be eliminated from the
analyses. Unfortunately, the elimination of the last 15 items means that
the short list lengths are eliminated entirely. The problem of obtaining
data for short list lengths not contaminated by items in the buffer at the
time of test has been circumvented experimentally by a variation of the
counting-backward technique. That is, the contents of the buffer can
be eliminated experimentally by using an interfering task inserted
between the end of the list and the start of recall. We now turn to a
consideration of these experiments.

A representative experiment is that by Postman and Phillips (1965).
Words were presented at a rate of one per second in all conditions. In one
set of conditions three list lengths (10, 20, and 30) were used and recall
was tested immediately following presentation. This, of course, is the
usual free recall procedure. The serial position curves are shown in the
top panel of Fig. 28 in the box labeled “0 second.” The same list lengths
were used for those conditions employing an intervening task; immediately following presentation of the list the subjects were required to count backwards by three's and four's for 30 seconds. Following this intervening task, they were asked to recall the list. The results are shown in the lower panel in Fig. 28. If the intervening task did not affect the contents of LTS but did wipe out all items in the buffer, then the recency effects would be expected to disappear with the curves otherwise unchanged. This is exactly what was found. The primacy effects and asymptotic levels remain unchanged while the recency effect disappears. It is clear, then, that normal free-recall curves (without intervening arithmetic) from which the last 15 points have been deleted should be identical to curves from experiments using intervening arithmetic. The following data have therefore been accumulated: Murdock's data with the last 15 points of each list deleted; data reported by Deese and Kaufman (1957) using a free-recall paradigm, but again with the last 15 points of each list deleted; the data reported by Postman and Phillips (1965); and some data collected by Shifrin in which an intervening task

---

**Fig. 28.** Probability of correct recall as a function of serial position for free verbal recall with test following 0 seconds and 30 seconds of intervening arithmetic. After Postman & Phillips (1965).
was used to eliminate the contents of the buffer. All of these serial position curves have the same form; they show a primary effect followed by a level asymptote. For this reason the results have been presented in Table 1. The first three points of each curve, which make up the primary effect, are given in the table. The level portions of the curves are then averaged and the average shown in the column labeled "asymptote." The column labeled "number of points" is the number of points which have been averaged to arrive at the asymptotic level. The column labeled "list" gives the abbreviation of the experimenter, the list length, and the presentation rate for each of the serial position curves.

(M = Murdock, 1962; D = Deese and Kaufman, 1957; P = Postman and Phillips, 1965; S = Shiffrin.)

<table>
<thead>
<tr>
<th>List</th>
<th>Point 1 Obs.</th>
<th>Point 1 Pred.</th>
<th>Point 2 Obs.</th>
<th>Point 2 Pred.</th>
<th>Point 3 Obs.</th>
<th>Point 3 Pred.</th>
<th>Number of points</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-20.1</td>
<td>.46</td>
<td>.45</td>
<td>.27</td>
<td>.37</td>
<td>.20</td>
<td>.29</td>
<td>.18</td>
</tr>
<tr>
<td>M-30.1</td>
<td>.33</td>
<td>.35</td>
<td>.30</td>
<td>.28</td>
<td>.21</td>
<td>.22</td>
<td>.19</td>
</tr>
<tr>
<td>M-40.2</td>
<td>.55</td>
<td>.51</td>
<td>.42</td>
<td>.51</td>
<td>.37</td>
<td>.41</td>
<td>.31</td>
</tr>
<tr>
<td>M-40.1</td>
<td>.30</td>
<td>.29</td>
<td>.20</td>
<td>.23</td>
<td>.13</td>
<td>.18</td>
<td>.12</td>
</tr>
<tr>
<td>M-25.1</td>
<td>.36</td>
<td>.39</td>
<td>.23</td>
<td>.32</td>
<td>.21</td>
<td>.25</td>
<td>.15</td>
</tr>
<tr>
<td>M-20.2</td>
<td>.72</td>
<td>.66</td>
<td>.61</td>
<td>.56</td>
<td>.45</td>
<td>.49</td>
<td>.37</td>
</tr>
<tr>
<td>D-32.1</td>
<td>.46</td>
<td>.53</td>
<td>.34</td>
<td>.27</td>
<td>.27</td>
<td>.21</td>
<td>.18</td>
</tr>
<tr>
<td>P-10.1</td>
<td>.60</td>
<td>.62</td>
<td>.42</td>
<td>.52</td>
<td>.35</td>
<td>.42</td>
<td>.34</td>
</tr>
<tr>
<td>P-20.1</td>
<td>.47</td>
<td>.45</td>
<td>.27</td>
<td>.37</td>
<td>.23</td>
<td>.29</td>
<td>.22</td>
</tr>
<tr>
<td>P-30.1</td>
<td>.41</td>
<td>.35</td>
<td>.34</td>
<td>.28</td>
<td>.27</td>
<td>.22</td>
<td>.20</td>
</tr>
<tr>
<td>S-4.1</td>
<td>.71</td>
<td>.74</td>
<td>.50</td>
<td>.64</td>
<td>.57</td>
<td>.52</td>
<td>.42</td>
</tr>
<tr>
<td>S-6.2</td>
<td>.82</td>
<td>.88</td>
<td>.83</td>
<td>.79</td>
<td>.65</td>
<td>.53</td>
<td>.68</td>
</tr>
<tr>
<td>S-11.1</td>
<td>.46</td>
<td>.60</td>
<td>.43</td>
<td>.50</td>
<td>.27</td>
<td>.40</td>
<td>.31</td>
</tr>
<tr>
<td>S-11.2</td>
<td>.72</td>
<td>.76</td>
<td>.56</td>
<td>.56</td>
<td>.52</td>
<td>.54</td>
<td>.47</td>
</tr>
<tr>
<td>S-17.1</td>
<td>.55</td>
<td>.49</td>
<td>.33</td>
<td>.40</td>
<td>.26</td>
<td>.32</td>
<td>.22</td>
</tr>
<tr>
<td>S-17.2</td>
<td>.68</td>
<td>.66</td>
<td>.65</td>
<td>.56</td>
<td>.67</td>
<td>.45</td>
<td>.48</td>
</tr>
</tbody>
</table>

24 The Shiffrin data are reported in more detail in Atkinson and Shiffrin (1965).

25 For the Postman-Phillips and Shiffrin lists, the number of points at asymptote are simply list length, d, minus 3. For the Murdock and the Deese-Kaufman lists, the number of points is d - 15 - 3 because the last 15 points in those lists have been eliminated.
1. Theoretical Analysis

Having accumulated a fair amount of parametric data in Table I, we should now like to predict the results. The first model to be considered is extremely simple. Every item presented enters the subject’s rehearsal buffer. One by one the initial items fill up the buffer, and thereafter each succeeding item knocks out of the buffer a randomly chosen item. In conditions where arithmetic is used following presentation, it is assumed that the arithmetic operations knock items from the buffer at the same rate as new incoming items. This is only an approximation, but probably not too inaccurate. Information is assumed to be transferred to LTS as long as an item remains in the buffer, in fact as a linear function of the total time spent in the buffer (regardless of the number of other items concurrently in the buffer). If an item remains in the buffer for \( j \) seconds, an amount of information equal to \( \theta \) times \( j \) is transferred to LTS. Call the amount of information transferred to LTS for an item its strength. When the subject engages in a search of LTS during recall it is assumed that he makes exactly \( R \) searches into LTS and then stops his search (the number of searches made might, for example, be determined by the time allowed for recall). On each search into LTS the probability that information concerning a particular item will be found is just the ratio of that item’s strength to the sum of the strengths of all items in the list. Thus, items which have a greater LTS strength will be more likely to be found on any one search. The probability that the information in LTS will produce a correct recall, once that information has been found in a search, is assumed to be an exponential function of the strength for that item.

There are just three parameters for this model: \( r \), the buffer size; \( \theta \), the parameter determining the rate per second at which information on a given item is transferred to LTS while the item resides in the rehearsal buffer; and \( R \) the number of searches made.\(^{18}\) The probability of a correct response from the buffer is zero for the results in Table I because the contents of the buffer have been emptied experimentally by intervening arithmetic, or because the recency data (which represents recovery from the buffer) has been omitted. The parameters giving the best fit to the data were as follows: \( r = 4 \), \( \theta = .04 \), and \( R = 34 \). The predictions also are presented in Table I. The predictions are rather remarkable considering that just three parameters have been used to predict the results from

\(^{18}\) It is important to remember that \( \theta \) for this model is defined as the rate per second of information transfer, and thus the time measures listed in Table I need to be taken into account when applying the model. For example, an item that resides in the buffer for three item presentations will have \( 3\theta \) amount of information in LTS if the presentation rate is one item per second, and \( 7.5\theta \) if the presentation rate is 2.5 seconds per item.
four different experiments employing different list lengths and different presentation rates. Some of the points are not predicted exactly but this is largely due to the fact that the data tends to be somewhat erratic; the predictions of the asymptotic values (where a larger amount of data is averaged) are especially accurate.

2. Some Alternative Models

A number of decisions were made in formulating the free-recall model that need to be examined in greater detail. First consider the effect of an arithmetic task upon items undergoing rehearsal. If the arithmetic caused all rehearsal and long-term storage operations to cease immediately, then the probability of recalling the last item presented should decrease toward chance (since its LTS strength will be negligible, having had no opportunity to accumulate). The serial position curve, however, remains level and does not drop toward the end of the list. One possible explanation is that all transfer to LTS takes place when the item first enters the buffer, rather than over the period the item remains in the buffer; in this case the onset of arithmetic would not affect the formation of traces in LTS. While this assumption could handle the phenomenon under discussion, we prefer to consider the LTS trace as building up during the period the item remains in the buffer. Recall that this latter assumption is borne out by the accuracy of the earlier models and, in particular, the U-shaped functions presented in Fig. 12 for the multiple-reinforcement experiment. The explanation of the level serial position curve implied by our model is that the arithmetic operations remove items from the buffer in a manner similar to that of new entering items. Two sources give this assumption credibility. First, Postman and Phillips (1965) found that short periods of arithmetic (15 seconds) would leave some of the recency effect in the serial position curve, suggesting that some items remained in the buffer after brief periods of arithmetic. Second, the data of Waugh and Norman (1965) suggest that output operations during tasks such as arithmetic act upon the short-term store in the same manner as new incoming items.

Another choice point in formulating the model occurred with regard to the amount of LTS transfer for the first items in the list. The assumption used in an earlier model let the amount of transfer depend upon the number of other items concurrently undergoing rehearsal, as if the attention allotted to any given item determines the amount of transfer. An alternative possibility is that the amount of transfer is determined solely by the length of stay in the buffer and is therefore independent of the number of items currently in the buffer. Another assumption resulting in this same independence effect is that the subject allots to items in the buffer only enough attention to keep them "alive"; when
the number of items in the buffer is small, the subject presumably uses his spare time for other matters. A free-verbal-recall experiment by Murdock (1965) seems to support a variant of this latter assumption. He had subjects perform a rather easy card-sorting task during the presentation of the list. The serial position curve seemed unaffected except for a slight drop in the primacy effect. This would be understandable if the card-sorting task was easy enough that the buffer was unaffected, but distracting enough that extra attention normally allotted to the first few items in the list (before the buffer is filled) is instead allotted to the card-sorting task. In any case, it is not clear whether the transfer rate should or should not be tied to the number of items concurrently in the buffer. The model that we have proposed for free-recall (henceforth referred to as Model I in this subsection) assumed a constant transfer process; a model using a variable transfer assumption will be considered in a moment.

The search process used in Model I is only one of many possibilities. Suppose, for example, that the strength value for an item represents the number of bits of information stored about that item (where the term “bits” is used in a non-technical sense). A search might then be construed as a random choice of one bit from all those bits stored for all the items in the list. The bits of information stored for each item, however, are associated to some degree, so that the choice of one bit results in the uncovering of a proportion of the rest of the information stored for that item. If this proportion is small, then different searches finding bits associated with a particular item will result in essentially independent probabilities of retrieval. This independent retrieval assumption was used in the construction of Model I. On the other hand, finding one bit in a search might result in all the bits stored for that item becoming available at once; a reasonable assumption would be that this information is either sufficient to allow retrieval or not, and a particular item is retrieved the first time it is picked in a search or is never retrieved. This will be called the dependent retrieval assumption.

It is interesting to see how well the alternate assumptions regarding transfer and search discussed in the preceding paragraphs are able to fit the data. For this reason, the following four models are compared:

Model I: Transfer to LTS is at a constant rate $\theta$ regardless of the number of other items concurrently in the buffer, and independent retrieval.

Model II: Transfer to LTS is at a variable rate $\theta/j$ where $j$ is the number of other items currently in the buffer, and independent retrieval.

Model III: Constant LTS transfer rate, and dependent retrieval.

These models and the related mathematics are developed in Atkinson and Shiffrin (1968).
Model IV: Variable LTS transfer rate, and dependent retrieval. Model I, of course, is the model already presented for free-verbal-recall. The four models were all fit to the free-verbal-recall data presented in Table I, and the best fits, in terms of the sums of the squared deviations, were as follows: Model I: .814; Model II: 2.000; Model III: .925; Model IV: 1.602 (the lowest sum meaning the best predictions). These results are of interest because they demonstrate once again the close interdependence of the search and transfer processes. Neither model employing a variable transfer assumption is a good predictor of the data and it seems clear that a model employing this assumption would require a retrieval process quite different from those already considered in order to fit the data reasonably well.

Perhaps the most interesting facet of Model I is its ability to predict performance as the presentation rate varies. A very simple assumption, that transfer to LTS is a linear function of time spent in the buffer, seems to work quite well. Waugh (1967) has reported a series of studies which cast some light on this assumption; in these studies items were repeated a variable number of times within a single free-recall list. The probability of recall was approximately a linear function of the number of repetitions; this effect is roughly consonant with an assumption of LTS transfer which is linear with time. It should be noted that the presentation rates in the experiments we analyzed to not vary too widely: from 1 to 2.5 second per item. The assumption that the subject will adopt a buffer strategy undoubtedly breaks down if a wide enough range in presentation rates is considered. In particular, it can be expected that the subject will make increasing use of coding strategies as the presentation rate decreases. M. Clark and G. Bower (personal communication) for example, have shown that subjects proceeding at their own pace (about 6–12 seconds a word) can learn a list of 10 words almost perfectly. This memorization is accomplished by having the subject make up and visualize a story including the words that are presented. It would be expected that very slow presentation rates in free-recall experiments would lead to coding strategies similar to the one above.

One last feature of the models in this section needs further examination. Contrary to our assumption, it is not true that successive lists can be kept completely isolated from each other at the time of test. The demonstration of this fact is the common finding of intrusion errors: items reported during recall which had been presented on a list previous to the one being tested. Occasionally an intrusion error is even reported which had not been reported correctly during the test of its own list. Over a session using many lists, it might be expected that the interference from previous lists would stay at a more or less constant level after the presentation of the first few lists of the session. Nevertheless,
the primacy and asymptotic levels of the free-recall serial position curves should drop somewhat over the first few lists. An effect of this sort is reported by Wing and Thomson (1965) who examined serial position curves for the first, second, and third presented lists of a session. This effect is undoubtedly similar to the one reported by Keppel and Underwood (1962); namely, that performance on the task used by Peterson and Peterson (1959) drops over the first few trials of a session. The effects in both of these experiments may be caused by the increasing difficulty of the search process during test.

C. FURTHER CONSIDERATIONS INVOLVING LTS

The models presented in the last section, while concerned with search and retrieval processes, were nevertheless based primarily upon the concept of a rehearsal buffer. This should not be taken as an indication that rehearsal processes are universally encountered in all memory experiments; to the contrary, a number of conditions must exist before they will be brought into play. It would be desirable at this point then to examine some of the factors that cause a subject to use a rehearsal buffer. In addition, we want to consider a number of points of theoretical interest that arise naturally from the framework developed here. These points include possible extensions of the search mechanisms, relationships between search and interference processes, the usefulness of mnemonics, the relationships between recognition and recall, and coding processes that the subject can use as alternatives to rehearsal schemes.

Consider first the possible forms of search mechanisms and the factors affecting them. Before beginning the discussion two components of the search process should be emphasized: the first component involves locating information about an item in LTS, called the "hit" probability; the second component is the retrieval of a correct response once information has been located. The factor determining the form of the search is the nature of the trace in long-term store. The models considered thus far have postulated two different types of traces. One is an all-or-none trace which allows perfect recall following a hit; the other is an unspecified trace which varies in strength. The strength notion has been used most often because it is amenable to a number of possible interpretations: the strength could represent the "force" with which a particular bond has been formed, the number of bits of information which have been stored, or the number of copies of an item placed in memory. It should be emphasized that these different possibilities imply search processes with different properties. For example, if the strength represents the force of a connection, then it might be assumed that there is an equal chance of hitting any particular item in a search, but the
probability of giving a correct answer following a hit would depend upon the strength. On the other hand, the strength might represent the number of all-or-none copies stored in LTS for an item, each copy resulting in a correct response if hit. In this case, the probability of a hit would depend upon the strength (the number of copies) but any hit would automatically result in a correct answer. A possibility intermediate to these two extremes is that partial copies of information are stored for each item, any one partial copy allowing a correct response with an intermediate probability. In this case, the probability of a hit will depend on the number of partial copies, and the probability of a correct response following a hit will depend on the particular copy that has been found. A different version of this model would assume that all the partial copies for an item become available whenever any one copy is hit; in this version the probability of a correct answer after a hit would depend on the full array of copies stored for that item. In all the search processes where the retrieval probability following a hit is at an intermediate level, one must decide whether successive hits of that item will result in independent retrieval probabilities. It could be assumed, for example, that failure to uncover a correct response the first time an item is hit in the search would mean that the correct response could not be recovered on subsequent hits of that item. This outline of some selected search processes indicates the variety of possibilities; a variety which makes it extremely difficult to isolate effects due to search processes from those attributable to interference mechanisms.

Other factors affecting the form of the search are at least partially controlled by the subject; a possible example concerns whether or not the searches are made with replacement. Questions of this sort are based upon the fact that all searches are made in a more or less ordered fashion; memory is much too large for a completely random search to be feasible. One ordering which is commonly used involves associations: each item recovered leads to an associate which in turn leads to another associate. The subject presumably exercises control over which associates are chosen at each stage of the search and also injects a new starting item whenever a particular sequence is not proving successful. An alternative to the associate method is a search along some partially ordered dimension. Examples are easy to find; the subject could generate letters of the

---

28 For a discussion of partial and multiple copy models, see Atkinson and Shiffrin (1965).

29 Associative search schemes have been examined rather extensively using free-recall methods. Clustering has been examined by Deese (1959), Bousfield (1953), Cofer (1966), Tulving (1962), and others; the usual technique is to determine whether or not closely associated words tend to be reported together. The effect certainly exists, but a lack of parametric data makes it difficult to specify the actual search process involved.
alphabet, considering each in turn as a possible first letter of the desired response. A more general ordered search is one that is made along a temporal dimension; items may be time-tagged or otherwise temporally ordered, and the subject searches only among those items that fall within a particular time span. This hypothesis would explain the fact that performance does not markedly deteriorate even at the end of memory experiments employing many different lists, such as in the free-verbal-recall paradigm. In these cases, the subject is required to respond only with members of the most recent list; if performance is not to degenerate as successive lists are presented, the memory search must be restricted along the temporal dimension to those items recently stored in LTS. Yntema and Trask (1963) have demonstrated that temporal information is available over relatively long time periods (in the form of “time-tags” in their formulation) but the storage of such information is not well understood.

We now turn to a brief discussion of some issues related to interference effects. It is difficult to determine whether time alone can result in long-term interference. Nevertheless, to the extent that subjects engage in a search based upon the temporal order of items, interference due to the passage of time should be expected. Interference due to intervening material may take several forms. First, there may be a reduction in the value of certain information already in LTS as a result of the entry of new information; the loss in this case does not depend on making any previous information less accessible. An example would be if a subject first stores “the stimulus beginning with D has response 3” and later when another stimulus beginning with D is presented, he stores “the stimulus beginning with D has response 1.” The probability of a correct response will clearly drop following storage of the second trace even though access to both traces may occur at test. Alternatively, interference effects may involve destruction of particular information through interaction with succeeding input. This possibility is often examined experimentally using a paired-associate paradigm where the same stimulus is assigned different responses at different times. DaPolito (1966) has analyzed performance in such a situation. A stimulus was presented with two different responses at different times, and at test the subject was asked to recall both responses. The results indicated that the probability of recalling the first response, multiplied by the probability of recalling the second response, equals the joint probability that both responses will be given correctly. This result would be expected if there was no interaction of the two traces; it indicates that high strengths of one trace will not automatically result in low strengths on the other. The lack of an interaction in DaPolito’s experiment may be due to the fact that subjects knew they would be tested on both responses. It is
interesting to note that there are search mechanisms that can explain this independence effect and at the same time interference effects. For example, storage for the two items might be completely independent as suggested by DaPolito's data; however, in the typical recall task the subject may occasionally terminate his search for information about the second response prematurely as a result of finding information on the first response.

Within the context of interference and search processes, it is interesting to speculate about the efficacy of mnemonics and special coding techniques. It was reported, for example, that forming a visual image of the two words in a paired-associate item is a highly effective memory device; that is, one envisages a situation involving the two words. Such a mnemonic gains an immediate advantage through the use of two long-term systems, visual and auditory, rather than one. However, this cannot be the whole explanation. Another possibility is that the image performs the function of a mediator, thereby reducing the set of items to be searched; that is, the stimulus word when presented for test leads naturally to the image which in turn leads to the response. This explanation is probably not relevant in the case of the visual-image mnemonic for the following reason: the technique usually works best if the image is a very strange one. For example, "dog-concrete" could be imaged as a dog buried to the neck in concrete; when "dog" is tested, there is no previously well-learned association that would lead to this image. Another explanation involves the protection of the stored information over time; as opposed to the original word pairs, each image may be stored in LTS as a highly distinct entity. A last possibility is that the amount of information stored is greatly increased through the use of imagery—many more details exist in the image than in the word pair. Since the image is highly cohesive, the recovery of any information relevant to it would lead to the recovery of the whole image. These hypotheses are of course only speculations. At the present time the relation of the various search schemes and interference processes to mnemonic devices is not well understood. This state of affairs hopefully will change in the near future since more research is being directed toward these areas; mediation, in particular, has been receiving extensive consideration (e.g., Bugelski, 1962; Runquist & Farley, 1964).

Search processes seem at first glance to offer an easy means for the analysis of differences between recognition and recall. One could assume, for example, that in recall the search component which attempts to locate information on a given item in LTS is not part of the recognition process; that is, one might assume that in recognition the relevant information in LTS is always found and retrieval depends solely on matching the stored information against the item presented for test.
Our analysis of free-verbal recall depended in part upon the search component to explain the drop in performance as list length increased. Thus if the free recall task were modified so that recognition tests were used, the decrement in performance with list length might not occur. That this will not be the case is indicated by the position-to-color memory study (Experiment 8) in which the number of responses was small enough that the task was essentially one of recognition; despite this fact, the performance dropped as list length increased. One possible explanation would be that search is necessary even for recognition tasks; i.e., if the word “clown” is presented, all previous times that that word had been stored in LTS do not immediately spring to mind. To put this another way, one may be asked if a clown was a character in a particular book and it is necessary to search for the appropriate information, even though the question is one of recognition. On the other hand, we cannot rule out the possibility that part of the decrement in performance in free recall with the increase of list length may be due to search changes, and part to other interference mechanisms. Obviously a great deal of extra information is given to the subject in a recognition test, but the effect of this information upon search and interference mechanisms is not yet clear.

We now turn to a consideration of LTS as it is affected by short-term processes other than the rehearsal buffer. It has been pointed out that the extent and structure of rehearsal depends upon a large number of factors such as the immediacy of test and difficulty of long-term storage. When rehearsal schemes are not used in certain tasks, often it is because long-term coding operations are more efficacious. These coding processes are presumably found in most paired-associate learning paradigms; depending upon conditions, however, the subject will probably divide his attention between coding and rehearsal. Atkinson and Shiffrin (1965) have presented a paired-associate learning model based upon a rehearsal buffer. Whether a rehearsal strategy would be adopted by the subject in a given paired-associate learning experiment needs to be determined in each case. The answer is probably no for the typical fixed-list learning experiment, because the items are usually amenable to coding, because the test procedure emphasizes the importance of LTS storage, and because short study-test intervals are so infrequent that maintenance of an item in STS is not a particularly effective device. If these conditions are changed, however, then a paired-associate model based upon a rehearsal buffer might prove applicable.

It is important to note the distinction between coding models and rehearsal models. Rehearsal models actually encompass, in a rough sense, virtually all short-term processes. Coding, for example, may be considered as a type of rehearsal involving a single item. The buffer
process is a special type of rehearsal in which a fixed number of items are rehearsed for the primary purpose of maintaining them in STS. A pure coding process is one in which only a single item is considered at a time and in which the primary purpose is the generation of a strong LTS trace; almost incidentally, the item being coded will be maintained in STS through the duration of the coding period, but this is not a primary purpose of the process. These various processes, it should be emphasized, are under subject control and are brought into play as he sees fit; consequently there are many variations that the subject can employ under appropriate conditions. One could have a coding model, for example, in which more than one item is being coded at a time, or a combination model in which several items are maintained via rehearsal while one of the items is selected for special coding.

At the other extreme from the buffer strategy, it might be instructive to consider a coding process that acts upon one item at a time. Although such a process can be viewed as a buffer model with a buffer containing only one item, the emphasis will be upon LTS storage rather than upon the maintenance of the item in STS. The simplest case occurs when the presentation rate is fairly slow and the subject attempts to code each item as it is presented for study. However, the case that seems most likely for the typical paired-associate experiment, is that in which not every item is coded, or in which it takes several presentation periods to code a single item. The first case above could be conceptualized as follows: each item is given a coding attempt during its presentation interval, but the probability of finding a code is $\xi$. The second case is a bit more complex. One version would have a single item maintained in STS over trials until a code is found. It could be supposed that the probability of a code being found during a single presentation interval is $\xi$; having once coded an item, coding attempts are focused on the next presented item. This model has something in common with the buffer models in that some items will remain in STS over a period of several trials. This will produce a short-term decay effect as the interval between presentation and test is increased.

It is worth considering the form of the usual short-term effects that are found in a paired-associate learning. Figure 29 presents data from a paired-associate experiment by Bjork (1966). Graphed is the probability of a correct response for an item prior to its last error, as a function of the number of other items intervening between its study and subsequent test. The number of intervening items that must occur before this curve reaches the chance level can be taken as a measure of the extent of the short-term effect. It can be seen that the curve does not reach chance level until after about 20 items have been presented. If the coding model mentioned above were applied to this data, a short-term effect would be
Fig. 29. Probability of a correct response prior to the last error as a function of lag. After Bjork (1966).
predicted due to the fact that some items are kept in STS for more than one trial for coding. It hardly seems likely, however, that any item will be kept in STS for 20 trials in an attempt to code it. Considerations of this sort have led a number of workers to consider other sources for the "short-term" effect. One possibility would be that the effect is based in LTS and is due to retroactive interference. A model in which this notion has been formalized was set forth by Restle (1964) and subsequently developed by Greene (1967). For our purposes, Greene's presentation is more appropriate. He proposes that a particular code may be categorized as "good" or "bad." A good code is permanent and will not be interfered with by the other materials presented in the experiment. A bad code will be retrievable from LTS for a time, but will be subject to interference from succeeding items and will eventually be useless. Employing this model, the short-term effects displayed in Fig. 29 are due to those items that were assigned bad codes (i.e., codes that were effective for only a short period of time). The interesting feature of this model is its inclusion of a short-term memory effect based not upon features of STS, but upon processes in LTS.\(^{30}\) One other useful way in which this LTS interference process has been viewed employs Estes' stimulus fluctuation theory (Estes, 1955a, 1955b). In this view, elements of information in LTS sometimes become unavailable; it differs from the above models in that an unavailable element may become available again at a later time. In this sense, fluctuation theory parallels a number of the processes that are expected from search considerations. In any case, the theory has been successfully applied in a variety of situations (Izawa, 1966). There is a great deal more that can be said about paired-associate learning and long-term processes in general, but it is beyond the scope of this paper to enter into these matters. We should like to reemphasize, however, the point that has just been made; namely, that short-term decay effects may arise from processes based in LTS as well as mechanisms in STS; considerable care must be taken in the analysis of each experimental situation in order to make a correct identification of the processes at play.

VI. Concluding Remarks

The first three sections of this paper outlined a fairly comprehensive theoretical framework for memory which emphasized the role of control processes—processes under the voluntary control of the subject such as

\(^{30}\) It is this short-term effect that is probably captured by the intermediate state in various Markov models for paired-associate learning (Atkinson & Crothers, 1964; Bernbach, 1965; Bjork, 1966; Calfee & Atkinson, 1965; Kintsch, 1965, 1967; Young, 1968). Theorists using these models have been somewhat noncommittal regarding the psychological rationale for this intermediate state, but the estimated transition probabilities to and from the state suggest to us that it represents effects taking place in LTS.
rehearsal, coding, and search strategies. It was argued that these control processes are such a pervasive and integral component of human memory that a theory which hopes to achieve any degree of generality must take them into account. Our theoretical system has proved productive of experimental idea. In Sections IV and V a particular realization of the general system involving a rehearsal buffer was applied to data from a variety of experiments. The theoretical predictions were, for the most part, quite accurate, proving satisfactory even when based upon previously estimated parameter values. It was possible to predict data over a range of experimental tasks and a wide variety of independent variables such as stimulus-set size, number of reinforcements, rehearsal procedures, list length, and presentation rate. Perhaps even more impressive are the number of predictions generated by the theory which ran counter to our initial intuitions but were subsequently verified.

It should be emphasized that the specific experimental models we have considered do not represent a general theory of the memory system but rather a subclass of possible models that can be generated by the framework proposed in the first half of the paper. Paired-associate learning, for example, might best be described by models emphasizing control processes other than rehearsal. These models could be formulated in directions suggested by stimulus sampling theory (Estes, 1955a, 1956b, 1968), models stressing cue selection and coding (Greeno, 1967; Recht, 1964), or queuing models (Bower, 1967b).

Finally, it should be noted that most of the ideas in this paper date back many years to an array of investigators: Broadbent (1967, 1958) and Estes (1955a, 1968) in particular have influenced the development of our models. The major contribution of this paper probably lies in the organization of results and the analysis of data; in fact, theoretical research could not have been carried out in the manner reported here as little as 12 years ago. Although conceptually the theory is not very difficult to understand, many of our analyses would have proved too complex to investigate without the use of modern, high-speed computers.
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HUMAN MEMORY AND THE CONCEPT OF REINFORCEMENT

RICHARD C. ATKINSON and THOMAS D. WICKENS
Stanford University

The purpose of this paper is to offer a theory about the role of reinforcement in human learning and to evaluate the theory against data from several different types of experiments. It should be emphasized that this analysis is restricted to human learning. Our discussion of reinforcement will be based on a more general theory of memory (Atkinson and Shiffrin, 1968a) that has been derived primarily from results of verbal-learning experiments. The remarks that we shall make about reinforcement have not been applied outside of this context, and accordingly we
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are unwilling at this time to extrapolate the analysis to animal learning.

In his discussion of the law of effect, Thorndike (1931) proposed two alternative views regarding the nature of reinforcement. One view, which he favored, assumed that the action of a reinforcement produced a direct and automatic strengthening of stimulus-response associations. The other view, which Thorndike considered and rejected, postulated that reinforcement did not affect learning per se, but rather determined the choice of a response once the subject recalled the relevant events that had occurred on preceding trials of the experiment. These two alternative views have been maintained in the literature since that time, and much research has been done in an attempt to determine which is the true state of affairs (for an excellent review of this research see Postman, 1962). This distinction may be useful in a general way to categorize theories of reinforcement, but it is becoming increasingly clear that the set of theories qualifying in each category is so large and variegated that it is not possible to formulate experimental tests which meaningfully differentiate between them. With this reservation in mind, it still seems worth noting that we regard our discussion of reinforcement as most closely allied to the second of the two views. Thus our analysis is in general accord with the theorizing of Tolman (1932) and with the more recent analyses offered by Estes (1969) and by Buchwald (1969).

Our discussion of learning and memory is in terms of information-processing concepts (Broadbent, 1963; Simon and Newell, 1964). Accordingly, we view the processes involved in learning as an exchange and transfer of information between a number of memory storage units. The nature of these transfers and the properties of the storage units will be specified in some detail, but we offer no speculations about their inner structure or possible physiological representations. In our view, learning involves the transfer of information generated by sources both external and internal to the organism into some form of memory store that can hold it until it is needed later. Reinforcement is a modulation of this information flow. A reinforcing event, in this sense, serves two functions: first, to set in motion the processes that cause the transfer to take place, and second, to select what information is to be transferred. When the study of some item occurs in an experiment, information associated with it is coded and transferred to the subject’s memory. In order to produce a response at a later point in time, this information must be retrieved by a process which involves a more or less active search of memory. Thus, the operations involved in a typical learning situation can be divided into two classes, one associated with storage and the other with retrieval of information from memory. In many experiments this distinction is reflected in the study and test phases of a trial. The distinction between storage
and retrieval is fundamental to the system and is reflected in our analysis of reinforcement.

Reinforcement manipulations that affect the storage process are the ones most commonly studied. Indeed, typically when the term reinforcement is used, it refers to operations that cause information about events which have taken place (including, perhaps, the reinforcing event itself) to be stored. To understand how transfer is effected, it is necessary to realize that a reinforcing event plays two separate and distinct roles in determining the storage of information: an informational role and an atten- tional role.

The first concerns the knowledge that is provided by giving feedback to the subject about whether or not his response to a particular stimulus was correct. When a subject is told that his response was, for example, correct, this provides the information that he must store to assure correct performance on subsequent trials. The quality of this feedback can be varied in a number of ways, most obviously by varying the amount of information provided to the subject after an error. The use of a correction procedure, in which the subject is told the response that should have been made after an error, makes more information available than does a partial correction or a noncorrection procedure in which the correct response is not completely specified (Bower, 1962; Keller, Cole, Burke, and Estes, 1965; Millward, 1964). The quality of information provided by the feedback also can be manipulated by introducing a delay between the subject's response and this feedback. Under these conditions, some information about the situation may be lost or confused, so that the feedback information, when presented, is of less value.

The attenational component of reinforcement in the storage process is closely related to conventional ideas of reward. Reinforcement, in this sense, acts to direct the subject's attention to one aspect of the situation and not to others. Thus, when a reward is associated with certain items presented for learning and not with others, more study may be given to the rewarded items and consequently they may be learned more rapidly (Harley, 1965a). Indeed, we postulate that this is the principal role of incentives when presented at the time of study: to cause the subject to attend to certain items or aspects of the situation more intensely than to others.

The storage aspects of reinforcement have received a good deal of study. The same cannot be said about the role of reinforcement in the retrieval of information and the production of a response. Again, we believe that these effects can take at least two forms. On the one hand, when the payoff value associated with a particular item is presented at the time of study, it may become part of the information complex placed in mem-
ory and may even determine where in memory it is stored. If this is the case, storage for an item with a high payoff value, for example, will be different in some way from storage of an item with low payoff. Knowledge given at the time of test regarding the payoff value assigned to the item, therefore, can aid the subject by indicating where in memory to look and hence cause him to set up a more effective search. The other effect that reinforcement may have on retrieval is to dictate the effort and time the subject is willing to spend in searching memory. It often happens that the information necessary to produce a response may be available in memory, but for various reasons cannot be recovered without an extended search. Presumably, when items are presented for test which have been assigned high payoff values, the subject will engage in a more extensive search and hence will be more likely to retrieve the appropriate information. Unfortunately, these two effects are largely speculative and have not been carefully documented experimentally. We have, however, undertaken some preliminary studies, which will be described later, on reinforcement effects during retrieval.

The main body of this paper is divided into two sections. The first develops the theoretical system, and the second deals with applications of the theory to a number of experimental situations. The theoretical section begins with a fairly extensive discussion of the structure of human memory. Although this discussion will not explicitly consider the question of reinforcement, the nature of the reinforcing process is so much determined by how the subject uses his memory that it cannot be analyzed without first considering these more basic processes. As we have noted above, the action of reinforcement may be thought of, in part, as an attentional process. Accordingly, the second step in our analysis specifies more exactly the ways in which attention acts within the framework of the theory. This consideration brings us in turn to a discussion of reinforcement.

In the second section the theory is applied to a number of experiments involving the manipulation of reinforcement variables. The first of these demonstrates the workings of the memory system when items are given varying numbers of reinforcements under different presentation schedules. This example will also illustrate a number of the complexities that can plague an analysis of reinforcement: in particular, the ways in which the short- and long-term properties of memory can lead to apparently contradictory effects. The second application examines delay of reinforcement and illustrates how this variable can have many different effects depending on the precise conditions of learning. The role of feedback in learning will be examined in another way as part of a third experiment, using a concept-identification paradigm. One of the primary purposes of this discussion is to demonstrate that the actual responses made by a
subject frequently fail to provide an adequate indicator of the reinforcing processes involved. The experiment will also show how superficially similar reinforcements can have markedly different effects, depending upon the strategy used by the subject. Finally, the last set of experiments considers the ways in which reward magnitude can lead to selective study of certain items and, in turn, affect both the storage and retrieval of information.

Before starting our discussion, a warning should be added. We view reinforcement as a complex process and one which is derived from other, more fundamental aspects of the learning situation. Because of this fact, the effects of reinforcement are often quite varied, both in their appearance and in the manner by which they are produced. Our discussion, therefore, may well prove unsatisfactory to someone who is looking for a single, unified law to explain all reinforcement phenomena. Such a law, we feel, does not exist.

Theoretical System

The memory system. Although the theory on which our discussion of reinforcement will be based has been described in other papers (Atkinson and Shiffrin, 1965, 1968a:b; Shiffrin and Atkinson, 1969), a brief review will provide a starting point for the work to be presented. This discussion will not present the theory in its full detail. In particular, no attempt will be made to consider all of the possible variants of the memory system, nor will explicit mathematical predictions of the theory be derived. For these matters, and for a description of the evidence which supports this formulation, the reader is referred to the previously cited theoretical papers and to reports of related experimental work (Atkinson, 1969; Atkinson, Brelsford, and Shiffrin, 1967; Brelsford and Atkinson, 1968; Brelsford, Shiffrin, and Atkinson, 1968; Freund, Loftus, and Atkinson, 1969; Phillips, Shiffrin, and Atkinson, 1967; Rundus, 1970; Rundus and Atkinson, 1970; Shiffrin, 1968; Thomson, 1967).

In what follows, the memory system will be assumed to be divided into three components: a sensory register (SR) which receives information from the sense organs; a short-term store (STS) which may temporarily hold information that has been passed to it, either from the SR or from the third component of the system, the long-term store (LTS). The LTS represents permanent memory, and it is only here that information is stored. In this paper the term “information” is used to refer to codes, mnemonics, images, or other material that the subject places in memory and that can help him to generate a response: we will not use the term in its formal information-theoretic sense.
may be retained for an extended period of time. All three of these stores are capable of retaining information received from any of the sense modalities. Since the experiments that will be discussed in this paper have used verbal material exclusively, no attempt will be made to consider memory other than of a linguistic nature. This restriction does not represent a limitation of the theory, since the system can accommodate other sorts of material (see Atkinson and Shiffrin, 1968a, for a more complete discussion).

At the outset, it is important to make a distinction between two aspects of the proposed memory system. On the one hand, there are certain fixed structural features of the system that are invariant and cannot be modified by the subject. On the other hand, the operation of the system is determined by a set of control processes that may change from one point in time to another. Thus, for example, information that is transferred from the SR to LTS must pass through STS since the functional connections between the three states are structural aspects of the system. The way in which STS is used to make this transfer, however, is a control process selected by the subject that can be quite different in nature from one task to the next. In one task the subject may use STS to rehearse several items simultaneously in order to maintain them over a short retention interval, whereas in another task each item may be studied and coded individually in an attempt to form a mental image for long-term storage. We shall return to an example in which different uses of STS are illustrated after a brief description of the components and control processes of the system.

The interconnections between the three stores are illustrated in Fig. 4-1. New information can enter the system only via the SR. In order to be retained, it must be passed from there to STS. It is in this store that most processing of information takes place. The STS, therefore, receives input not only from the SR but also from LTS. Information may be transferred from LTS to STS, for example, during recall, during the formation of associations while coding an item, or during the comparisons of one event with the memory of another. Finally, information which is to be permanently stored in LTS is "copied" into it from STS. Notice that the transfer of information from one store to another is a nondestructive process; that is, the information in the original store is not lost as a result of a transfer per se.

In the case of visual input, the information entered into the SR usually takes the form of a fairly complete image of the observed scene which will decay in a matter of a few hundred milliseconds. The control processes at this level are concerned primarily with the selection of ma-
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*The properties of the SR are best known for visual input: for some information on other modalities, however, see Crowder and Morton, 1969; Hill and Bliss, 1968.
FIGURE 4-1. Structure of the memory system.

terial for transfer to STS. Much more information is present in the SR than it is possible to transfer to STS. For example, partial report studies of visual memory (Sperling, 1960) show that subjects are able to recall correctly one line of a tachistoscopically presented $3 \times 4$ array of letters if they are instructed to remember immediately after presentation. If the recall instruction is delayed by more than a tenth of a second, the number of letters that are correctly recalled drops sharply, indicating that information originally present in the SR was lost before it could be transferred to STS.

Information entered in STS will also decay, but at a slower rate than in the SR. The measurement of this decay is complicated by the fact that the subject is able to retain information in STS almost indefinitely by rehearsal. Experiments (e.g., Peterson and Peterson, 1959) which attempt to prevent rehearsal have generally indicated that, without rehearsal, information in STS decays with a half-life on the order of ten to fifteen
seconds, the exact rate being highly dependent on the interpolated activity (Spring, 1968).

Control processes associated with STS may be grouped into three classes. The first of these classes is associated with the search for information in STS and its retrieval. There is evidence that the storage of information in STS is structured, hence that the use of a particular search strategy may lead to more or less rapid recovery of certain aspects of the data (Murdock, 1967; Sternberg, 1966). These search processes do not play an important role in experiments of the type that we shall be considering in this paper, so will not concern us further.

The second class of control processes in STS is far more important in the typical learning experiment. Processes of this type involve the rehearsal of items in STS in order to circumvent their decay. As long as information is rehearsed in STS it is preserved, but it begins to decay as soon as rehearsal ceases. In order to formalize this rehearsal process, it is assumed that the subject sets up a buffer in STS that can hold a fixed number, \( r \), of items (see Fig. 4-1). This buffer is not a structural feature of the system, but is set up by the subject when required. The size of this buffer, when it exists, will depend both on the nature of the material that is being rehearsed and on the learning strategy that the subject is currently employing. It is not necessary that every item which enters STS be incorporated into the rehearsal buffer. The decision as to whether an item is to be entered into the buffer is another control process and depends on, among other things, the nature of the item and on the current contents of the buffer. Since the buffer is of fixed capacity, when an item is entered another must be deleted. The probability that a particular item in the buffer is forced out depends on such factors as the age of the item, the ease with which it can be rehearsed, and so forth (Brelsford and Atkinson, 1968). Once an item has been deleted from the buffer it undergoes rapid decay in STS.

The third important class of STS control processes are those associated with the transfer of information to LTS. In general, whenever information is in STS, some of it will be transferred to LTS. What is transferred, however, may vary greatly, both in the quantity and the quality of the resultant representation in LTS. If the major portion of the subject's effort is devoted to rehearsal in STS, relatively little information will be transferred to LTS, whereas if he attempts to develop appropriate ways of organizing and encoding the material, a great deal may be transferred. For example, in the learning of paired-associates, long-term performance is greatly improved if the subject searches for some word or phrase that will mediate between the stimulus and the response rather than simply rehearsing the item (Montague, Adams, and Kiess, 1966). Of course, the reduced
rate of transfer to LTS as the result of the generation of a rehearsal buffer is frequently offset by the greater length of time which the information will reside in STS and hence be available for transfer to LTS. The size of the buffer can also affect the rate at which information is transferred in another way. All of the items in STS at any one time are, in a sense, competing for transfer to LTS. Thus, when the buffer is large, the amount of information transferred to LTS about each item is proportionally smaller.

In the view of this theory, information that is stored in LTS is not subject to decay. Information, once stored, remains in LTS indefinitely. This does not imply, however, that this information will always be immediately available for recall. It is essential here to distinguish between the storage of information in LTS and its retrieval. Information which has been stored at one time may fail to be retrieved at a later time either because the strategy which the subject employed to locate the information is inadequate, or because later learning may have resulted in the storage of additional information that was sufficiently similar to that stored about the item in question as to render the original information, when recovered, insufficient for the generation of a correct response. In general, the control processes which are associated with LTS are involved with storage and with the determination of appropriate search routines. These will not be important in the discussion of reinforcement to follow, so the reader is again referred to the papers by Atkinson and Shiffrin (1968a,b) and Shiffrin and Atkinson (1969).

In the remainder of this section, an unpublished study run by Geoffrey Loftus at Stanford University will be described. We have three reasons for presenting this experiment. First, it will illustrate the continuous paired-associate task that has been used in much of the experimental work to be considered later in this paper. Second, it will extend our discussion of the memory system, in particular indicating how it can be given an explicit quantitative formulation. Finally, the experiment will provide an illustration of the way in which control processes in STS are affected by the nature of the task.

In this experiment, subjects were required to keep track of a randomly changing response paired with each of nine different stimuli. To be more specific, the task proceeded as follows: At the start of the experiment each of the nine stimuli (which were the digits 1 through 9) was paired with a randomly selected letter from the alphabet. After these initial presentations the experiment proper began. At the start of each trial a randomly chosen stimulus was presented to the subject, and he was required to make a response indicating which letter had last been paired with it. As soon as the response had been made, the same stimulus was presented for study paired with a new response chosen at random from the twenty-five
letters not just paired with the stimulus. The subject had been instructed to forget the old stimulus-response pairing and to remember only the new one. After a brief study period this pair disappeared and the next trial was started. In this manner three hundred trials could be presented during a session lasting about an hour.

The motivation for Loftus' experiment was to examine how the type of test employed to measure retention would affect the strategy used by the subject to store information. In particular, strategies were to be examined when the subject knew that he was to be tested using a recognition procedure, when he knew that a recall procedure was to be used, and when he had no information about the type of test. There were, thus, three experimental conditions, only one of which was used during a single session: (1) Items were tested by a recognition procedure; that is, at test a stimulus was presented along with a letter that was either the correct response or another randomly chosen from the remainder of the alphabet. The subject made his choice by striking either a key marked "YES" or a key marked "NO" to indicate whether or not he thought that the letter was indeed the one last paired with the stimulus. This condition will be referred to as the recognition condition. (2) Items were tested by a recall procedure; that is, a stimulus was presented alone for test and the subject was instructed to strike a key indicating which of the twenty-six letters of the alphabet he thought was correct. This condition will be referred to as the recall condition. (3) On each trial the choice of whether to use a recognition or a recall test was made randomly with equal probability. The data from this mixed condition must, therefore, be analyzed in two parts, according to which type of retention test was used. Unlike the other two conditions, when subjects were serving in the mixed condition, they were unable to tell at the time of study how that item would be tested.

Eight college students served in this experiment, each running for a total of sixteen daily sessions. In each session one of the three conditions was used. In order to allow subjects to become familiar with the apparatus and with the nature of the test procedures, the first session was run in the mixed condition and the data collected were excluded from analysis. During the remainder of the experiment each subject served in each condition for a total of five sessions. To avoid warmup effects during the later sessions, the first twenty-five trials of each session were also eliminated. The resulting data consists of 1,375 trials for each condition and each subject. The experiment was controlled by a modified PDP-1 computer which was operated on a time-sharing basis to drive eight KSR-33 teletypes, one for each of the subjects. These teletypes were used to present the material and to receive responses. The output from each teletype was masked so that only a single line of typed material was visible to the subject. This allowed
control of the duration of the exposure and prevented the subject from looking back to the results of earlier trials.

Since the stimulus that was presented on a trial was chosen randomly, the number of trials that intervened between the study of a particular stimulus-response pair and its subsequent test was given by a geometric distribution with parameter equal to the reciprocal of the number of stimuli, in this case $1/9$. The data which were collected, therefore, can be summarized by plotting the proportion of correct responses as a function of the number of trials that intervened between study and test. We shall refer to the number of intervening trials as the lag of the test for that item. In Fig. 4-2 the proportion of correct responses at a given lag is plotted for each of the conditions. There are over one thousand observations at lag zero for the recall and recognition groups and about half that many for the two curves from the mixed condition. The number of observations falls with increasing lag according to the geometric distribution mentioned above; thus there were only about two hundred observations for each condition by lag 14. Beyond this lag, therefore, the lag curves begin to show considerable instability and have not been plotted. The recognition data
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**FIGURE 4-2.** Probability of a correct response as a function of the lag between study and test for different retention-test conditions.
may be separated into two subsets, depending upon whether the pair presented to the subject for identification was actually correct or incorrect. In Fig. 4-3 lag curves reflecting this distinction are plotted: The upper curves show the probability of a hit (i.e., of a correct identification of a true pair) while the lower curves show the false alarms (i.e., the incorrect designation of a false pair as correct). These two functions were used in the analysis of the recognition data rather than the probability of a correct response.

The lag curves of Figs. 4-2 and 4-3 show a consistent difference between the mixed condition and the two homogeneous conditions. When serving in the recall condition, subjects were able to perform better than in the mixed condition. On the other hand, a greater proportion of the items were correctly recognized in the mixed condition than in the recognition condition. This result is also apparent in the proportion of hits and, to a lesser extent, of false alarms.

In order to interpret these results in terms of the memory system previously discussed, the assumptions of the theory must be given in a more explicit form (for a more detailed discussion of these assumptions and their implications, see Freund, Loftus, and Atkinson, 1969). The first step
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**FIGURE 4-3.** Probability of a hit and false alarm as a function of the lag between study and test.
is to clarify the conditions under which a new stimulus-response pair will enter a rehearsal buffer in STS. Whenever a stimulus is presented for study, there is a possibility that it will already be in the buffer, although the response that is paired with it will now be incorrect. If this happens, it is assumed that the new pairing invariably replaces the old pairing in the buffer. In the case where the stimulus that is presented for study is not represented in the buffer, we assume that entry is not assured, but takes place with probability \( \alpha \). The value of the parameter \( \alpha \) is not known in advance and will need to be estimated from the data. If the new item enters the buffer, another item must be removed so that the buffer size remains constant at \( r \) items. As mentioned above, the choice of which item to delete from the buffer depends on many factors, but for this analysis it is sufficient to assume that it is random, with each item having the same probability of being knocked out.

The second set of assumptions that are required to make explicit predictions from the theory involves the transfer of information from STS to LTS. Since every item that is presented enters STS (although it does not necessarily enter the buffer), there will be some minimum amount of information about it transferred to LTS. This quantity of information will be denoted by \( \sigma' \). If the item is also included in the buffer, it will reside in STS for a longer period of time, and hence more information about it will be transferred. In particular, it will be assumed that for each trial that passes, an additional amount of information, \( \Theta \), will be transferred.\(^5\) Thus, for an item which enters the buffer and resides in it for \( j \) trials, the amount of information in LTS will be \( \sigma' + j \Theta \). For simplicity we identify the two transfer parameters \( \sigma' \) and \( \Theta \) so that the information transferred will be \( (j + 1) \Theta \).

Information once stored in LTS is postulated to remain there indefinitely. Nevertheless, with the passage of time, other information may also be transferred to LTS which makes the original information less easy to

\(^5\)The model that is represented by this assumption may be contrasted with a "single pulse" model in which rehearsal in STS does not induce additional information to be transferred to LTS, that is, in which \( \Theta = 0 \) but \( \sigma' > 0 \) (Atkinson, Brelsford, and Shiffrin, 1967, Appendix). Evidence for the continual transfer assumption that we have used is provided by a free-recall experiment run by Dewey Rundus at Stanford University (Rundus and Atkinson, 1969). In learning the list of items to be recalled, subjects were instructed to rehearse out loud as the study list was being presented by the experimenter. This rehearsal was tape-recorded, and the set under rehearsal after the presentation of each new item could be precisely determined. Under these conditions the probability of correctly recalling an item when tested was a sharply increasing function of the number of times that it was in the rehearsal buffer: items that were in the buffer for a single time period were correctly recalled only 12 per cent of the time, while items that were rehearsed for nine or more times were almost always given correctly.
retrieve or which renders it ambiguous once retrieved. To quantify this
decrement we assume that retrievable information decreases by a propor-
tion \(1 - \tau\) for every trial which passes after the item has left STS
\((0 < \tau \leq 1)\). In summary, the amount of information which will be re-
trievable from LTS for an item that remained in the buffer for \(j\) trials and
was tested at a lag of \(i\) trials \((i \geq j)\) is \((i + 1) \alpha \tau^j\).

The final class of assumptions specifies the relationship between infor-
mation in LTS and the production of an appropriate response. There
are three cases to consider here, depending on the disposition of the item in
STS. The first of these is the case where the test is at a lag of zero. It is
assumed here that the correct response is always available in STS regard-
less of whether the item was entered into the rehearsal buffer or not. No
error is made. Similarly, when the lag is greater than zero but the item has
been entered into the buffer and is still resident in it, a correct response will
be made with probability one. Only in the third case, when the item is not
in STS and must be retrieved from LTS, is an error possible. The prob-
ability that a correct response is produced here will depend upon the
amount of information transferred to LTS. There are a number of ways
in which this correspondence can be made; in the analysis of the experi-
ment considered here, a postulate based on signal-detection theory was
used. This equated the sensitivity parameter, \(d'\), with the amount of re-
trievable information, i.e.,

\[
d'_{ij} = (j + 1) \alpha \tau^j.
\]

For the recall data, this value can be converted to the probability of an
incorrect response (Elliot, 1964) which we shall denote by \(\eta_{ij}\), For the
recognition data, the results must be analyzed in terms of hits and false
alarms, requiring the introduction of a bias parameter, \(c\), associated with
the subject's tendency to respond "YES."

\[^4\text{In a more precise model of memory the decay of information in STS would be}
\text{represented by the same sort of exponential process that we have used here to
describe the deterioration of information in LTS. This loss of information would be}
\text{through actual decay, however, rather than through problems of retrieval that have}
\text{been postulated for LTS. Formally, parameters \(\theta''\) and \(\tau''\) would be required, the first}
\text{representing the amount of information available in STS at the time when an item}
\text{is knocked out of the buffer, the second representing the rate of decay of this infor-
mation in STS. The amount of information retrievable from both STS and LTS}
\text{would, therefore, be} (\theta' + j \theta) \tau^j + \theta'' \tau^{j-1}. \text{The original amount of information}
\text{in STS would be greater than that in LTS (\(\theta'' > \theta\) or \(\theta'\)), but its rate of decay would}
\text{be more rapid (\(\tau'' > \tau\)) so that the short-term contribution would become negligible}
\text{while the contribution of LTS was still large. For the purposes of the analysis at}
\text{hand, however, we can assume that information in LTS becomes unavailable so}
\text{much more slowly than in STS, that the short-term decay factors may be ignored}
\text{without changing the quality of the predictions.} \]
The final step in the analysis involves the calculation of the actual probabilities of correct or error responses. From the assumptions about the probability that an item enters the buffer and that it is later forced out, we can calculate the probability that an item resides in the buffer for exactly $j$ trials given that it is tested at a lag greater than $j$. This probability will be denoted as $\beta_j$. Since errors may occur only when the item is not in the buffer (i.e., only when it has resided in the buffer for a number of trials less than the lag), the net probability of an error is equal to the probability that an item remains in the buffer $j$ trials multiplied by the probability of an error given this number of trials in the buffer, these terms summed over values of $j$ less than or equal to $i$. Hence, the probability of an error at lag $i$ is

$$P(E_i) = \sum_{j=0}^{i} \beta_j \eta_{ij},$$

where the case of $j = 0$ is used to indicate that the item did not enter the buffer. The derivation of the hit and false-alarm functions follow very much the same pattern.

The predictions of the theory, therefore, depend on the integer-valued parameter $r$ and on the four real-valued parameters $\alpha$, $\theta$, $\tau$, and $c$. In order to estimate these parameters, a minimum chi-square procedure was used. For the recall condition, the observed frequencies of correct responses and of errors were compared to their predicted values with a standard Pearson chi-square. Because the probabilities of correct responses are not independent at different lags, the result of this calculation is not assured of being distributed as a true chi-square. Nevertheless, it should be approximately correct and in any case should be nearly monotone in goodness of fit. The set of parameters that minimize the chi-square will, therefore, be a good estimate of the true parameter values. In order to evaluate approximately how well a particular parameter set fits the data, the resultant "chi-square" can be compared with a true chi-square distribution. For this comparison, each of the fourteen points on the lag curve will contribute a single degree of freedom to the chi-square. Subtracting one degree of freedom for each of the four parameters estimated (performance in the recall conditions does not depend upon $c$) the total number of degrees of freedom is $14 - 4 = 10$. In the case of the recognition condition, the data consist of two functions, the hits and the false alarms. By fitting both of these functions simultaneously, the number of degrees of freedom in the initial sum is doubled. Since in this case five parameters are to be estimated, a total of $2 \times 14 - 5 = 23$ degrees of freedom are available. Finally, for the mixed condition, minimization must be carried out simul-
taneously over the hits and false alarms for the recognition data and the number of correct responses for the recall data. There are, then, thirty-seven degrees of freedom in this chi-square.

TABLE 4-1

ESTIMATES OF MODEL PARAMETERS FOR PAIRED-ASSOCIATE ITEMS TESTED BY A RECOGNITION, A RECALL, OR A MIXED PROCEDURE

<table>
<thead>
<tr>
<th>Experimental condition</th>
<th>Recognition</th>
<th>Mixed</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.79</td>
<td>0.73</td>
<td>0.53</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>0.79</td>
<td>0.52</td>
<td>0.30</td>
</tr>
<tr>
<td>( \tau )</td>
<td>0.95</td>
<td>0.97</td>
<td>0.99</td>
</tr>
<tr>
<td>( c )</td>
<td>0.71</td>
<td>0.62</td>
<td></td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>22.3</td>
<td>29.3</td>
<td>11.3</td>
</tr>
<tr>
<td>( df )</td>
<td>23</td>
<td>37</td>
<td>10</td>
</tr>
</tbody>
</table>

*The parameter \( c \) was not required for this group.

The results of these estimations are shown in Table 4-1. It is first worth noting that the chi-squares are roughly on the same order as the number of degrees of freedom, and so in every case the fit is satisfactory. However, because the assumptions of the Pearson chi-square are not satisfied here, a comparison of the relative goodness of fit between the groups may not be made.

The values taken by the five parameters indicate the nature of the differences between conditions. The changes in all of the parameters are monotonic across the three conditions, with the mixed condition showing estimated parameters between those of the two unixed conditions. The parameter \( c \) is not too useful here since it was estimated for only two of the conditions and since it does not differ much between them. The parameter that changes most dramatically is the size of the buffer, \( r \). This parameter is estimated at 1 for the recognition condition, at 2 for the mixed condition, and at 3 for the recall condition. At the same time the probability that a new item enters the buffer, \( \alpha \), drops from 0.79 in the recognition condition to 0.53 in the recall condition. This difference in parameters implies that in the recognition condition subjects enter most items into the buffer, but hold them there for little more than a single trial, whereas in the recall condition almost half of the items fail to enter the buffer at all, although when they do enter, they tend to stay for a fairly long time. The mean number of trials that an item stays in the buffer, given that
it is entered, is \( t/n \), which is 1.3 trials for the recognition condition and 5.7 trials for the recall condition. At the same time, the amount of information about each item that is transferred into LTS on each trial, indicated by the value of \( t \), is much larger for the recognition condition than for the recall condition.

These results may be interpreted as characterizing two alternative strategies that the subject can adopt to deal with the two testing procedures. When the recognition test is used, the quality of the information required to produce a correct response is fairly low. It would, for example, frequently be sufficient to code the response letter E simply as an early letter in the alphabet or as a vowel. In this condition the parameter estimates suggest that the subject chose to concentrate on each item when it was presented and to transfer as much information about it as possible to LTS. Although the quality of this representation was probably poor and became largely unavailable at long lags (\( t = 0.95 \), but e.g., \( t^* = 0.66 \)), it was frequently sufficient to determine a correct response. On the other hand, the recall condition required much more complete information. Apparently, in this condition the subjects tried to maintain some items in STS for a longer time, at the expense of other items. A strategy similar to that used for the recognition condition apparently transferred so little information to LTS as to be unable to support recall. The strategy employed, therefore, seems to be to use STS as much as possible for information storage (remember that more short lags are present than longer lags), even though this allowed information about each item to accumulate in LTS only slowly (\( t = 0.30 \) compared to 0.79 for the recognition group). In order to do this, some incoming items had to be skipped almost entirely. In the mixed condition, subjects apparently were forced into an intermediate strategy, retaining items in STS for longer than they had in the recognition condition, but not for as long as in the recall condition. It is interesting to note that fewer errors were made on the recognition task in the mixed condition than in the recognition condition. Apparently, the strategy selected for the mixed condition actually was better on recognition tests than the strategy selected when the recognition task only was present. It seems that subjects do not always choose the set of control processes which produce the best performance.\(^{7}\)

\(^{7}\)The interpretation given to the above experiment is based in part on the parameter estimates presented in Table 4-1. It should be noted that the interpretation also depends on a detailed analysis of the sequential properties of the data that have not been described here. The reason is that such analyses are complex and require a lengthy description; further, analyses of this sort will be considered later in treating a similar experiment (pp 88-97).
Attention. It is difficult to consider the concept of reinforcement without at least attempting to relate it to attention. The extent to which a particular event modifies a subject's later behavior is influenced by the attention he gives to that event as much as by any reward or punishment associated with it. Accordingly, before reinforcement is considered, we shall examine the ways in which attentional variables can be incorporated into the framework of our memory system. We assume that attentional variables affect this system in three different ways, associated with the input of information into the SR, STS, and LTS. In the next section, when considering reinforcement, our interpretation of it will be very similar to the third of these attentional processes: that associated with entry of information to LTS.

The first place where attention can affect information transfer is at the very outset, by selecting information for entry into the SR. The processes which determine this selection are, in general, gross behavioral ones, primarily involving the orientation of the subject toward sources of stimulation so that the appropriate sense organs are stimulated. Once the sense organs have been activated, however, we assume that the incident information will be transferred to the SR.

The attentional processes involved in the transfer of this information to STS are more complex. This transfer results in a great reduction in the amount of information that is processed, since only information of importance to the subject is entered into STS. Such information may roughly be grouped into three classes which we associate with three different types of transfer control processes. The first class of information transferred to STS relates directly to the task with which the subject is currently involved. Thus, for example, in reading this text, one more or less automatically transfers information about the next words into STS (note, however, that the eye-movements involved in scanning the page are an attentional process of the first type). To account for this transfer, it will be assumed that the presence of information of a particular sort in STS will induce transfer of any similar information in the SR to take place. It is immaterial whether the control processes involved here are thought of as comparing the contents of the SR to STS, or as reaching out from STS and tracking a particular part of the SR. In any case, these control processes allow the system to track activity in the environment as long as information about it is maintained in STS. The second class of information transferred requires a somewhat more elaborate set of control processes. It is postulated that all information entered into the SR is rapidly analyzed.

---

8 See Guthrie (1959) for an interesting discussion of this point.
and, as part of this analysis, a reference is made to LTS. At this stage, the primary result of this reference is the retrieval of a quantity, the pertinence associated with the information (Norman, 1968). For the purposes of this discussion, the pertinence may be thought of as a scalar quantity, with the property that information which has a high pertinence is likely to be selected for transfer to STS and information which has a low pertinence is likely to be allowed to decay without attention. The value that is taken by the pertinence function will depend on many different variables. The recency of a reference to the information in LTS and the frequency with which the information has been referenced, for example, are two such variables. The reference to LTS and the transfer to STS take place only after the information in the SR has been analyzed at a fairly high level. If anything is entered into STS as a result of these attentional processes, it will be far more complicated than a sensory image and will include some of the information recovered from LTS, for example, its context and several associations to it. The last class of information which may be transferred from the SR to STS concerns sudden changes in the environment. It is postulated that whenever there is a sharp discontinuity in the contents of the SR that is not correlated with an observing response or other subject-induced activity, there is a tendency for the new material in the SR to be transferred to STS. It is worth noting that these three classes of processes are competing with each other for the limited processing capacity available in STS, as well as with information that is being transferred from LTS and information that is being maintained in STS. What actually will be entered depends on the relative demands of all these sources of input, rather than on the magnitude of any one request.

The third place where attention influences the transfer of information is in the link between STS and LTS. It is clear that we remember a great deal about some aspects of the environment and very little about others, even when we have "attended" to all of them. In interpreting such effects it is not necessary to add anything to the collection of control processes that have already been introduced. In the previous section we noted that the transfer to LTS was influenced by any of a number of control processes acting on STS. The number of items in STS, the formation of a rehearsal buffer, or the retrieval of information from LTS to form mnemonics are examples of these processes. We shall not dwell on these attentional processes here, since they will be discussed in the next section.

The concept of reinforcement. In the preceding two sections a theory of memory and attention has been outlined that we believe can account for most of the results from simple verbal-learning experiments. In this section an attempt will be made to discuss reinforcement in the framework of this
system. We do not think that a single formulation can explain the variety of reinforcement effects that have been demonstrated with human subjects. Rather, it appears that the major determinants of learning are the memory and attention processes, and that the concept of reinforcement may best be understood in terms of their action. In several of the applications to be discussed in the second part of this report, results will be presented where the reinforcement effects appear at first glance to be quite complicated. When these effects are analyzed in terms of the theory, however, their basis will be seen to be relatively simple. The memory and attentional processes available to the subject provide bounds, often quite strict, that limit the set of control processes that can be used, and thereby constrain the action of reinforcement.

In many ways our interpretation of reinforcement is quite similar to the ideas of attention that were discussed in the preceding section. Transfer of information to LTS takes place only while that information is resident in STS. Thus, if learning is to take place, the appropriate information must be maintained in STS for some period of time. As indicated before, however, STS is a system of limited capacity, and many potential sources of information are competing for access to it. At the same time that an item is being studied for later recall, processing space in STS is also demanded by incoming stimuli and by other items already in STS. The extent to which information about the item is successfully processed depends on the limitations imposed by the task and on the strategy selected by the subject.

The data collected in an experiment may appear to be unduly complicated for another reason. The system of memory has two distinct ways in which information about an item may be stored. An improvement in performance as a result of a study trial may be brought about either because information is temporarily maintained in STS or because it is permanently stored in LTS. The relative importance of these two stores will depend on many factors, such as the nature of the task, the presence or absence of competing stimulation, and the length of time between study and test. The operation of reinforcement will have an effect on both of these processes; that is, feedback or payoff may lead the subject both to retain information in STS and to try to transfer it efficiently to LTS. Although the term reinforcement typically is used to refer to processes that have an effect on the permanent storage of information, in many experiments these long-term effects can become confused with those due to STS. The long-term and short-term effects may be very different from each other. In the next section, for example, we shall consider an experiment in which the effects of a series of similar stimuli on the storage of information in LTS agree with predictions from classical interference
theory, whereas the effect on the contents of STS is exactly the opposite. The overall behavior is, of course, a mixture of long- and short-term effects and thus, at first analysis, appears to show inconsistencies. In short, we do not feel that it is possible to study reinforcement variables without first making a careful analysis of the role of the two types of memory in the learning situation.

There are actually at least three sets of control processes by which information can be maintained in memory for later use. If the information is to be used immediately and then can be discarded, the subject may choose to simply maintain as much of it as possible in STS via rehearsal without any attempt to transfer it to LTS. With such a strategy the subject will be highly accurate at short lags, but performance will drop rapidly to chance thereafter. The second type of strategy also involves maintenance of information in STS via rehearsal, but this time in lesser quantity so that an attempt can be made to transfer it to LTS. Again, performance will be good at short lags, but now items tested at long delays will not experience as large a drop in performance. Finally, the subject may attempt to code the information and store it in LTS as it comes along without maintaining it in STS for any length of time. This set of control processes usually involves the retrieval of information from LTS to help generate a more robust image for permanent storage, usually by forming associations or by the use of mnemonic devices. The choice of which of these control processes to use is usually not freely available to the subject. The nature of the material that is presented frequently restricts the possibilities or even dictates exactly the method that must be used. The dynamics of the information processing that goes on in the three cases is different, however, and so the effect of an external manipulation will depend on the particular control processes that are used. In a later section on reinforcement magnitude, a case will be seen where a seemingly minor change in the stimuli led to a change in study procedure, which in turn resulted in vastly different reinforcement effects. An analysis of the information-transfer aspects of the situation is necessary before the role of reinforcement can be understood.

In spite of the restrictions that have been set forth in the previous paragraph, we shall now consider a general description of the reinforcement process. This formulation should not be thought of as an exact statement of the action of reinforcement, but as an outline which is frequently modified in its specifics. This description is, basically, an expectancy interpretation of reinforcement, and as such is in the tradition of the ideas set forth by Tolman (1932) and by Brunswik (Tolman and Brunswik, 1935). Essentially, it consists of two components: first, the formation of a prediction (and possibly the production of a response) based on the stimulus input and on correlated information retrieved from memory, and
second, the comparison of this prediction with subsequent events. It is the result of this comparison that determines whether information about the episode will or will not be transferred to LTS.

As noted in the section on attention, the transfer of information about an external event to STS involves more than simply a transfer from the SR to STS. In particular, a reference to LTS is required in order to generate a pertinence measure, and some of the recovered information will be entered into STS along with information from the SR. This information, along with other information that may be retrieved later from LTS, is used by the subject to select a response if one is necessary. In addition, this information allows the subject to generate an expectation or prediction about the events that will follow the stimulus. Any response that is required is based on this prediction, but the prediction usually is more elaborate than may be inferred from the observable response. When the outcome event in question occurs, it is compared with this prediction. The extent to which the outcome fails to agree with the prediction determines the degree and nature of the study the item receives. Usually, large discrepancies between the prediction and the outcome dispose the subject to apply control processes that maintain the relevant information in STS and induce the transfer of information to LTS. The information which is transferred is primarily associated with those components of the prediction that were most deviant from the actual outcome. The result is to reduce the disparity between the outcome and information now stored in LTS, so that if the same stimulus and outcome were to be presented again, the discrepancy would be smaller than the original one.†

This special analysis simplifies considerably the factors that are involved in causing information to be maintained in STS. It is important to realize that STS is a system of limited capacity and that many potential sources of information are competing for access to it. At the same time that a comparison between a prediction and an outcome indicates a discrepancy, the processing capabilities of STS will also be demanded by external inputs and by other information that is already resident in STS. Whether the item in question will actually receive sufficient processing in STS to have an effect on later performance will depend upon the task in progress, the nature of the competing items, and any control processes

†The above hypothesis is similar to several other theories that have been proposed. The notion that the condition under which learning takes place involves a discrepancy between a prediction and an outcome is quite close to the expectancy hypothesis developed by Kamin (1969) and by Rescorla (1969). In the restriction of the stored information to that necessary to eliminate an observed discrepancy, our theory is similar to the discrimination net models of Feigenbaum and Simon (Feigenbaum, 1963) and Hintzman (1968). In this respect it also bears a resemblance to dissonance theory (Festinger, 1957; Lawrence and Festinger, 1962).
which may predispose the system to treat information of one type and not of another. This dynamic aspect of short-term processing is responsible for many of the effects of reinforcement, and we shall return to it in several of the applications that will be considered in the remainder of this paper.

**Experimental Results**

In this section the results of a number of experiments are considered in order to help clarify the role of the various stores and control processes and illustrate how reinforcement variables (e.g., the magnitude of reinforcement, the schedule of reinforcement, or the delay of its presentation) may be interpreted. In the original reports where these experiments were first described, they were given some form of quantitative analysis in terms of the theory. The details of these analyses can be found in the reference articles, so our discussion will be of a more qualitative nature. We hope that this simplification will allow us to consider the problems of reinforcement without becoming involved in questions of mathematical notation and proof.

**Number of reinforcements and their presentation schedule.** The first experiment is a fairly direct application of the theory to paired-associate learning (see Brelsford, Shiffrin, and Atkinson, 1968, for a more complete treatment). It illustrates the way in which a series of reinforcements can act to build up the strength of a representation in LTS through the successive storage of information. Basically, the same continuous paired-associate task that has already been described in connection with the Loftus experiment is employed, although with several modifications. A new set of eight stimuli (random two-digit numbers) were chosen at the start of each session and were used throughout the session. As in the Loftus experiment, the responses were letters of the alphabet. Each trial of the experiment began with the presentation of a stimulus to which the subject had been instructed to respond with the most recently paired letter. This stimulus was chosen randomly from the set of eight stimuli, so the lags between study and test were again distributed geometrically with parameter 1/8. Following his response, the subject was given three seconds to study the stimulus paired with a response. This ended the trial. Unlike the Loftus experiment, the study phase of the trial did not always involve pairing a new response with the stimulus. A stimulus-response pair might be given one, two, three, or four reinforcements, the probabilities of these frequencies being 0.3, 0.2, 0.4, and 0.1 respectively. Thus,
a stimulus selected for two reinforcements would be studied with the same response following the first test, but after the second test a new response would be introduced. This procedure continued for 220 trials per session. Each subject was run for at least ten sessions.

As in the previous experiment, the principal finding can be expressed in the form of lag curves (Fig. 4-4). Separate curves are presented showing the probability of a correct response, depending upon the number of prior reinforcements. Hence, there is a lag curve for stimulus-response pairs tested after one, two, and three reinforcements. By the nature of the presentation schedule, the number of observations at each point declines with increasing lag, and also with increasing number of reinforcements. Since at the time a subject was tested on an item, he had no way of knowing whether that item would be studied again, the first test of every item could be used in plotting the lag curve for one reinforcement. Similarly 70 per cent of the items received two or more reinforcements and therefore contributed to the second lag curve. Only in the case of the fourth reinforcements (which occurred for only 10 per cent of the items) were the frequencies too small to permit stable curves to be plotted. The three curves in Fig. 4-4 show a resemblance in form to the lag curves
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**FIGURE 4-4.** Observed and predicted probabilities of a correct response as a function of lag for items tested following their first, second, or third reinforcement.
obtained in Loftus' experiment. In particular, the curve for one reinforcement is quite similar to the comparable curve for the Loftus recall group. The curves in Fig. 4-4 also indicate that the proportion of errors at a given lag decreased as more reinforcements were given.

In order to account for the effects of multiple reinforcements, only a few minor changes need be made in the model used to analyze Loftus' data. As before, it is assumed that if a stimulus is presented for study paired with a new response and the stimulus is one of the r-items currently in the rehearsal buffer, then the subject will simply replace the old response with the new one. Otherwise, no change is made in the contents of the buffer. The case of an item which is not in the buffer at the time of presentation is somewhat more complicated.10 Whenever the stimulus for such an item is presented for test, the subject must retrieve information from LTS in order to make a response. Again we assume that the amount of available information can be represented as a d' measure for that item. On the basis of this information, the subject generates a response, in this case his prediction about the outcome of the trial. Accordingly, we postulate that whenever the response is correct (indicating a good correspondence between the prediction and the outcome), the item will not receive additional study and hence will not be placed in the buffer. Whenever the correspondence is small (an error is made), the item will enter the buffer with probability \( \alpha \). The probability of failing to enter the buffer, \( 1 - \alpha \), represents the combined effects of the many sources of competition in STS that may take precedence over entry of an item; for example, the presence of a naturally compatible stimulus-response pair or of an easily rehearsable combination of items in the buffer. Once the item has entered the buffer, however, we assume that transfer to LTS takes place in the same manner as discussed before: For every trial in the buffer an amount of information \( \Theta \) is transferred to LTS. Every trial in which the item is absent from STS results in a proportion \( 1 - r \) of the information in LTS becoming unavailable for recovery and response production. Like the recall condition in the previous experiment, the predictions of the theory depend on the four parameters: \( r, \alpha, \Theta \), and \( \tau \). To make these estimations, the same type of pseudo-chi-square procedure employed in the Loftus study was used here, this time simultaneously on all three lag curves and also on the double lag curves presented in Fig. 4-5. From this

10The analysis used here is not quite identical to that used by Brelsford et al. (1968, p. 6), the principal change being in the mathematical form of the response-generation postulate. The quantitative predictions of the two formulations are virtually identical; the one that is presented here is more in line with our current thinking regarding reinforcement. In the version of the theory used by Brelsford et al., the parameters have slightly different meanings, and hence their values cannot be directly compared with those estimated for the Loftus experiment.
minimization, a set of parameters was found which generated the predicted curves shown in Figs. 4-4 and 4-5 and in the subsequent figures. The estimated buffer size was \( r = 3 \).

![Graph showing probability of a correct response as a function of lag \( \sigma \).](image)

**FIGURE 4-5.** Observed and predicted probabilities of a correct response as a function of the spacing between the first and second reinforcement (lag \( \sigma \)) and the lag between the second reinforcement and the final test (lag \( b \)).

The lag curves of Fig. 4-4 give a good idea of the general rate of learning, but they are not the best way to look at the effects of reinforcement. These effects are better examined by looking at sequential properties of the data; that is, at the effects of one reinforcement on a later one. Accordingly, in the next few paragraphs we consider a number of different summaries of the data, and show how they are predicted by the theory.

The first set of results to be examined relates the lag between the first study and test of an item to the performance on the second test. In particular, the presentation of an item with two or more reinforcements can be represented as follows:

```
Some test and first study on new item    lag a    First test and second study    lag b    Second test and some study
```

This describes a new pair that is studied, then first tested at lag \( a \), is studied again, and next tested at lag \( b \). We wish to look at the way in which re-
Results of the second test depend on lag \(a\), with lag \(b\) held roughly constant. Plots of this relation are shown in Fig. 4-5. For lag \(b > 0\) these curves are bow-shaped, with fewer correct responses when lag \(a\) is either small or large. As would be expected from the curves in Fig. 4-4, more errors are made when lag \(b\) is large than when it is small. It is relatively easy to see how these curves are predicted by the model. For small values of lag \(a\), little information will be transferred to \(LTS\) during the interval between trials, so the primary effect of the first reinforcement is to increase the likelihood that the pair is in \(STS\) when the second reinforcement occurs. This will slightly increase the probability of a correct response, particularly at short lag \(b\). For somewhat longer values of lag \(a\), this effect is coupled with the transfer of a considerable amount of information into \(LTS\) before the second study. Thus a facilitative effect of the first reinforcement is expected even when the item has been deleted from the buffer before the second test. Finally, when lag \(a\) is very large, the item will almost certainly have departed from the buffer and much of the information that had been deposited in \(LTS\) will have become unavailable (in this experiment the estimate of \(\tau\) was 0.82, so the retrievable information in \(LTS\) had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first and second reinforcement of a stimulus-response pair was examined. In this paragraph we shall again consider the effects of the lag between two successive reinforcements involving the same stimulus; however, in this case the two presentations represent the last occurrence of one pairing and the first occurrence of a new pairing:
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Here, a stimulus-response pair is given its last study and tested at lag \(a\). A new response is then paired with the stimulus and is given its first test at lag \(b\). The predictions for this case are somewhat surprising and are worth examining closely. If the item is not in the buffer at the end of lag \(a\), it should have no effect on whether the new pairing is studied or not. If the previous stimulus-response pair is in the buffer, however, it should have a facilitative effect on the new learning, since the new item is now guaranteed to enter the buffer. In this case, the probability of a correct response on the new item should be relatively large. Unfortunately, the presence of the pair in the rehearsal buffer is not an observable event, but it is probabilistically related to the occurrence of an error and to lag \(a\).
In particular, if an error was made on the final test of the old item, we know that it was not in the buffer, and therefore predict that the probability of a correct response on the new item, when tested later, will be independent of lag $a$. When a correct response is made on the old item, it may be in the buffer, and furthermore, it is more likely to be in the buffer if lag $a$ is small. In this case, small values of lag $a$ should be associated with fairly large probabilities of a correct response, and these probabilities should fall with increasing lag $a$. Note that this prediction is quite different from what would be predicted by interference theory, since it associates good performance on a transfer task with good performance on original learning.

**FIGURE 4-6.** Observed and predicted probabilities of a correct response on the first test of an item as a function of the lag for the last item using that stimulus (lag $a$).

This prediction, however, seems to be well supported by the data as indicated by the functions plotted in Fig. 4-6. In this figure, unlike Fig. 4-5, the results have been averaged over all values of lag $b$. Three sets of curves have been plotted, depending upon whether the item given on trial $n + a + 1$ received its first, second, or third test. It is interesting to note that the magnitude of the difference between the correct and the error data declines as the number of prior reinforcements increases. This
may be attributed to the fact that the facilitation is purely a result of study in STS, and that this study takes place only when the subject's prediction based on LTS information is incorrect. When several reinforcements have been given, there is a greater likelihood that the item will be correctly recovered from LTS, and hence that no rehearsal in STS will take place. Accordingly, the proportion of correct responses that occur because the item was maintained in STS decreases, and with it the size of the facilitation effect. It should also be noted that the probability of a correct response to the new item, conditional on a correct response to the old one, appears to fall systematically below the prediction when a long lag intervenes between the two study trials. This effect, which is exactly the opposite of the one observed at short lags, is evidence for the activity of more conventional interference processes in LTS. Items that are correctly recalled at long lags are likely to have been recovered from a good representation in LTS. Apparently this strong trace interferes with the establishment of a new trace based on the same stimulus. Additional evidence for these interference effects will be presented in Fig. 4-8.

The last two results to be considered involve the effects of a sequence of similar or dissimilar stimuli and provide further evidence for some of our postulates about study effects in STS. Consider a series of consecutive trials all involving the same stimulus, but in which the response paired with the stimulus on the final study trial is different from that on the immediately preceding trial. The theory predicts that the longer the string of presentations, the more likely it is that the final item when eventually tested will be correctly recalled. This is so because the probability that a pair containing the stimulus is in the rehearsal buffer increases with the sequence of zero-lag presentations. On each successive trial of this sequence, a pair containing the stimulus may be entered into the buffer if it is not already there, and if there are no competing items to force it out. The resulting effect is shown in Fig. 4-7. In this figure the probability of correctly recalling the last item of a series of trials all involving the same stimulus (averaged over all test lags) is plotted as a function of the length of the series. As expected, this is an increasing function, and falls quite close to the predicted function. Note that again this effect is quite the opposite of predictions from a traditional interference theory. Such a theory would predict that the repeated presentations would interfere proactively with the new pair and that this would decrease the probability of responding correctly to the transfer item. It is important to realize that these effects are the result of activity in STS and say nothing about the nature of interference in LTS. Indeed, the long-term effects appear to be the opposite of the short-term effects. Figure 4-8 shows the probability that, on the first trial of a new item, the response that had been correct
FIGURE 4-7. Observed and predicted probabilities of a correct response as a function of the number of consecutive preceding items using the same stimulus.

The probability of intrusion errors is plotted as a function of the lag at which the new item is tested (the three curves depend on the number of times that the previous pairing had been reinforced). Intrusion errors were more frequent when the previous item had been given several reinforcements than when it had received only a single reinforcement. The fact that the response is actually an error indicates

FIGURE 4-8. Probability that the correct response for the preceding item using a given stimulus will be made as an intrusion error to the present item.
that the item was not in the buffer at the time of test, hence that this more
typical proactive effect is associated with long-term storage.

A series of consecutive trials using the same stimulus, as indicated in
the preceding paragraph, tends to cause that stimulus to be entered into
the rehearsal buffer, but will not create any further disruption of other
items in the buffer. On the other hand, a series of items with different
stimuli produces maximum disruption, since each of them will have some
probability of being entered into the buffer. This effect is illustrated by
the way that the items which intervene between study and test of a given
item affect the probability of a correct response. In particular, suppose
that the test of an item following its \( k \)th study occurs at lag \( x \). The case
where all of the \( x \) intervening items involve the same stimulus and the
case where they involve all different stimuli will be examined, with the
prediction that the all-same condition will produce better performance
than the all-different condition. For each of the three values of \( k \), this
prediction is supported (Fig. 4-9).

This experiment has illustrated the way in which the theory can be
applied to show increases in LTS strength as a result of a series of rein-
forcements. It has also shown a simple way in which the correspondence
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**FIGURE 4-9.** Observed and predicted probabilities of a correct re-
sponse as a function of lag for the cases where the intervening stimuli are
all identical or are all different.
between the subject's prediction and the outcome of a trial can determine rehearsal patterns. Finally, by considering the sequential properties presented in the last five figures, evidence has been given which supports our particular two-process formulation of memory.

Delay of reinforcement. The second experiment to be considered examines one of the most confusing issues in the area of human reinforcement: that of its delay. It appears that a delay in the feedback of information about a response can have many different effects. Some studies (Greenspoon and Foreman, 1956; Saltzman, 1951) have indicated that a delay will impair learning, others show no effect (Bilodeau and Ryan, 1960; Bourne, 1966; Hochman and Lipsitt, 1961), and still others appear to show a facilitative effect of delay (Buchwald, 1967, 1969; Kintsch and McCoy, 1964). We shall attempt to show that any of these effects can be accommodated by our analysis and shall discuss an experiment (Atkinson, 1969) in which all of these effects were obtained as the result of several fairly simple manipulations.

The basis of this experiment was a continuous paired-associate task similar to the one just described. The stimuli were randomly generated consonant trigrams and were paired with single-digit responses (digits 2 through 9). Every stimulus-response pair received between three and seven reinforcements, with each pair being equally likely to receive any number of reinforcements within this range. A stimulus was used only once during the course of the experiment; that is, a stimulus trigram would receive several study and test trials with a particular response number, and then would never be used again. The major difference between the presentation schedule in this experiment and those discussed earlier concerned the lag structure. Sixteen different stimuli were active at any time. The stimulus that was presented, however, was not chosen at random from this set, but only from the six stimuli that had not been presented on the previous ten trials. Thus, the minimum possible test lag was ten and the mean lag was fifteen items.

The manipulation in this experiment involved assigning each stimulus-response pair to one of fourteen conditions. This assignment was made randomly for each pair, but was the same for all reinforcements of that pair. All conditions were run simultaneously; that is, the set of items that were active at any time included 'ones assigned to many different conditions. The fourteen conditions resulted from combinations of three independent variables affecting reinforcement: (1) The first of these variables was the delay itself. The presentation of the stimulus was terminated by the response, then the feedback (reinforcement) appeared, either immediately or following a delay of three, six, or twelve seconds. (2) During
this delay, the subject was either allowed to do as he pleased or was instructed to count backwards from a randomly selected three-digit number. These conditions will be referred to as the no-count and the count conditions. (3) The feedback consisted either of the correct digit response presented alone or of both the stimulus trigram and the correct response. These conditions will be referred to as the feedback-only and the stimulus-plus-feedback conditions. In either case the duration of the reinforcement was four seconds. When the delay is zero, the count and no-count conditions are the same, hence only fourteen conditions are possible, instead of the $4 \times 2 \times 2 = 16$ conditions which might be expected.

The primary dependent variable considered in the experiment was the proportion of correct responses averaged over trials 2 through 7 (the initial trial, of course, was a random guess and has not been included in the average). In Fig. 4-10 this proportion is plotted as a function of the delay for the various reinforcement conditions. This figure shows all three of the trends which were mentioned above: the count, feedback-only condition shows a drop in the mean proportion correct as a function of delay;
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**FIGURE 4-10.** Observed and predicted probabilities of correct responses as a function of delay for two types of feedback and two types of delay activity.
the count, stimulus-plus-feedback condition shows no effect of delay; while both of the no-count conditions show an improvement with delay.

In interpreting the effects of reinforcement delay here, it is important to realize that the roles of rehearsal and of LTS are quite different in this task than they were in the two previous experiments. The presentation schedule was constructed so that there was always a substantial lag between successive appearances of an item. Because of this it was not practical for the subject to use a rehearsal buffer to maintain information until a response was required — too many of the items which intervened between study and test would have had to be ignored altogether. Instead, subjects were forced to rely primarily on LTS as a source of information storage. In such a case, subjects usually do not form a rehearsal buffer, but instead try to code each item as it is presented, and then turn their attention to the next item when it appears. The use of unique and relatively unfamiliar stimuli for each pair also increased the likelihood that this coding scheme was used.

The results of the count conditions are now fairly simple to interpret. The counting procedure had the effect of preventing rehearsal of information in STS; in particular, the subject could not readily remember the stimulus that was presented throughout the course of the delay period. Thus, in the feedback-only condition, the subject would frequently be unable to remember the stimulus by the time feedback was presented and would, therefore, be unable to associate the stimulus-response pair. In such a case, the probability of a correct response would drop toward chance as the likelihood increased that the stimulus could not be remembered; that is, as the delay interval increased. In the stimulus-plus-feedback condition, forgetting the stimulus during the delay period should have no effect since both members of the pair would always be available at the time of study. The counting task would, however, prevent any other processing from occurring during this interval, so the delay would be expected to have no effect at all.

In the no-count conditions the subject should have no problem in retaining the stimulus in STS during the delay interval; consequently, there should be no differences between the stimulus-plus-feedback and the feedback-only conditions. In fact, the delay interval can be spent in processing information in such a way as to make later LTS storage easier and more efficient. There are several ways in which this can be done; for example, the subject may engage in some sort of pre-processing of the stimulus, such as generating images or mnemonic codes which will aid in efficient storage once feedback is provided. Furthermore, after several reinforcements have been presented, the subject may be able to recover the response from LTS and recognize it as the correct one before the
feedback is presented. He can then use the delay interval to further study the item. Either of these two processes can generate the increasing delay function that was observed.

Atkinson (1969) has described the amount of information which was transmitted to LTS by each reinforcement by an increasing exponential function for the no-count conditions and by a decreasing exponential function for the count conditions. These functions have been used to generate the predictions shown in Fig. 4-10. Although the sort of sequential investigations illustrated by Figs. 4-6 through 4-9 have not been made, the overall accuracy of these predictions support the interpretation.

The above analysis was able to accommodate effects that at first appeared to be inconsistent into a fairly simple framework by focusing attention on the informative value of the reinforcement, rather than treating it as a simple event. A similar, if not identical, analysis, we feel, will be able to reconcile the discrepant results that have been found for the effects of delay of reinforcement by other workers. It is experimental results of this sort that make a particularly strong case for our contention that factors involved in learning and memory are fundamental in determining the phenomena of reinforcement rather than the other way around.

Concept identification. In the following section, the theory will be applied to a concept-identification paradigm in which the effects of reinforcing events are quite different from those that have been discussed so far. The concept-identification task requires the subject to observe a series of stimuli and to classify them, one by one, into a fixed set of categories. Following each response, the subject is told the correct classification of the stimulus, and it is this feedback that gives rise to learning. The concept-identification procedure differs from the paired-associate procedure in that the classification depends systematically on some property (or properties) of the stimuli. This means that once the subject has solved the problem and has learned the rule by which stimuli are classified, he will be able to classify a novel stimulus correctly. There are, of course, an infinitely large number of possible stimulus properties and rules that can be used to partition the stimuli. In the experiment to be discussed below, we shall treat only a very few of these possibilities, those where the stimuli are composed of orthogonal binary dimensions and where the classification rule depends on only one of these dimensions. The procedure for the experiment that will be discussed (for a complete treatment see Wickens, 1969) will show these restrictions more clearly.

Subjects were seated before a teletype keyboard and saw stimuli projected on a screen in front of them. These stimuli were pictures which were constructed to vary along twelve different dimensions. Each of these
dimensions, or attributes, of the pictures could take on either of two different values, only one value in each picture. One set of stimuli, for example, consisted of line drawings of houses in which the dimensions were represented by one or two windows, by a chimney on the left or on the right, and by ten other distinctions. From the twelve attributes a total of $2^{12} = 4,096$ distinct stimuli could be constructed. The rules used to determine the correct classifications were based on exactly one of these attributes; all stimuli for which that attribute took one value falling into one of two categories, all stimuli for which it took the other value falling into the other category. As each stimulus was presented, the subject indicated his choice of category by pressing the zero or the one key on the keyboard and was informed of the correct alternative by indicator lights mounted above the keyboard. A series of such trials was presented to the subject, the series continuing without interruption for the duration of a session. Whenever the subject had correctly identified the relevant attribute, as indicated by a string of twelve consecutive correct responses, he was signaled that the current problem was complete and was immediately started on a new problem, using a rule based on one of the eleven attributes that had not just been used. Subjects were run for two hours per day for five days. The number of problems solved by a subject during the experiment ranged from 53 to 115. During the first 25 problems or so, subjects showed improvement. After this point, however, the number of trials to solution remained approximately constant. The analysis to be discussed below is based on this stable, asymptotic data only.

The analysis that will be made of concept-identification is based upon the general idea of hypothesis testing (Bower and Trabasso, 1964; Restle, 1962). We assume that the subject solves concept problems by formulating hypotheses about the rule that determines the classification, then observing the sequence of classified stimuli to see whether the hypothesized rule is supported or not. A rule which is consistent with the true classification will enable the subject to respond correctly and thereby to solve the problem, whereas a rule that is inconsistent will cause errors to be made. When an inconsistency appears, the subject will abandon the rule under test and select a new one. It is apparent that this sort of solution is composed of two different processes: the selection of rules and their test. This dichotomy will represent an important part of our analysis of the role of reinforcement in concept identification.

We assume that initially there is a set of hypotheses which the subject considers to be potential solutions to the problem and which he wishes to test. The size of this pool depends on the nature of the task and on the subject's familiarity with it. In his first attempt to solve a concept-identification problem, a subject may have a large set of hypotheses which
he views as possible, many of which hypotheses are quite complicated and cannot be the true solution to the problem. In the case of the experiment mentioned above, in which considerable practice was given and the subject was adapted to the task, the set of hypotheses may reasonably be identified with the set of attributes of the stimuli. In the following discussion, we shall speak of sampling attributes, indicating the specific nature of this experiment. One may, however, think of this as sampling from a pool of much more general hypotheses.

When solving a concept-identification problem, it is assumed that the subject starts by choosing a sample of $r$ attributes from the total set and maintains them in STS by rehearsal. The matching of the values taken by these attributes to the two response alternatives is assumed to show local consistency (Gregg and Simon, 1967); that is, the assignment is made in such a way as to be consistent with the outcome of the last trial that has taken place. By comparing this assignment to the values that these attributes take in a new stimulus, the subject makes several predictions regarding the outcome of the new trial. Each of these predictions is based on one attribute in the sample: If the value of this attribute is the same as the value it took in the previous stimulus, then the same classification is predicted; if the value is different, then the classification is predicted to change. If more than two attributes are sampled, it is possible that the set of predictions may have internal inconsistencies, since each attribute may be varied independently of the others. The subject's classification response is generated from these predictions in some manner or other. The actual method of generation is not crucial to our analysis: He may choose a prediction at random, may select the response indicated by the largest number of predictions, or may use any of several other strategies.

The outcome of the trial provides confirmation of some of these predictions and disconfirmation of others, implying that those attributes on which incorrect predictions were based are no longer tenable candidates for the solution. Accordingly, these attributes are dropped from the rehearsal buffer. On the following trials, this process is continued, either until the buffer is emptied or until the problem is solved, in the sense that only one attribute is being considered and this is the correct one. If the buffer is emptied, the subject is forced to draw a new sample of attributes for testing. Here, for the first time, LTS becomes important. While the first set of attributes was being tested, information about them was being transferred to LTS. Now, when resampling is taking place, this information in LTS may allow the subject to avoid resampling those attributes which have already been tested and rejected. Resampling of an attribute that has already been tested may take place, but only when
information about that attribute cannot be recovered from LTS, either because only a small amount of information was originally transferred or because of a failure of the search process. As more and more samples are drawn, there will be a greater and greater likelihood that the correct attribute will be selected and the problem solved.

The formulation of concept-identification learning given here is similar to a number of those that have been discussed in the literature, although it is not identical to any of them. In addition to the reference mentioned above, Trabasso and Bower have presented models in which questions of the delay of resampling (Trabasso and Bower, 1966) and the size of the test sample (Trabasso and Bower, 1968) have been discussed, while Gregg and Simon (1967) have considered a series of models which make a number of different assumptions about the selection of new hypotheses for test. All of these models, however, are different from our model in one critical respect, for they assume that the occurrence of an incorrect response causes the whole sample to be eliminated and redrawn. In contrast to this assumption, our theory makes a clear distinction between the effects of information feedback and the effects of reward. The important variable in determining what learning takes place is not whether the overt response was correct or in error, but rather the way in which the various predictions about the attributes were confirmed or disconfirmed. Since the subject can make a response that is not consistent with some of his predictions, it is possible for these predictions to be disconfirmed, and therefore rejected, at the same time that the response is correct. Only in the case where the buffer size is one (i.e., only a single attribute is under test) will the reward and information feedback aspects of the reinforcement be equivalent.

The fact that resampling does not take place on every error is central to our analysis of the role of reinforcement in this situation. It is relatively easy to demonstrate that this cannot occur as frequently as do errors. If resampling is postulated to take place after every error, the rate of learning for problems based on a particular attribute is independent of the value of \( r \) and can be represented by the probability that no more errors follow a given error; that is, by the probability that the correct attribute is both selected for rehearsal and is used as the basis for response generation. This solution probability can be estimated from the number of errors required to solve the problem. If \( m_i \) is the mean number of errors to solve problems based on the \( i \)th attribute, then the solution probability for that attribute, \( c_i \), can be estimated as follows (Restle, 1962):

\[
\hat{c}_i = \frac{1}{m_i + 1}
\]
The $c_i$'s should form a probability distribution over the set of attributes. Using data from repeated problems for a typical subject, Wickens (1969) was able to determine $\hat{\xi}$ for all twelve attributes in the stimulus. These estimates summed to 1.8, which was significantly larger than the maximum value of 1.0 that would be permitted for a true probability distribution. The conclusion must be that the subject was learning more rapidly than could be accounted for by a process that depended only on whether the response was correct or not. Subjects must have used rehearsal buffers with sizes that were greater than one and must have depended on outcome information to adjust the contents of STS.

In his treatment of the data from this experiment, Wickens used a somewhat simplified version of the LTS postulate put forward in the preceding paragraphs; indeed, he did not separate his analysis into short- and long-term components as we have done. He assumed that all items contained in a particular sample were unavailable to the next $\ell$ samples, where $\ell = 0, 1, 2, \ldots$, and that this value of $\ell$ was constant for all attributes.\footnote{The model that we have proposed above would predict that items from the same sample could remain unavailable for different lengths of time, and that these periods should depend upon the number of trials that the attributes resided in the rehearsal buffer.} Using these assumptions, he was able to derive the distribution of the trial of last error and of the total number of errors, parametrized by combinations of $r$ and $\ell$. Figure 4-11 presents predictions for the mean trial of last error and compares them with the observed mean trial of last error for each of the forty-five subjects who served in the
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**Figure 4-11.** Frequency distribution of the mean trial of last error for individual subjects on a simple 12-dimensional concept-identification problem. Upper axes show theoretical predictions for four buffer sizes ($r = 1, 2, 3, 4$) and an appropriate range of delays in sampling replacement.
experiment. The observed means are plotted as a histogram at the bottom of the figure, while the predictions are plotted along four short axes; a separate axis for \( r = 1, 2, 3, \) or 4. Points along these axes indicate values of \( \ell \). For example, there were three subjects whose mean trial of last error over all problems fell between 9.5 and 10.0. Mean trials of last error in this range are predicted by strategies in which \( r = 4 \) and \( \ell = 0 \), in which \( r = 3 \) and \( \ell = 1 \), or, to reasonable accuracy, in which \( r = 2 \) and \( \ell = 4 \). None of the strategies with \( r = 1 \) would be satisfactory for these subjects since, even with perfect long-term retention (\( \ell = 11 \)), a mean trial of last error smaller than about 12 would be extremely unlikely. It is apparent from Fig. 4-11 that there is a very large spread in the observed data and that no single set of parameters can adequately account for all of the subjects. It is clear, however, that subjects with low values for the mean trial of last error were using strategies which required an \( r \) of at least 3 or 4 and which made significant use of LTS. The presence of these subjects who used rehearsal buffers of larger than a single attribute is again evidence for our contention that it is the confirmation of predictions about the attributes rather than the reward of a response that dictates the course of learning.

**Magnitude of reward.** The amount of reward associated with a correct response or the punishment associated with an error are variables that have not received a great deal of systematic consideration in human learning. In general, the studies that have examined amount of reinforcement have varied the degree of information feedback made available to the subject after his response (e.g., Keller, Cole, Burke, and Estes, 1965) or the amount of time that he is given to study the item (e.g., Keller, Thomson, Tweedy, and Atkinson, 1967). When reward magnitude has been considered, however, the extent of its effects seem to depend upon whether reward conditions have been compared between or within subjects. Several experiments by Harley (1965a,b) illustrate this clearly. He ran subjects in a paired-associate experiment using an anticipation procedure to learn CVC pairs. Incentive was provided for some pairs by telling the subject that he would receive twenty-five cents for each one that he correctly anticipated on a later trial. In one experiment (1965b), Harley tested for the effects of this reward in an absolute manner by comparing two groups of subjects: One group received twenty-five cents for every correct anticipation, whereas the other group received no rewards at all. The rate of learning for these two groups was virtually identical (see Fig. 4-12). When both reward values were used simultaneously with the same subject, half of the pairs receiving a reward and half not, the rewarded items were correct significantly more often (Harley, 1965a). As Fig. 4-12
indicates, this effect appears to take the form of an improvement in performance on the rewarded items and a decrement in performance on the unrewarded items when compared to either of the absolute groups. This interpretation is placed in some doubt by a later experiment (Harley, 1968) which suggests that the reward effect should be attributed primarily to poorer performance on the low-incentive items rather than to an improvement on the high-incentive items. In any case, these experiments indicate that the relative reward was the important variable, not the absolute magnitude of the reward.

In the system of reinforcement considered here, the reward associated with an item can influence performance only by altering the way in which information about the item is processed in STS. With this view, it is relatively easy to see why absolute rewards may not be important. The subject
in a typical verbal-learning experiment is usually motivated to perform well, even in the absence of monetary incentive. The way in which information is processed in STS will be determined primarily by the nature of the test material and by the structure of the experiment. A difference in the absolute reward level will not make very much change in this scheme. When items with different reward values are presented, however, they may receive different treatments within the same general scheme. In particular, for tasks in which a rehearsal buffer is set up, the effects of differential rewards will be reflected in the relative probabilities of entering an item into the buffer or of deleting it once entered. Thus, high-reward items would be more likely to receive study than low-reward items, and so would be learned better. When only a single level of reinforcement is present, however, all items are equally likely to receive study, regardless of the level of reinforcement. The overall rate of learning in either case will be determined by the nature of the material to be learned and will not depend on the reward.

We have said that the effects of reward are determined by differences in the processing of high- and low-value items in STS. If this is the case, the nature of the reward effect should be influenced by the presence or absence of a rehearsal buffer. When a buffer is used, differential processing of high- and low-value items can occur easily, since high-point items may be entered into the buffer with a higher probability than low-point items, while low-point items (if recalled as such) may be more likely to be deleted from the buffer. On the other hand, if a coding strategy (similar to the one induced in the delay of reinforcement study) is used, each item will be studied as it is presented and there will be relatively little opportunity for an effect of reward magnitude to appear. Fortunately it is possible to predispose the subject to use either a rehearsal or a coding strategy by a fairly simple experimental manipulation. This effect has been demonstrated clearly in an experiment by Atkinson, Brelsford, and Shiffrin (1967) using two groups of subjects in a continuous paired-associate task in which number-letter pairs were given single reinforcements. In one group a fixed set of stimuli was used, pairing new responses with each stimulus throughout the course of a session. In the second group each stimulus was used only for a single pair, then retired (these two presentation procedures will be discussed more fully in the next paragraph). For the first group, clearly separate lag curves were obtained by varying the number of pairs that the subject was required to keep track of at any point in time; for the second group there was no effect of this manipulation on the lag curves. This difference is readily explained by assuming that subjects in the first group set up a rehearsal buffer, while subjects in the
second group attempted to code each item during the interval before the presentation of the next pair.\textsuperscript{17}

An experiment which looks at reward effects while manipulating the stimuli in this way has been conducted by Kirk Gibson at Stanford University. The paradigm of this experiment was, in general, similar to those that we have already analyzed. Subjects were seated at teletypes and were presented with a series of pairs to be learned. The stimuli were CVC tri-grams and the responses were the letters of the alphabet. Each pair received only a single study and a single test. Two groups of subjects were run: In the \textit{fixed-stimulus} condition a set of nine stimuli were selected at random at the start of each session and were used throughout that session. After each test in this condition, the same stimulus was presented for study paired with a new response. The second group of subjects was run in a \textit{variable-stimulus} condition. In this condition, the item just tested was permanently discarded and a new stimulus-response pair was presented during the study phase of the trial. As in the fixed group, however, the subject was trying to keep track of only nine stimulus-response pairs at any given point in time. The same random presentation schedule employed in most of the other experiments was used, so that the test lags were distributed geometrically beginning with lag zero.

The second aspect of the experiment concerned the reward values assigned to the pairs. As each new item was presented for study, a value of either 11, 22, or 99 points was randomly assigned to it (i.e., each of these three values was equally likely to appear). The values were assigned independently for each item; in particular, a stimulus in the fixed group could receive different reward values when paired with different responses. The subject was told that if he correctly recalled an item, its points would be credited to his score for the session. At the time of test, the subject was not shown the point value associated with the item. Indeed, subjects were given no immediate feedback on their accumulation of points, although at the start of each session they were informed what percentage of the total possible points had been obtained during the previous session. The subjects were paid for participation in the experiment in proportion to this percentage.

The results of this experiment are shown in the form of lag curves in Figs. 4-13 and 4-14. For the fixed-stimulus group (Fig. 4-13) there was

\textsuperscript{17}In their original paper Atkinson et al. (1967, p. 295) interpreted the difference in the two conditions by assuming that, for the second group, items were maintained in the buffer even after they had been tested. In light of later evidence, it now appears that this explanation is unrealistic and that the results may be more reasonably explained, as we have done, by the failure to form a buffer.
a marked difference between performance on the 99-point items and on the other two types of items, although there was not a statistically significant difference between the 22- and the 11-point items. In contrast to these results there were no differences among the payoff conditions for the variable-stimulus procedure (Fig. 4-14). Apparently, varying the stimuli was sufficient to eliminate the basis for any reward effect.

The results of this experiment are in accord with our view of learning and reward. As indicated by subject reports at the conclusion of the experiment, the variable-stimulus pairs (a unique stimulus trigram and response letter) were fairly easy to code on an item-by-item basis. For this material, however, the subject experienced difficulty if he tried to maintain several items simultaneously in STS via rehearsal. Since it was much easier for the subject to code the items than to maintain a rehearsal buffer, he tended to study each item when it was presented and then turn his attention to the next item. Using this strategy, every item will be studied and the point
values will not play an important role in the amount of information transferred to LTS. Consequently, little or no effect of reward value should be observed, as indeed was the case for the variable-stimulus procedure.

On the other hand, for the fixed-stimulus procedure, the set of stimuli quickly became very familiar, and subjects reported that it was easy to set up a rehearsal buffer of three to five items. Coding, however, was much more difficult for this procedure, since it is almost impossible to generate noncompeting codes for the same trigram paired with many different letters during the course of a session. For this group, then, several items will be maintained in STS at any given time, and it will be easy to give preferential study to an item in the buffer by ignoring another item just presented. Similarly, a high-point item will almost always be entered into the buffer at the expense of some item that is already there. Thus the reward values will determine which items are studied and for how long they are maintained. Accordingly, a reward effect is predicted for the fixed-stimulus procedure, as was observed.
We do not want to argue from these results that a reinforcement effect cannot be obtained using the variable-stimulus procedure. If sufficiently large rewards are offered for correct responses to certain items, then there is no doubt that they will receive additional study, probably both by rehearsal and by coding. The point that we feel is important here is that with the particular payoff levels used in the study, a marked difference in reinforcing effects appeared between the fixed- and variable-stimulus procedures, two procedures which in a logical sense place identical demands on a subject. Although both procedures require the subject to keep track of the same number of stimulus-response pairs at any given point in time, the particular nature of the stimulus material caused different methods of study to be used, and in turn made reinforcement effects evident in one case and not in the other. This is another example where a given reinforcing operation can lead to markedly different effects depending on the particular information-processing requirements of the learning task.

One interesting feature of the experiment is the high accuracy of recall obtained for the variable-stimulus condition. Although there was no effect of the reward, the overall proportion of correct responses is approximately at the same level as the 99-point items for the fixed-stimulus group. This presumably reflects the fact that stimulus-response pairs in the variable-stimulus condition are less subject to interference from other pairs than in the fixed-stimulus condition. Further studies are currently in progress to investigate the exact form of the STS structure that is set up for the two conditions.

It is not possible to make a direct comparison of rewarded and unrewarded performance within this study. Some sort of comparison can be made, however, between another of Gibson's groups and a group from the experiment by Loftus reported in the first part of this paper. The group in question used a fixed-stimulus procedure, but with the digits 1 through 9 as stimuli instead of trigrams. This procedure is exactly the same as the recall-alone condition of the Loftus study, except for the presence of rewards. If these rewards are neglected, performance in the two experiments is almost exactly the same; if the three reward values are combined, the mean lag curve is indistinguishable from that observed by Loftus. The unrewarded responses of the recall-alone condition fall roughly between the items which had been given high and low incentives (see Fig. 4-15). In this figure the 11- and the 22-point items have been combined, hence each data point in this curve includes approximately twice the number of observations as the corresponding point in the high-reward curve (this means that the average of the two curves does not lie midway between them; in fact it falls almost exactly on the curve for the recall-alone group). While hardly conclusive, this comparison again suggests that the
FIGURE 4-15. Probability of a correct response as a function of lag for items receiving different amounts of reward. The stimuli were a fixed set of numbers. The recall-alone condition, which received no reward, has been replotted from Fig. 4-2.

99-point items have been given additional study at the expense of the low-point items.

Effects of reinforcement on retrieval. Throughout this paper, a distinction has been made between storage and retrieval processes in learning. As noted in the introduction, this distinction is also relevant to an analysis of reinforcement. The applications considered so far have been primarily concerned with how reinforcement influences the study of items, hence the storage of information. The reason for not turning sooner to retrieval aspects of reinforcement is that there are few experiments dealing specifically with this topic (Wasserman, Weiner, and Houston, 1968; Weiner, 1966).

In an attempt to remedy this state of affairs, we have initiated some experiments in which the reward associated with paired-associates has been manipulated both at the time the item is first studied and later at test.
None of these experiments is yet complete, but we want to present some pilot data from an experiment by Geoffrey Loftus which illustrate some effects of interest. This experiment employed a continuous memory task that was almost identical to the fixed-stimulus procedure described in the section on reward magnitude. The stimuli were the digits from 1 to 9, and the responses were letters of the alphabet. Each new stimulus-response item was assigned a value of either 11, 22, or 99 points. When an item was presented for study, however, its point value was not always displayed. For about half of the items, no information about the reward was given at this time: the subject was instructed that the items for which no point values appeared had, nevertheless, been assigned one of the three values at random by the computer controlling the experiment; and that these values would count in his total score for the session. Similarly, when the items were tested, their reward value might or might not be displayed. Again, the reward value was presented on about half of the tests. The presentation of the reward value at test was independent of whether the reward had been presented during study; thus the subjects might receive information about the rewards assigned to a particular item at the time of study, at the time of test, at both times, or at neither time. If a reward value was presented at study and test, then the same value appeared both times.

Some preliminary results from this study are presented in Fig. 4-16. The graph gives the proportion of items correctly recalled, averaged over all test lags, as a function of the presentation schedule and reward value. The mean latencies of correct and error responses are also shown. As in Gibson's experiment, there was very little difference between the 11- and 22-point items, so these have been grouped together as low-value items. The two points on the left of the graph are for the conditions in which the subject was informed during study that he was being shown a high (i.e., 99) point item. One of the observations (HH) shows the results when the reward information was also presented at test, the other (H-) when it was not. Similarly, the three middle points (-H, --, -L) are associated with conditions in which no reward was presented at the time of study, while the two right-most points (L-, LL-) give results for items studied with a low-point value (11 or 22). Although all test lags have been combined in this figure, the general form of the results appears to be the same at both short and long lags.

The major effects in Fig. 16 are due to the reward values displayed during study. Items that were assigned 99 points at study had a higher probability of being recalled than items for which no reward value was assigned. These items were, in turn, better remembered than the low-point items. The explanation that we offered for Gibson's data in the previous section is consistent with these findings if items with an unspecified reward
FIGURE 4-16. Probability of a correct response and latency of correct and error responses as a function of reward information given at study and test. The first letter in the condition label designates reward at study, the second designates reward at test; H indicates 99-point reward, L indicates 11- or 22-point reward, — indicates that no reward information was given.

are assumed to receive a level of study intermediate between that given to high- and low-point items.

In the introduction, two ways were mentioned by which reinforcement could aid retrieval. The first of these suggested that the reward value associated with an item might act as a cue to facilitate the retrieval of information from LTS. These preliminary data provide little support for this hypothesis, for there is no indication that items for which the reward value was presented on both study and test are better recovered than those that received reward only at the time of study. This result indicates that in this experiment the reward had negligible cue value. The second potential effect of reward on retrieval receives more support; namely, that a subject
would be willing to spend more time in attempting to retrieve items that had been assigned a high value than items that had been assigned low values. This effect is quite clearly shown in the latency of incorrect responses, particularly for the conditions in which the reward value had not been identified during study (i.e., conditions -H, -L, and -L). The latency of errors shows the same effect for the two conditions where point values were presented during study, although not to as marked an extent. Curiously, this effect is totally lacking in both the latency and probability of a correct response. These results suggest that either the subject was able to retrieve an item without much difficulty (with a latency of about three seconds), or else no recovery was possible. When an item could not be recovered, the additional search time spent on items with large reward values was not of much help. There was no limit on the time that was available to make a response, so the failure to retrieve cannot be attributed to a premature termination of the trial.

These results must be regarded with some caution. The amount of data represented is not great, and it is likely that the specific characteristics of the task are not optimum for demonstrating retrieval effects. The fixed-number procedure that was used is one which almost invariably leads the subject to set up a rehearsal buffer. Indeed, several of the subjects reported being able to successfully set up a nine-item buffer by visualizing the responses arrayed in a 3 × 3 matrix! The process of retrieving items from the buffer is a fairly simple one and invariably will lead to a correct response. Items that are recovered in this manner will not contribute to any effects of reinforcement on the recovery of the item. We would expect that more substantial effects will be observed in a task in which the subject is forced to put greater reliance on LTS. Nevertheless, an effect of reinforcement on retrieval time was clearly evident in this study, showing, as expected, an incentive effect. This effect would not be predicted from a theory that assigned to reinforcement only the role of strengthening connections; it is, however, consistent with the view that reinforcement acts to direct attention and to control information flow.\footnote{A replication of this experiment (Loftus and Wickens, 1970), using a slightly modified procedure, demonstrated effects of study and test cueing of incentive on both the probability of a correct response and on response latency. These results are in agreement with the analysis presented here.}

Conclusion

In this paper we have attempted to present a theoretical framework within which to view the phenomena of reinforcement. Basically, the
framework involves an account of learning and attention in terms of the storage of information in memory and its subsequent retrieval. Reinforcement is the modulation of this information flow as it influences both storage and retrieval processes. It is our belief that a given reinforcing operation can have many different and often seemingly contradictory effects depending on the particular study and test procedures that are used. In order to illustrate some of these effects, the theory was applied to results from several different experimental paradigms. These applications, we hope, have demonstrated the general principles by which the transfer of information in memory is controlled and shaped by reinforcement.

It is unfortunate that our discussion of reinforcement cannot be summed up in the form of a set of simple statements. Statements of this type, such as that of the law of effect, do not provide a consistent and unambiguous explanation of the range of reinforcement phenomena that have been observed. If the effects of reinforcement are analyzed in the context of an information-processing theory of the type outlined in this paper, we believe that they will appear relatively orderly and consistent.
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A system of human memory is described in terms of theoretical constructs involving information representation, storage, and retrieval. The system reflects a synthesis of ideas regarding some controversial issues in the analysis of memory. Information in memory is processed in several different "stores", each with different storage and retrieval characteristics; within these stores information can be coded in a number of alternative forms. Control processes act to regulate coding and information transfer so that optimally the system performs its activities in the most efficient way in a given task context. The system is intended to support a broad range of cognitive functions, from simple perceptual and memory tasks to complex activities like language understanding.

I. Introduction

This paper is an attempt to integrate several theoretical constructs about memory. We have considered certain ideas that seem central to current research in memory and have tried to determine their relation to one another by placing them within the theoretical description of a memory system. This is not a review paper and no attempt will be made to trace the development of these ideas in the literature; we refer only to research that seems particularly important for understanding the constructs of the memory system. A more complete consideration of several of the ideas to be discussed here is presented in an earlier paper (Atkinson, Herrmann, and Wescourt, 1974). The memory system to be described is extremely general. The intent is that it be capable of supporting a broad range of cognitive activities, from perception to language comprehension, that, in
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common, depend on the utilization of stored information. No one of these activities requires the full complexity of the system for its theoretical analysis; the complexity exists because of our desire to endow the system with a capability to serve as an analytic tool for a wide range of experimental work.

The central theoretical elements of the system have appeared in other theories. The most basic construct in the system is the feature. Features are values on dimensions in terms of which information can be represented. Ordered sets of features comprise information codes. A code is an internal representation that defines a unit of experience—most simply an object in the system’s environment. Codes are linked (connected, associated) together to from memory structures. These structures “represent” knowledge and events within the system. Codes and structures are stored in the different memory stores of the system. These stores are characterized by their internal structures and by the storage and retrieval processes that are used to manipulate information. The system also has control processes that regulate the representation, storage, and retrieval processes with respect to the context of the system’s activities. Control processes act to develop efficient strategies for performing tasks under changing conditions.

As these concepts are developed in the paper, mention will be made of how they represent a synthesis of views on certain issues: “boxes-in-the-head” v. levels-of-processing models of memory, single- v. multi-copy representation of information, and “distance” (structural) v. “process” (associationist) notions of information relatedness.

Our description of the system will be general and almost schematic in places. Certain aspects of the system intersect with more general issues: what is the nature of features; how does pattern recognition occur; how are inferences made from stored information? While we have ideas about these problems, they are beyond the scope of this chapter; our purpose here is to describe how certain constructs can be interrelated, and not to speculate about particular implementations of these constructs. Further, this chapter reflects no strong convictions that the ideas presented are the “correct” ones. Our motivation stems from a belief that there is value in theorizing about memory outside the context of particular tasks. This chapter attempts to integrate principles that have proved successful in one domain into a vocabulary of theoretical constructs that may be applied to other domains. Hopefully, the memory system we describe will prove to be a useful tool for thinking about a broad range of memory phenomena; but, we do not view it as a replacement for the type of careful, formal theorizing that characterizes research on some well-defined problem.

The discussion begins by describing the structural aspects of the memory system. These have been developed in detail elsewhere (Atkinson and Shiffrin, 1968, 1971) and the present account will be brief. The major part of the discussion, then, considers the representation of information
as codes, the organization of codes into memory structures, and the nature of the processes involved in the manipulation of information within memory.

II. Structural Aspects of the Memory System

The three main divisions of memory are the sensory register (SR), short-term store (STS) and long-term store (LTS). Information enters the system via its receptors and is transmitted to the SR in a relatively unprocessed form. The mosaic of sensory information in the SR is subject to pattern recognition processes that extract features and synthesize them to form codes. The information in the SR is lost rapidly either by decay or by being “written over” by new input. The STS is a working memory of limited capacity. Information is copied into STS either from the output of the pattern recognition processes or from LTS. Information is lost from STS unless maintained by particular control processes like rehearsal or imagery. The contents of STS may be thought of as a person’s “current state of consciousness”. Information in STS is immediately available to the system’s processes without the need for a directed search; later the notion of a directed search will be developed with regard to its role in LTS.

The LTS is a large and essentially permanent memory bank. The memory structures stored there are normally never lost from the system, but the effectiveness of search and retrieval processes determines their availability for further use. These processes involve algorithms for content-addressable or heuristic search necessary for the practical operation of a large memory. Such algorithms are sensitive to changes in the contents of the store and so the storage of new information can affect the accessibility of old information (Newell and Simon, 1972).

Most activities of the memory system require many information transformations and transfers between the different memory stores. The activation of the SR, STS, and LTS need not occur sequentially during these operations. Instead, the different stores may be active concurrently during the processing required by some task. There is evidence, for example, that in certain recognition tasks STS and LTS are searched simultaneously for information needed to make a decision (Wescourt and Atkinson, 1973; Mohs, Wescourt, and Atkinson, 1973). Also, the different stores may be engaged in different tasks at the same time; consider the experience of driving a car over a familiar route while engrossed in other thoughts and subsequently realizing that all the turns and stops were made “unconsciously”. It seems that the SR and LTS can be involved in driving the car, while at the same time STS and LTS can be active in other processes.

Although the SR, STS, and LTS have been referred to as “structural” elements of the memory system, they need not correspond to different neurological systems. Rather, the different memory stores may represent
different phases of activation of a single neurological system. The notion of degrees of activation is also consistent with theories of memory that account for certain results in terms of "levels-of-processing" (Craik and Lockhart, 1972; Restle, 1974), rather than in terms of different stores. From a levels-of-processing viewpoint, information entering memory is subject to a continuous process of organization and integration with other information; retention depends upon the degree of processing such that new sensory information is available only briefly, whereas highly processed information (e.g., at a semantic level of representation) is available for long durations. By itself, the idea of levels-of-processing (that information can be processed into different types of internal codes) is attractive because it can account for a large range of results from recognition tasks (e.g., Posner, 1980).

However, the assumption that there is a strict correspondence between coding level and availability of information in memory seems unwarranted (Posner and Warren, 1972)—as are assumptions that restrict particular coding levels to particular memory stores in a system like the one described here; for example, supposing that STS can contain only phonemic information. The present system incorporates both constructs of memory stores and of levels of coding. Information is represented by different types of codes which in some sense correspond to different levels of organization, and the various types are available for representation in both STS and LTS. The duration of information availability in memory depends primarily on the storage and retrieval processes that operate within the different stores, and is not directly determined by the coding format of the information.

II. Representations of Information in Memory

Information is represented in the memory system as codes. Each code is an ordered list of features that define an arbitrary unit of experience (an object, a relation, an abstract concept) on some set of dimensions. Two main classes of codes are distinguished on the basis of the types of features that comprise them: perceptual codes (p-codes) and conceptual codes (c-codes). The p-codes are generated from the mosaic of sensory information in the SR by pattern recognition processes. The effect of these processes is to "parse" sensory information into units characterized along dimensions which past experience and current context indicate as marking important distinctions. For example, information in the SR produced by the reception of spoken English contains components that have to do with whether the sounds were "voiced" or "unvoiced" and "aspirated" or "unaspirated"; while the former distinction is important for the correct perception of some consonant sounds, the latter distinction is not—English consonants are not distinguished by aspiration. The p-codes
produced by pattern recognition of spoken English contain only information about features like "voicing" that make useful distinctions. In general, much of the information in a sensory pattern will not be encoded in p-codes, and as a result different patterns may be analyzed into the same p-code. On the other hand, past experiences and context can affect pattern recognition such that a given pattern of sensory information is parsed into different p-codes; referring to the previous example, a trained linguist, studying English dialects, would encode aspiration in his perception of speech.

As another example, consider a printed word. A printed word is an object distinct from its referent, if any. It has size, contours, colour, etc. A word is also composed of letters which themselves may be taken as distinct objects. Experimental evidence indicates that words are perceived differently in different contexts. In a visual search for a particular letter (Gibson, Tenney, Barron and Zaslow, 1972) each letter of a word seems to be perceived as a unit (each letter is represented by a p-code). In word recognition, larger units like spelling patterns (Gibson, 1969) or vocalic centre groups (Spoehr and Smith, 1973) seem to be the perceptual units (each unit is represented by a p-code). In reading (Manelis and Atkinson, 1974), the words themselves may be the perceptual units (there is a p-code for each word). In each of these cases, the p-codes, though they preserve different amounts of sensory information, could still be composed from the same set of features. However, it is possible that even the set of features which comprise codes changes with context; for instance, the features that characterize music are probably different from those for speech. That there are different sets of features even within sensory modalities serves to complicate notions about the organization of LTS and about storage and retrieval processes that will be described subsequently. For the sake of clarity in this discussion we assume that there is but a single set of perceptual features in each modality; that is, across contexts, a given sensory pattern may be pattern recognized into different p-codes, but the features of these p-codes are values on a single set of perceptual dimensions.

The p-codes play an important role in the internal representation of objects and relations in the environment. However they are not sufficient for the operation of human memory. The p-code for an object and the p-code of the written or spoken word that denotes an object are quite different types of information. The p-code of the word "table" conveys no information about the characteristics of a table, whereas the p-code(s) produced while looking at an actual table does represent the table's physical characteristics. One idea is to say that "table" is a symbol that has as its meaning the p-codes generated when one looks at, feels, smells, and tastes a table. However, this formulation is not adequate for defining the meaning of all words. Consider the word "justice"; it certainly has a meaning
and yet there is no single object or relation it refers to as in the case of "table".

An alternative idea is that there is a higher-order type of code that we will call a c-code. Let a concept be a collection of memory structures containing information about a particular object, relation, or another concept; for example, the concept of table is the information stored in memory from experiences with various tables. Then, a c-code is a characterization of a concept as an ordered list of conceptual features—it is, in a sense, an abbreviation of the concept. The system makes sense of the p-codes for words by retrieving the c-codes of the concepts the words refer to. Our intuition is that conceptual features that comprise c-codes indicate the types of relations a concept characteristically forms with other concepts. This idea can best be illustrated in terms of a conceptually based language representation (Fillmore, 1968; Schank, 1972). To qualify as the actor of some conceptualization, a concept (in our case, its c-code) must have a feature that marks it as denoting some animate object. Also certain acts\(^2\) may require certain features of their actors, objects and other cases; for example, the act underlying the verb "to write" has in its representation that its actor should be "intelligent" and that its instruments must also have certain features.

How might memory be structured to allow rapid access to c-codes when words denoting concepts or objects are perceived? The perceptual features of the p-code produced when a table is seen could be similar to the conceptual features of the c-code of the concept table, but there could be no such relation between the c-code and the word "table" since the word is an arbitrary symbol for the concept. Thus, there must be arbitrary links between the c-code and the p-codes of its symbols. Such links are defined in a functional partition of LTS that we call the conceptual store (CS). Located in the CS are special memory structures called nodes. Each CS node is a collection of the alternative p-codes for the word and object (if any) that correspond to the c-code that is also stored at the node. For example, the node for table contains the c-code that is an abbreviation of the concept table and linked to it are the various p-codes that are produced when a table is seen, when the printed word "table" is seen, when the auditory word "table" is heard, etc.\(^3\)

The CS has the property of being content-addressable on the basis of features comprising codes; there is an overall structure to the CS such that each node is stored at a location that has an address determined by all the features of all the codes stored there. Given a p-code or c-code, retrieval

\(^2\) Acts are primitive concepts that underlie verbs. Schank (1972) has proposed that all English verbs map onto about 15 such acts.

\(^3\) This means that p-codes for homographs and homophones are stored at more than one CS node with different c-codes. Also, p-codes of synonyms are represented at different nodes that contain identical c-codes.
of the node containing it is a process of generating an address from the
code. This storage and retrieval scheme has the property of allowing
rapid access to an abbreviated coding of the concept symbolized by a word,
as well as to alternative p-codes.

The CS and e-code are useful constructs for explaining certain memory
phenomena. First, the CS may be taken as a major locus for many types of
"familiarity" effects observed in memory experiments. These effects are
typified by subjects being able to make relatively rapid and preconscious
recognition judgments. These judgments seem to reflect the existence of a
"strength" value associated with each to-be-remembered item that is
practically independent of how the items were learned (Atkinson and
Juola, 1974). Many of the familiarity effects in memory experiments may
reflect the activity of CS nodes. Whenever an item is perceived, the p-code
leads to location of the CS node that contains it. The activity or "strength"
of that node is then evaluated. The assumption is that accessing a node
(regardless of context) temporarily raises its activity, relative to some base-
line value. Very high or very low activity is evidence that the item repre-
sented at a node was or was not perceived recently, perhaps during study
of a list of to-be-remembered items. At least two findings indicate that CS
nodes are a locus of familiarity effects. First, the effects are independent of
the modality in which the items are presented (Juola, 1973). Second, the
effects are sensitive to perception of items outside the specific task con-
text; specifically, the inclusion of certain words in the instructions to the
subject can affect performance if these words are then used during the
experiment as distractor items (Atkinson, Herrmann, and Wescourt, 1974).

The notion of e-codes composed of conceptual features is also consistent
with data and models of semantic decision time (Rips, Shoben, and Smith,
1973). In tasks where subjects verify the truth value of predictions like
"A canary is a bird" or "A canary has wings," decision time varies with
normative judgments of the "typicality" or "relatedness" of the subject
and predicate: for true statements times become faster with increasing
relatedness, whereas for false statements the inverse relation holds. This
result is difficult to account for with a semantic memory model that verifies
statements by searching through a network representation of the concepts
involved (e.g., Collins and Quillian, 1969). An alternative model (Rips
et al., 1973) proposes that predications are verified by comparing the
features of the subject and predicate. If relatively many features match or
mismatch, then a rapid true or false response can be made with reasonable
accuracy. If, however, there is some intermediate degree of similarity,
further information about the concepts involved must be considered in
order to make a decision. In applying the present system to this model, the
features used in the initial comparison are those of e-codes retrieved from
the CS when the predication is presented.

The CS is also a useful construct in thinking about human language
understanding. Memory plays a central role in understanding, and a striking aspect of the process is its high speed. During at least the initial stages, which involve parsing the input, there is rapid access to the "meaning" of linguistic symbols. In terms of the constructs developed here, parsing involves using p-codes produced from the input stream to locate CS nodes and in turn retrieve the c-codes. The features of the c-codes suggest the conceptual relations that exist between the concepts symbolized in the input. This provides a basis for building an internal meaning representation that is then elaborated by reference to particular events and knowledge stored in memory.

There can be little doubt that coding is an important construct in understanding memory (cf., Melton and Martin, 1972). We have suggested a scheme for the generation and organization of alternative coding forms in the memory system. This scheme seems reasonable both in terms of experimental results and logical considerations of how the system operates. In the next section we will present some ideas about the use of codes to represent knowledge and events in memory and about the relation of the memory processes themselves to the other aspects of the system.

IV. Structure of Knowledge and Events in Memory

New information is stored in memory by linking together copies of codes that represent physical or conceptual events to form memory structures. Memory structures are first built in STS and are then copied into LTS. Memory structures (as distinct from nodes) are stored in a functional partition of LTS called the event-knowledge store (EKS). The EKS is distinguished from the CS in two main ways. First, memory structures in EKS represent a wide range of relationships between different code types, as compared to CS nodes. A CS node represents a simple linking of the abbreviated meaning of a concept to the alternative internal codings produced by perception of physical symbols or exemplars of that concept. An EKS memory structure, on the other hand, may have many internal organizations that reflect the relations between physical referents and/or abstract concepts in events and knowledge.

The second distinction between EKS and CS involves storage, search

---

4A conceptual event is a conscious thought; for example, retrieval of a memory structure from LTS into STS.

6An event involves a particular set of referents in a particular spatio-temporal context. Knowledge represents relations between concepts that involve information abstracted from a number of events. For example, "John’s dog bit Mary" is a statement generated from the representation of a particular event, whereas "Dogs can bite" is generated from knowledge abstracted from a number of events involving dogs. This latter type of memory has been called semantic memory (Tulving, 1972) and has been viewed as a partition of LTS distinct from episodic (event) memory.
and retrieval processes. A CS node is content-addressable through the features of any of the codes it contains. This type of storage organization is possible because of the restricted format of CS nodes; they contain only a single c-code and a p-code for each feature set, and therefore a node can have but a single value on any feature dimension. In contrast, EKS memory structures are composed of any number and variety of c-codes and p-codes. However, search through EKS is also directed; otherwise, search for a particular memory structure would be too time-consuming for the system to function. What we suggest is that only some of the features of some of the codes in a memory structure are used to determine the storage location of that structure. For example, a phone number may be stored on the basis of features of its owner's name and not on the basis of the number itself or the context in which it was learned. Alternatively, a structure might be stored on the basis of features of the context in which it was built and yet this context information may not be included in the actual memory structure. Consider a hypothetical example where a person is unable to retrieve an historical fact until he is cued with the information that his sixth grade teacher once made him stay after school for failing to answer the same question. Given this type of storage and retrieval, it follows that there are processes active at storage and search which select a subset of features to use in generating an EKS address. Further, the successful retrieval of a particular memory structure depends on whether the features selected at retrieval are the same as those selected at initial storage of the structure. Therefore, factors that encourage this consistency, for example, the availability of "retrieval cues" (cf., Tulving and Thomson, 1971), will aid retention and vice-versa.

The internal structure of EKS is similar to that of the CS; locations in the store are organized and addressable in terms of dimensions that represent the range of feature values of both p-codes and c-codes. On the average then, memory structures representing similar information tend to be stored at locations with similar addresses. The internal organization of CS and EKS is to be distinguished from the organization within memory structures. These two types of organization correspond to two different ways that information may be scaled as "related": either by being stored at locations with similar addresses (being stored "close together") or by being linked within a memory structure that is stored at a single location.

The organization of codes within a memory structure reflects the relations that existed between the units of experience of some event, or the relations between concepts in the encoding of abstract knowledge. The possible types of organization are perceptual and conceptual. By perceptual organization we mean that the codes representing an experience are linked by perceptible (spatio-temporal) relations (e.g., b is x units to the left of c; or, d is y units more intense than e). Such organization is most
useful for encoding details of visual scenes or sound sequences. Conceptual organization links codes by conceptual relations. The idea of a conceptual representation has had extensive development in recent theories of language and memory (Anderson and Bower, 1973; Rumelhart, Lindsay, and Norman, 1972; Schank, 1972). Conceptual representation links units of experience and concepts with a restricted set of dependencies, cases, and causal relations (cf., Schank, 1972). One way of representing conceptual organization in memory is to link concepts and internal representations of particular physical referents into labelled associative networks. (A labelled association between two internal codes is a relation between them.) The system described here allows only simple (unlabelled) links between codes, and represents relations themselves as codes; that is, the relation “x is the subject of act y,” is represented by linking the code for x to a code for “subject of” to a code for y. Features of the codes for relations serve to indicate the codes in the structure that are linked by that relation. However, there must still be a relatively fixed ordering of the codes so that the “meaning” stored in the structure can be interpreted by following links between adjacent codes (i.e., the structure would be interpreted incorrectly if codes were examined in the wrong order). Therefore, while the codes within a memory structure may assume various conceptual organizations, the actual links between codes are undifferentiated and connect them to form a linear array.

A major rationale for suggesting that all memory structures are linear arrays of codes reflects the representation of processes in the memory system. In our view, the processes that manipulate information in memory—inferralence, decision, abstraction, generalization, rehearsal, imagery, pattern recognition—are themselves stored in LTS and in the same format as the “data” they operate on (Rumelhart, Lindsay, and Norman, 1972). These processes are considered as “programs” stored in EKS with codes as individual “instructions”. These particular codes may represent a set of mental actions that underlie events and linguistic statements involving the communication of information. For example, the concept of “comparison” can be described as the transfer of codes into STS followed by a feature matching operation. This meaning of comparison is stored in a memory structure(s) in EKS and may be entered as a procedure to compare two arrays of information stored elsewhere in memory. Alternatively,

---

6 Note that either p-codes or c-codes representing units of experience may be organized perceptually. The organization of the structure must initially develop from p-codes, but before storage in EKS the corresponding c-code can be retrieved from CS and substituted into the structure. It is also the case that stored information can be similarly recoded when retrieved from EKS into STS. However, such recodings probably will not be the same as ones generated at the time of storage, since the contextual information that influenced generation of the original p-codes will be different.

7 See Schank, Goldman, Rieger, and Riesbeck (1972) for the description of such a set of mental actions.
this structure can be used as data for some other process as it was above when we gave its "definition." How the stored information is used depends upon the control process that accesses it. Further, since the processes are stored in memory, they can be accessed by other processes and modified so that they will operate differently the next time they are used as a procedure. This approach, though relatively unexplored, seems to be a powerful way to think about the development and change of task strategies. It also provides a mechanism for the ontological development of complex cognitive functions. The linear linking of codes within memory structures is reasonable if the structures are accessed as procedures that are executed to achieve some processing function. From a formal viewpoint, this type of internal organization is equivalent to a labelled associative network for the representation of events and knowledge.

Several additional remarks need to be made about EKS. Each memory structure in EKS is a discrete entity stored at an addressable location. The amount of information stored in any one structure depends upon the control processes that operate at storage, and perhaps by the limited capacity of STS since new structures are built there and then copied into EKS. Particular codes are stored in many different memory structures. In addition, the same event or knowledge may be represented in more than one memory structure and with alternative forms of codes, thus increasing the likelihood that the event or knowledge can be retrieved. The modification of information already in EKS involves copying old structures into STS, changing them, and then recopying the new structure into a location in EKS; the old structures are not erased from the system. This view of LTS contrasts with theories that suppose that each unit of experience or concept is represented by a single node in memory, and that events and knowledge are recorded by linking these nodes with relational associations (Anderson and Bower, 1973). In the present system, such organizations exist within each memory structure, but no links exist between these structures. To retrieve a structure, the address of its storage location must be generated. The individual codes within the structure are then available by a search along the links between them.

V. Concluding Remarks

We have presented a view of how different theoretical constructs, each developed from a consideration of some aspect of memory, can be integrated into a system that, in principle, is capable of accounting for a broad range of cognitive activities. The constructs of the system are in

---

8The control processes are themselves stored in EKS. The operation of memory therefore involves processes that invoke processes that invoke other processes, etc. Complex processes like language understanding may therefore be a hierarchical organization of more basic processes.
accord with both data and logical considerations of how memory must 
operate. The work of Sperling (1960) in vision and Massaro (1972) in 
audition agree with the notions of a SR and pre-perceptual representation. 
The idea of alternative internal codes is central to the explanation of studies 
of same-different recognition (Posner, 1969). The CS and c-codes reflect 
studies of recognition memory (Atkinson, Herrmann, and Wescourt, 
1974), semantic decision time (Rips, Shoben, and Smith, 1973), and the 
requirements of a language understanding system that must have rapid 
access to the information needed to parse input (Schank, 1972). Other 
constructs (for example, those involving content-addressable storage and 
the representation of processes) reflect the influence of research in com-
puter science and artificial intelligence.

One may ask what useful purpose such a general conception of memory 
erves, especially since no effort has been made to implement the system as 
a whole and investigate its operation over a range of tasks. This would 
constitute a basis for criticism if our goal were to offer a finished and 
testable theory of memory. However, our purpose here is more modest. 
We feel that the description of the memory system serves to introduce a 
language that is generally useful for thinking about memory. The memory 
system reflects that perception, simple retention, and complex cognitive 
activities all require the representation, storage and retrieval of informa-
tion and it constitutes a way of talking about them in terms of these com-
monalities. Thus, it provides a means for thinking about different prob-
lems with a single vocabulary.

What we have presented then is not a theory of memory, but instead a 
language for formulating specific models of memory. While our own 
research has led us to test several models that seem well stated in this 
language (Atkinson, Herrmann, and Wescourt, 1974), the system might 
equally well be used to represent other models that lead to somewhat 
different predictions.
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SEARCH PROCESSES
IN RECOGNITION MEMORY

Richard C. Atkinson, Douglas J. Herrmann, and Keith T. Wescourt
Stanford University

INTRODUCTION

This paper is concerned with a theoretical account of some phenomena in the field of recognition memory. Many tasks have been used to study the recognition process (for a review see McCormack, 1972, and Kintsch, 1970), but we will focus on a particular procedure that has been extensively investigated in recent years. This task; introduced by Sternberg (1966) and often referred to as "memory scanning," involves a series of discrete trials. On each trial a test stimulus is presented, and the subject is required to decide whether or not the stimulus is a member of a previously defined target set. The subject is instructed to make a positive ("yes") response if the test stimulus is from the target set, and a negative ("no") response otherwise. The target sets in the experiments to be discussed range in size from just a few to as many as 60 items (usually words). When the set is large, subjects are asked to memorize it prior to the sequence of test trials; when the set is relatively small, it is presented at the start of each trial and followed shortly thereafter by the test stimulus. Under either condition errors are infrequent and the principal data are reaction times (RT).

In this paper we examine a series of experiments on memory scanning in terms of an extremely simple set of models that are all variants of one basic model. The models incorporate only those assumptions necessary for treatment of the phe-
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nomina under analysis. It should be noted, however, that the models can be regarded as special cases of a more general theory of memory (Atkinson & Shiffrin, 1968, 1971; Atkinson & Wickens, 1971; Atkinson & Juola, 1973, 1974). Thus, their evaluation has implications not only for the experiments examined here, but for the theory of which they are special cases. Before discussing specific studies, it will be useful to provide a brief overview of the theory.

Elements of the Memory System

The elements of the memory system are diagrammed in Fig. 1. The system is divided into a memory storage network and control processes. The sensory register (SR), short-term store (STS), and long-term store (LTS) comprise the memory storage network. Information from the environment enters the system

![Memory System Diagram]

**Fig. 1.** A block diagram of the memory system. Solid lines indicate paths of information transfer. Dashed lines indicate connections that permit comparison of information arrays residing in different parts of the system; they also indicate paths along which control signals may be sent which modulate information transfer, activate rehearsal mechanisms, set decision criteria, alter biases of sensory channels, initiate the response generator, etc.
through the SR and is retained there briefly while pattern recognition is initiated. The STS is a working memory of limited capacity from which information decays fairly rapidly unless maintained by control processes such as rehearsal or imagery; the contents may be thought of as the "current state of consciousness" for the subject. The LTS is a large and essentially permanent memory bank. Information stored there is normally never lost, but the effectiveness of retrieval processes determines its availability for further use. Although the different components of the memory storage network are represented as separate boxes in the figure, these need not correspond to different neurological systems; rather, the different components of the system may simply represent different phases of activation of a single neurological system. The control processes regulate the flow of information between components of the network and the application of particular storage and retrieval processes within components. Control processes are adaptive with regard to the environment and demands of a task, and are in part under the conscious control of the subject. They include selective attention, rehearsal, choice of retrieval cues, and all types of decision strategies.

Representation of Information Within the System

Information enters the system from the environment at the SR. This information, if attended to, is processed by pattern-recognition routines. The function of these routines is to transform various exemplars of the "same" stimulus into a unitary representation within the particular physical modality (e.g., auditory or visual) of the input. We will refer to these representations of a stimulus as its perceptual code. A perceptual code is specified in terms of a set of primitive features and does not convey information about the referents or meanings of the stimulus. The code may be thought of as an ordered list of features sufficient to locate the stimulus in an n-dimensional space; the dimensions of the space represent the ranges of values of an orthogonal set of perceptual features.

We are not concerned in this paper with variability in the pattern recognition process that generates a perceptual code, because the tasks considered here do not involve perceptually ambiguous stimuli. In other situations, however, where stimuli are perceptually ambiguous, variability of the perceptual codes output by the pattern-recognition process may be a significant determinant of subsequent processing. In such cases, prior context may affect pattern recognition: Information already in the system creates expectations about information about to enter. These expectations are realized by feedback processes that change parameter values within the pattern-recognition process. Thus, a particular sensory pattern may result in different perceptual codes entering the system as context is varied; for example, an "ill-formed" stimulus being seen as the number "13" or the letter "B" (Bruner & Minturn, 1955). The experiments reported in this paper involve presenting subjects with words in a consistent context and in a consistent typeface;
thus our analyses will tend to ignore the variability that is possible in initial stages of perceptual processing.  

Perceptual codes represent stimuli along perceptual dimensions. It is the case, however, that stimuli may convey information at a second level. This is particularly evident for words; they have assigned meanings with little or no dependence on their physical form. Stimuli are therefore represented within the memory system in a second form; we will call these representations *conceptual codes*. As in the case of perceptual codes, a conceptual code may be thought of as an ordered list of features specifying a point in an \( n \)-dimensional space, where the dimensions of the space correspond to some set of primitive conceptual features (Fillenbaum & Rapoport, 1971). The conceptual code for a word does not represent its definition or full meaning. Rather, a distinction may be made between the defining and characteristic features of meaning (Lakoff, 1972; Rips, Shoben, & Smith, 1973). In this view, conceptual codes primarily represent a subset of the characteristic features of meaning. Such features indicate the classes of conceptual relations that may be entered by the concept representing a word. Reference to the conceptual dependency theory of language understanding developed by Schank (1972) can make this more substantive. Consider the conceptual code for some verb. It indicates the class of ACTs (primitive actions) that the verb maps into, the classes of “picture-producers” (concrete nouns) that form conceptual dependencies with the verb, and perhaps those aspects of the verb’s meaning that differentiate it from other verbs mapping into the same ACT class.

Conceptual codes available to the memory system are permanently stored and organized within a functional partition of LTS that will be referred to as the conceptual store (CS). Each conceptual code and the array of perceptual codes linked to it form what will be called a CS-node. Thus, the sight of an actual dog, the auditory perception of the spoken word, the display of the printed word, etc., each has a perceptual code; the linking of these perceptual codes to a single conceptual code form a CS-node. It is the case that synonymous stimuli will have their various perceptual codes linked to a single conceptual code, and homographic or homophonic stimuli will result in identical perceptual codes being linked to different conceptual codes.

Perceptual and conceptual codes are the basic elements of *memory structures* stored within a second partition of LTS that we call the event-knowledge store (EKS). Events and episodes are recorded in EKS by linking together copies of codes or parts of codes that correspond to the patterns of stimuli entering the system from the environment. The EKS may be represented as an \( n \)-dimensional space, where the dimensions are all those that characterize perceptual and con-

\footnote{Although we develop the memory system here on the basis of tasks involving words as stimuli, analogous processes are assumed to operate in the coding of visual scenes and nonverbal auditory stimuli. The sensory patterns produced by such stimuli are analyzed by the pattern recognition process and the resultant perceptual codes are then available for further processing. Just as for words, these codes characterize nonverbal stimuli as lists of primitive physical features.}
ceptual codes and also include other dimensions (i.e., $n'' > n + n'$). These other dimensions correspond to the temporal and spatial features between stimuli that underlie events and also to features (such as "superset," "subset," and "has-as-part") that relate concepts to other concepts. Each memory structure is stored at a point in the EKS space. The position of this point in the $n''$-dimensional space may be a function of a subset of the features within the memory structure, but may also reflect features of codes processed at the time the structure was formed but not included in the structure. In this sense, the location of a memory structure in EKS is less determined by its contents than is the location of a node in the CS.

We wish to emphasize that the CS and EKS are not assumed to be independent structures. It seems intuitive that structures in CS evolve over a period of time as a result of repeated experience with some stimulus in a number of different episodes. These episodes provide a basis for inferring that a particular stimulus enters only particular classes of conceptual relations. For example, a bird tends to be an actor for only certain types of acts, and similarly, an act such as eating tends to have a restricted class of objects—namely, those that are "edible." Such generalizations develop with experience and are represented in the conceptual code that is linked to particular perceptual codes. Obviously, the perceptual code generated by the presentation of a novel stimulus, such as "durp," will not be located at any existing node in CS. However, if "durp" were to become the name of a new soft drink, a CS node for it would eventually be formed. The conceptual code at this node would be a list of features such as "liquid," "non-acting-picture-producer," "object-of-INGEST-ACT," etc. (These and any other "features" used in this paper are not intended as actual primitives but are used for illustrative purposes only.)

We next consider the processes by which information in LTS is retrieved. The organization of CS in terms of feature dimensions provides a basis for a content-addressable retrieval process (Shiffrin & Atkinson, 1969). Thus, the retrieval of information from CS can be quite rapid, requiring no "conscious" search. Once a CS node is located, all the codes stored there become available to the system. Difficulties may occur in this process only if perceptual input is "noisy," or if the perceptual code is stored at more than one CS node. In the former case, the perceptual code may be incomplete, requiring an examination of several nodes (possibly leading to errors based on physical similarity). In the latter case, only one of the nodes may be the "correct" one, in which case conceptual features of the context may serve to locate the appropriate node. The utilization of context in searching CS is obvious when we consider that homophone and homographic words are seldom recognized as ambiguous in context. Puns and many jokes have their effect because they create a context that deliberately locates two senses for an ambiguous word.

The location of a memory structure in EKS is also a directed search process, but it is not strictly content-addressable like the CS search process. Since the original
placement of a memory structure may reflect only partially the features of its
member codes, it will often be the case that several memory structures in EKS
will need to be examined. The initial avenues of entry into EKS will be deter-
mined by the features of the retrieval context (Tulving & Thomson, 1973). Subse-
quently search may be directed by features of codes retrieved from other memory
structures. Such a search will be relatively slow and will often become “con-
scious” as memory structures are examined and further dimensions of search are
selected.

Application to Memory Scanning

The distinctions made here between perceptual codes, conceptual codes, CS
nodes, and memory structures in EKS are not arbitrary. Rather, they reflect the
subject’s ability to process information at different levels of complexity (Craik &
Lockhart, 1972). Two exemplars of a word, one in capitals and the other in lower
case, may be judged “different” or “same” depending on whether the decision
criteria involve physical or semantic similarity; in the former case, a comparison
between two perceptual codes is the basis of the decision, whereas, in the latter
case, two different perceptual codes associated with the same CS node lead to the
judgment that the words mean the same. A somewhat analogous same-different
decision is made in EKS if a subject must judge whether or not a given pair of test
words are both members of a previously memorized list. In this case, a match must
be sought between the codes for the two test words and the codes in the EKS struc-
ture associated with the memorized list.

In subsequent sections of this paper, we consider a series of memory-scanning
experiments and analyze them in terms of models derived from the theory out-
lined above. To introduce these analyses, it will be helpful to provide a brief overview of how the theory is to be applied. We consider first the case where the target
set is very large and stored in long-term memory, and then the case where the
target set involves only a few items and is in short-term memory.

In the long-term case, the list of target words must be memorized prior to the
sequence of test trials. As the subject attends to each word during learning, a
perceptual code is produced by the pattern-recognition process. That code is then
mapped onto the appropriate CS node. At that time, alternative perceptual codes
and/or the conceptual code may be copied into STS. Because STS has limited
capacity, the addition of new codes as more words are studied results in the loss
of codes already in STS. We suppose that control processes act to organize the
words on the target list, that is, the subject attempts to maintain in STS codes
that are similar along some dimensions. This array of codes is then copied into a
memory structure in EKS. The location of this structure can be thought of as a
point in EKS defined by values on each of the dimensions of EKS; of course, for
any particular structure many dimensions may not be specified. The values that
define the point will be those that are common to codes in the memory structure;
they will also be determined by the context in which the list is learned (psychology experiment, etc.) and temporal factors. For simplicity, we usually assume that the entire target list is represented by a single memory structure located at a particular point in EKS. Obviously, this need not always be the case. There may be situations where a trade-off exists between one large structure and several smaller ones that are dispersed. In an experiment to be considered later (involving categorized memory lists) a single memory structure is formed for the entire list plus separate structures for each category sublist.

Once the memory structure for the list has been formed in EKS, the test phase of the experiment can begin. The subject's task is to compare a coded representation of the test stimulus against the codes in the memory structure, to determine if the probe is a target or a distractor. In our experiments the subject has no difficulty in locating the memory structure in EKS; this is evident by the fact that he can recall the list with no difficulty at any time during the experiment. Thus, we assume that contextual and temporal cues permit the search process to locate the memory-list structure rapidly and with little variability.

When a test word is presented, initial processing generates a perceptual code which is quickly mapped onto the appropriate CS node (see Fig. 2). Prior to extracting a code from the CS node to scan against the list's memory structure in EKS, the monitoring process may apply a special test. The test measures the activity level of the node associated with the test word; the node's activity level is a function of how frequently and how recently the node was accessed. We refer to the activity level of a CS node as its familiarity value. The node does not contain
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**Fig. 2.** A block diagram illustrating the processes involved in determining whether or not a test stimulus is a member of a "large" target set stored in LTS. Component processes are as follows: (1) input of test stimulus to sensory register; (2) pattern-recognition process leading to a mapping of test stimulus onto a perceptual code, and in turn access to the conceptual code; (3) immediate decision to respond based on familiarity; (4) selection of code to be scanned against memory structure in EKS; (5) decision to respond based on scan of the list's memory structure; (6) response output.
information about whether or not the test word was on the memory list, but its activity level does indicate the familiarity of the word. Under some conditions, the location of a node with a relatively high or relatively low familiarity value may lead the subject to respond immediately without searching EKS. If the retrieved familiarity value is above a "high criterion" value, the subject may assume that the item was recently presented and thus is very likely to be a member of the target list; for a familiarity value below a "low criterion," he assumes that the item has not been recently presented and thus is unlikely to be on the target list. In the former case, the subject makes a quick positive response; in the latter case, a quick negative response. For intermediate familiarity values, an appropriate code is extracted from the CS node and compared with codes of the list's memory structure in EKS. The success of the comparison will lead to either a positive or negative response, thereby terminating the trial.

Similar processes are assumed to operate when the target set is small (1 to 5 items) and varies from trial to trial. In this case, the target set is represented in STS as an array of perceptual and/or conceptual codes. When a test word is presented, precisely the same process described above is involved in estimating the item's familiarity value. If the retrieved familiarity value is above a high criterion or below a low criterion, the subject makes an immediate response; otherwise, a code for the test stimulus is extracted from its CS node and compared with the set of codes in STS. Thus, the process underlying recognition of information in EKS and STS is the same. However, differences between the memory stores may cause different codes to be preferred in each; evidence for this comes from a number of sources (Broadbent, 1970). The experiments to be described here also support the view that information may be encoded differently in EKS and STS.

Decisions about which memory stores to search and in turn which information structures to examine depend upon the context in which testing occurs, as well as feedback to the subject about the effectiveness of prior processing strategies. For example, the specific instructions used in an experiment will determine whether a subject relies on familiarity alone to make a decision or executes an extended search of memory. If the experimenter's instructions emphasize speed, then fa-

Stated more precisely, the familiarity value must be considered as current activity level relative to baseline level such that the relative increase in activity due to accessing a node is less for more frequently accessed nodes. This interpretation is necessary if we are to account for the fact that subjects do not generally false alarm to their names or other very high-frequency words when these are inserted as distractors in a recognition test. Atkinson and Juola (1973; p. 602) report a study which included word frequency as an independent variable. Subjects responded to low-frequency words (both targets and distractors) faster than to high-frequency words. This means that low-frequency target words had higher familiarity values than high-frequency target words, but that low-frequency distractors had lower values than high-frequency distractors. The former relation depends on low-frequency words getting a greater boost in familiarity during study, and the latter relation depends on high-frequency words having more fluctuations from baseline activity due to extra-experimental events.

See Mandler, Pearlstone, and Koopmans (1969) for a similar conception of recognition memory.
miliarity will play a key role; if accuracy is emphasized, then the slower memory search will occur. Thus, the high and low criteria for judging familiarity are determined by the speed-accuracy trade-off that the subject regards as acceptable.

The theory has been described in very general terms, and we turn now to specific applications. The first application deals with experiments employing small target sets (1 to 5 items) stored in STS. The second application involves large memory sets (60 or more items in some cases) stored in EKS. The third application considers scanning experiments where the target set involves some items stored in STS and others in EKS; experiments of this sort permit us to make direct comparisons between search rates in EKS and STS, and to examine the parallel versus serial search of these stores. The last two applications deal with target lists that are categorized; the questions of interest are how and under what conditions the category information may be used in making a response decision. Because the memory system is stratified so that information can be represented in several different stores (and in different memory structures within a store), performance in even simple tasks often depends upon a complex "mixture" of underlying processes. Our goal is not to build the simplest possible model for the set of experiments examined, but rather to analyze these experiments within the framework of a theory that is applicable to a wide range of phenomena.

MEMORY SEARCH WITH SMALL TARGET SETS

The first experiments to be considered involve the search of short-term memory; the specific studies are variants on the type of scanning task investigated by Sternberg (1966, 1969a, 1969b, 1971). On each of a series of trials, the subject is presented with a memory set of from one to six words; the words in the memory set are "new" in the sense that they have not been presented on any prior trials of the experiment. When the subject has the memory set in mind, a test word is presented visually; the subject makes a positive response if the test word is in the memory set, and a negative response otherwise. The typical finding is that reaction time for both the positive and negative responses are linearly increasing functions of memory-set size, and that the slopes of the two functions are roughly equal.

The theoretical account of this type of experiment is schematically represented in Fig. 3. The memory set is temporarily stored in STS. When the test word is presented, it is encoded and mapped onto its CS node. Although the CS node does not contain a tag or marker indicating that the test word was in the memory set, it does have information about the familiarity of the word. If the subject finds a very high familiarity value, he gives an immediate positive response; if he finds an extremely low value, an immediate negative response is given. If the familiarity value is intermediate, the subject must then take the test word and scan it against the memory set in STS. If the scan yields a match, a positive response is made; otherwise, a negative response. When the familiarity value is intermediate,
Fig 3. A schematic representation of the search-and-decision processes in a short-term recognition memory study. A test stimulus is presented (1) and then matched to a CS node (2). The familiarity value associated with the node may lead to an immediate decision (3) and response output (6). Otherwise, a code is extracted and scanned against the target list in STS (4), which leads to a decision (5) and subsequent response (6). Path (1), (2), (3), (6) represents a much faster response process than Path (1), (2), (4), (5), (6). and it is independent of the size of the STS set.

The speed of the response is much slower and depends on the number of words in the memory set. Thus, for very high or very low familiarity values, the subject makes a fast response that does not depend on the memory-set size; for intermediate values a slower response occurs that is an increasing function of memory-set size.

The observed response latency averaged over trials is then a mixture of fast decisions based on familiarity alone (independent of memory-set size) and slower decisions based on a search of STS (dependent on memory-set size). The likelihood of bypassing the search of STS depends on the distribution of familiarity values associated with targets and distractors. Figure 4 presents familiarity distributions associated with a target word and a distractor. When a test word is presented, a familiarity value is sampled from the appropriate distribution. If the familiarity value is above a high criterion $c_t$, the subject makes an immediate positive response; and below a low criterion $c_o$, an immediate negative response. Otherwise, a search of STS is executed. It is assumed that the subject never makes an error if a search of STS occurs; however, if the search is bypassed, then an error will occur whenever the test word is a target with a familiarity value below $c_o$ or a distractor with a familiarity value above $c_t$. Note that the proportion of test words that lead to a search of STS depends on the placement of the criteria. The probability distribution of familiarity values, $x$, for targets and dis-
Fig. 4. Distributions of familiarity values for distractor items, \( \phi(x;N) \), and target items, \( \phi(x;P) \). Distractors will be denoted as \( \phi(x;P) \) and \( \phi(x;N) \), respectively; for present purposes these distributions will be assumed to be unit-normal with means \( \mu_P \) and \( \mu_N \). (We use \( P \) for the target distribution because a positive response to a target is correct, and \( N \) for the distractor distribution because a negative response to a distractor is correct.) Later it will prove useful to know the probability of having made a search of STS given that the subject generated a correct response; this probability is denoted as \( s \) for targets and \( s' \) for distractors. As shown in Fig. 4, the probability that a correct response to a target involved a search of STS is the probability of a positive response based on a search of STS divided by the overall probability of a positive response; namely,

\[
s = \frac{\int_{c_0}^{c_1} \phi(x, P) \, dx}{\int_{c_0}^{c_1} \phi(x, P) \, dx}
\]

Similarly, the probability that a correct response to a distractor involved a search of STS is

\[
s' = \frac{\int_{c_0}^{c_1} \phi(x, N) \, dx}{\int_{-\infty}^{c_1} \phi(x, N) \, dx}
\]
Fig. 5. Representation of the processing stages underlying recognition performance when the target set resides in STS. When stimulus familiarity is greater than \( c_1 \), or less than \( c_0 \), a rapid positive or negative response is executed; otherwise, the encoded test stimulus is scanned against the contents of STS, leading to the appropriate response.

The preceding discussion can be summarized by referring to the flow chart in Fig. 5. Noted in the figure are the times associated with each stage. Certain stages must be executed for all probes; namely, encoding \((l)\), evaluation of the familiarity value \((\rho)\), and response execution \(r_0\) for a negative response and \(r_1\) for a positive response. For probes of an intermediate familiarity value, the additional stage of searching STS is necessary. It is assumed that this search takes time \( \kappa + \alpha m \) where \( m \) denotes the size of the memory set; \( \kappa \) is the time to initiate the search of STS, and the search is proportional (with parameter \( \alpha \)) to the size of the memory set. This linear search function corresponds to the exhaustive case of the serial-scanning model proposed by Sternberg (1969a). While Sternberg's model has proved to be extremely valuable in interpreting a variety of memory-
search experiments, good fits between the model and data do not require that the underlying process be either serial or exhaustive (for a discussion of this point see Townsend, 1971, and Murdock, 1971). Thus the use of a linear search function does not commit us to specific assumptions about whether the search is serial or parallel, self-terminating or exhaustive.

In terms of the time constants given in Fig. 5, expressions can be written for the latency of various types of responses. First note that an error to a target item takes time \( l + p + r_a \), whereas an error to a distractor takes time \( l + p + r_d \).5 Expressions for correct responses are more complicated. We let \( t(P) \) denote the response time for a correct response to a target (i.e., the time for a positive response) and \( t(N) \) denote the response time for a correct response to a distractor (i.e., the time for a negative response). Recalling the definitions of \( s \) and \( s' \), we can write the following expressions:

\[
t(P) = (1 - s)[l + \rho + r_t] + s[l + \rho + \kappa + \alpha m + r_t]
= (l + \rho + r_t) + s(\kappa + \alpha m),
\]

\[
t(N) = (1 - s')[l + \rho + r_d] + s'[l + \rho + \kappa + \alpha m + r_d]
= (l + \rho + r_d) + s'(\kappa + \alpha m).
\]

Examining these equations, we see that both \( t(P) \) and \( t(N) \) increase linearly with set size. In many experiments (see Sternberg, 1969a), the slope of the negative and positive functions are roughly equal, and this would be the case when \( s \) equals \( s' \). The condition under which \( s \) equals \( s' \) requires that \( c_t \) and \( c_d \) be set symmetrically (i.e., the tail of the target distribution below \( c_d \) must equal the tail of the distractor distribution above \( c_t \)). The linear predictions for \( t(P) \) and \( t(N) \) are based on the assumption that the criteria do not vary with \( m \); a correlated implication of this statement is that error rates also do not vary with \( m \). Of course, in some experiments (especially where \( m \) is fixed over a block of trials), it is possible that the subject adjusts \( c_t \) and \( c_d \) as a function of the memory-set size. For example, when \( m \) is large the subject may anticipate a slow response and compensate by adjusting the criteria to generate more fast responses based on familiarity alone. Under these conditions errors would increase with \( m \), and RT curves would be curvilinear.

The predictions outlined above are consistent with a number of experimental
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5The model predicts that error latencies are "fast" since they are the result of decisions based upon familiarity alone: Whenever the memory set is searched, it is assumed that a correct response always occurs. While this assumption is reasonable for the tasks described here, it is the case that "slow" errors (resulting from a failure in the search process) will occur in other situations. Such errors would be expected when acquisition of the memory set is less than perfect. They might also occur when instructions emphasize speed of response; subjects in this case could establish an upper bound on the time they will search the stored memory set before "guessing."
results (Atkinson & Juola, 1973, 1974). In this sense, the model has proved to be quite satisfactory. However, these goodness-of-fit demonstrations have not directly tested the role of familiarity in a short-term-memory scanning task. With this in mind, Charles Darley and Phipps Arabie designed and ran a study at Stanford University which attempted to experimentally manipulate familiarity. The study was basically like the prototype experiment described at the beginning of this section. Memory-set size varied randomly from trial to trial, taking on values from 2 to 5 items. Each memory set involved new words (i.e., words that had not been used on any prior trial); the test word was a target on half the trials and a distractor on the other half. The only difference from the prototype experiment described at the outset of this section was that distractors were not always new words, thus permitting the experimenters to manipulate their familiarity values.

In accord with prior notation, the presentation of a target as the test word will be called a P-trial to indicate that a positive response is correct; the presentation of a distractor will be called an N-trial to indicate that a negative response is correct. In this experiment the distractors were of three types: new words never presented before in the experiment (denoted N₁ since the word was presented for the first time); words that had been presented for the first time in the experiment as distractors on the immediately preceding trial (denoted N₂ since the word was now being presented for the second time); and words that had been presented for the first time on the immediately preceding trial both as a member of the memory set and as a positive test word (denoted N₃ since the word was now being presented for the third time). Thus, there were four types of test words (P, N₁, N₂, and N₃), and we assume that different familiarity values are associated with each.

Figure 6 presents a schematic representation of the four familiarity distributions. The mean of the P-distribution should be the largest since the test word on a P-trial is a member of the current memory set and should be very familiar; likewise, the mean of the N₁-distribution should be smallest because N₁ words are completely new; the other two means should be intermediate since N₂ and N₃ words appeared on the prior trial. Also displayed in the figure are the criteria $c_0$

![Fig. 6. Distributions of familiarity values for the three types of distractor items (N₁, N₂, N₃) and for target items (P).](image-url)
and \( c_1 \), which are assumed to be the same for all trial types. This assumption is reasonable since the subject cannot predict the type of test that will occur, and thus he has no basis for varying the criteria. As can be seen from Fig. 6, an increasing amount of the distribution falls between \( c_0 \) and \( c_1 \) as we move from \( N_1 \) to \( N_2 \) to \( N_3 \). In terms of the mathematical formulation, \( s' \) defined in Eq. 2 increases from \( N_1 \) to \( N_2 \) to \( N_3 \). Accordingly, the likelihood of searching STS in-

![Graph showing response latency as a function of memory set size.](image)

Fig. 7. Mean response latencies for the four probe types as a function of the size of the memory set. The straight lines fitted to the data represent theoretical predictions.
creases and thus the slope of the \( t(N) \) function increases from \( N_1 \) to \( N_2 \) to \( N_3 \); for the same reason the intercept of the \( t(N) \) function also increases from \( N_1 \) to \( N_2 \) to \( N_3 \).

The latency data for the four types of probes are presented in Fig. 7. Note that latency increases with set size and is ordered such that \( P \) is fastest, and \( N_1, N_2, \) and \( N_3 \) are progressively slower. The straight lines in the figure represent theoretical predictions of the model. The derivation of theoretical equations and methods of parameter estimation are described in Atkinson and Juola (1974) and will not be reviewed here. It should be noted that the model not only predicts the response-time data, but also the probability of an error as response time varies over the four trial types. The complete set of parameter estimates is reported in Atkinson and Juola (1974), but several are given here since they play a role in later discussions, namely.

\[
(l + \rho + r_L) = 499 \text{ msec} \quad \kappa = 70 \text{ msec}
\]

\[
(l + \rho + r_R) = 563 \text{ msec} \quad \alpha = 34 \text{ msec}
\]

The results displayed in Fig. 7 indicate that the familiarity manipulation had a large and predictable effect. The predicted slope for \( P \) items was 24 msec, whereas the predicted slopes for \( N_1, N_2, \) and \( N_3 \) items ranged from 18 msec, to 22 msec, to 28 msec. If the subject ignored the familiarity value and searched STS on every trial, then all four functions would have a slope of 34 msec (the estimated value of \( \alpha \)).

Other experimental manipulations also should lead to variations in familiarity. The prototype experiment described at the start of this section can be viewed as involving an infinite pool of words from which the experimenter selects stimuli on each trial. Compare this procedure with one where the pool is restricted (say to 10 words), and on each trial stimuli are drawn without replacement from the pool. In the first procedure, words are never repeated during the course of an experiment; in the second procedure, repetitions occur frequently from trial to trial. The second case corresponds to the original memory-scanning study by Sternberg (1966) where the item pool was the digits from 0 to 9.

When no words are repeated, the familiarity index for targets should be substantially higher than for distractors, thereby making familiarity an effective dimension on which to make a decision. When a small pool of words is used, the

---

4Inspection of response time (in the final block of trials) for individual subjects indicates that they are bimodally distributed as would be expected from the theory; one mode, associated with a fast response based on familiarity alone, and the other mode for slower responses based on extended searches of memory. Analysis of RT distributions is complicated by the fact that there are too few observations on each subject, and further, that response times overall tend to decrease during the course of the experiment. To fit the observed distributions one would have to elaborate the model to include assumptions about the distributions associated with each stage in the process, and about overall decreases in response time with practice.
familiarity value of all items will be raised, thus tending to wash out differences in familiarity between targets and distractors. Under these conditions the familiarity index will be less useful and a search of STS will be required more frequently. Support for this view comes from a study by Rothstein and Morin (1972) who ran just this type of comparison. They reported steeper slopes and higher intercepts for RT functions when the memory sets were selected repeatedly from a small pool. The repeated presentation of items increases the familiarity of all items to a high level, thereby reducing the usefulness of the familiarity measure as a basis for responding. Consequently, the probability of searching STS should be high, causing the slope of the RT function to be near its maximal value.

In addition to the relative familiarity of targets and distractors, another factor influencing the likelihood of searching STS is the placement of a subject's criteria. For example, if the subject is instructed to avoid errors, the appropriate strategy would be to set \( c_0 \) and \( c_1 \) relatively far apart, thereby insuring that a search will be conducted on most trials. Since the time necessary to complete a search depends on memory-set size, both over-all latency and set-size effects should be increased. Alternatively, if response speed is emphasized in the instructions, the criteria \( c_0 \) and \( c_1 \) should be placed close together so that most responses will be based on familiarity alone. In this case, over-all latency would be decreased and minimally influenced by set size.

William Banks of Pomona College ran such an experiment in our laboratory with the anticipated results. An entirely new set of words was presented on each trial as the memory set; set sizes were 2, 3, 4, 5, and 6 and varied randomly over trials. Targets and distractors occurred equally often, and the distractors always involved new words. Subjects served in two experimental conditions: accuracy instructions and speed instructions. The RT data for correct responses are presented in Fig. 8. If the criteria are being adjusted as suggested above, then the model predicts that the slope and intercept of the RT functions under accuracy instructions should be greater than under speed conditions. The results shown in Fig. 8 support this prediction; also, the pattern of error data is consistent with the model. Similar results have been reported by Weaver (1972) with memory sets of letters and a wider range of set sizes. It should be noted that Swanson and Briggs (1969) and Briggs and Swanson (1970) have found no differences in slope of the RT-set size function across speed and accuracy conditions. Comparison of their payoff matrices with those of Banks and of Weaver, however, suggests that Briggs's and Swanson's incentive system was not strong enough to cause subjects to adjust their criteria and rely more heavily on the familiarity measure.

MEMORY SEARCH WITH LARGE TARGET SETS

A recognition task comparable to the one discussed in the last section can be formulated for very large target sets. Prior to the test session, the subject is required to learn a long list of words to a criterion of perfect recall; this list serves
as the memory set for the remainder of the experiment. The test session involves a series of trials where either a target word or a distractor is presented; the subject is instructed to make a positive response to an item from the list and a negative response otherwise. A number of studies have been done using this technique with target sets ranging from 10 to 60 words. These studies have been reviewed elsewhere (Atkinson & Juola, 1973) and interpreted in terms of the model presented here.

In this paper we will consider only one such study, which manipulated the size of the memory set (16, 24, and 32 words) and the number of times targets and distractors were presented during the test sequence; for a detailed account of the experiment see Atkinson and Juola (1974). Figure 9 presents RT data from the final block of test trials as a function of target set size; some words (whether targets or distractors) were presented for the first time during this final trial block, while others had been presented earlier in the test sequence and thus were receiving a repeated presentation. The left-hand panel presents RTs for correct responses to targets and distractors receiving their initial presentation in the final
Fig. 9. Mean response latencies and error percentages as functions of target list length. The left panel presents data for initial presentations of target and distractor words, and the right panel presents data for repeated presentations. Incorrect responses to target words are indicated by the shaded bars, and errors to distractors by the open bars. The straight lines fitted to the data represent theoretical predictions.

block of test trials; the right-hand panel, for words receiving a repeated presentation. In both panels RTs increase with the size of the memory set; however, the slopes of the functions are much less than is observed when smaller memory sets are involved: It is interesting to note that repeating an item has a different effect if that item is a target word as compared with a distractor. Positive responses are slower and show a steeper slope to the initial presentation of a target word as compared to a repeated presentation of a target word; in contrast, negative responses are faster and have a more shallow slope to the initial presentation of a distractor than to a repeated presentation of one.

The model to be applied here is the same as the one developed in the last section. The only difference is that the memory set exceeds the capacity of STS, and it is assumed to be stored in EKS. Figure 10 presents a flow diagram of the process. The test item is encoded and the appropriate CS node is accessed, leading to the retrieval of a familiarity value. If the familiarity value is above $c_1$ or below $c_0$, the subject gives a fast response. Otherwise, the subject retrieves a code for the test word to use in scanning the memorized list in EKS. Thus far the model is identical to that for the short-term case presented in the last section. How-
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Fig. 10. A schematic representation of the search and decision processes in long-term recognition memory. A test stimulus is presented (1) and then encoded and matched to an appropriate CS node (2). The familiarity index associated with the node may lead to an immediate decision (3) and in turn to a response (6). Otherwise, an extended search of the stored target list is initiated (4), which eventually leads to a decision (5) and a subsequent response (6). Path (1), (2), (3), (6) represents a much faster response process than path (1), (2), (4), (3), (6), and one that is independent of target-set size.

However, the code used to search the EKS may not be the same as that used in the short-term memory search. For example, Klitzky, Juola, and Atkinson (1971) present evidence that alternative codes for the same test stimulus can be generated and compared with either verbal, spatial, or conceptual representations of memory-set items. After retrieval of the appropriate code, a search of the memory set is executed, leading in turn to a correct response. Note that a response based on familiarity follows the same path as was proposed for familiarity decisions in the short-term case. However, when a search of EKS is required we assume that the time to initiate the search ($\kappa$) and the search rate per memory set item ($\alpha$) will not be the same as in the short-term case; this difference in the search rate may be due either to the storage of different types of codes in STS and EKS, to differing search and comparison processes within the stores, or to both. Restated, the parameters $l$, $p$, $r_1$, and $r_0$ are the same in the long-term and short-term cases; these cases differ only with respect to the values of $\kappa$ and $\alpha$. Thus, Eqs. (3) and (4) apply here, except that the estimates of $\kappa$ and $\alpha$ should differ for experiments involving large memory sets.

For the conditions of this particular experiment, the criteria $c_1$ and $c_0$ are assumed to be fixed and independent of the size of the memory set. The effect of repeating a word during the test sequence is to boost its familiarity value; this boost in familiarity is assumed to occur for both repeated targets and repeated
distractors. Figure 11 illustrates the familiarity distributions for targets and distractors when presented for the first time (top panel), and for targets and distractors when receiving a repeated presentation (bottom panel). Note that the likelihood of searching EKS is less on the repeated presentation of a target word than on the initial presentation of a target word; in contrast, the reverse holds for distractors. In terms of $s$ and $s'$ defined in Eqs. (1) and (2), $s$ is less for a repeated presentation of a target and $s'$ is greater for a repeated presentation of a distractor. Of course, the greater the likelihood of searching EKS, the steeper the slope of the RT function (i.e., the slopes of the target and distractor functions approach $\alpha$ as $s$ and $s'$ approach one, respectively).

A quantitative application of the model sketched above leads to the predicted functions displayed in Fig. 9. The slopes and intercepts for targets and distractors show the appropriate relationships for initial and repeated items. In addition, the theory accurately predicts error rates and RTs for errors. The details of the model...
and its fit to these data are presented in Atkinson and Juola (1974). It is important to note that the parameter estimates for this case differ from the short-term study discussed in the last section. The time, $\kappa$, to initiate the EKS search is 137 msec, as compared to 70 msec for the STS search; in contrast, the search rate per memory-list item, $\alpha$, is 10 msec for EKS compared to 34 msec for STS. Thus, the search is initiated more rapidly if it involves the STS, but comparison time per memory-set item is much faster for EKS.

To summarize, the same model is applicable to experiments using large memory sets as well as for those using small sets; the difference is in the extended search on those trials where familiarity is not used to make a decision. The complex pattern of data in Fig. 9 is interpretable in terms of the model if we assume that there is a boost in familiarity whenever a word is presented for test. It should be noted, however, that the increase in familiarity is short-lived. Juola, Fischler, Wood, and Atkinson (1971) found that the effect on RT of repeating an item diminished as the lag between the initial and repeated presentations increased, indicating that the boost in familiarity decays over time.

An interesting feature of the data reported in this section is the absence of a serial-position effect in RTs. If the time to make a response to a target word is plotted as a function of the serial position of that word in the original study list, the result is a flat line. There is absolutely no trend relating RT to serial position; that is true for initial and repeated presentations of target words separately, as well as for the combined data. The same phenomenon has been observed in other studies using a similar design (Atkinson & Juola, 1973) and is rather surprising since the subjects were required to master the list in a strict serial order. Theoretically, this means that both familiarity effects and the EKS search are independent of a target item's position in the memory list. The absence of a serial-position effect in these experiments, however, does not mean that organizational factors influencing the acquisition of a target set will not affect RTs in the recognition phase of the experiment. In one study reported by Atkinson and Juola (1973), the set of target words was organized and learned as a semantic hierarchy; under these conditions RTs on the recognition tests varied as a function of the placement of the word in the original hierarchy.

Another example, more closely related to the experiment reported in this section, is a study conducted by Susan LeVine at Stanford University. Her test

7An increase in familiarity is not restricted to presenting the word in a test sequence. We have run a study similar to the one described in this section, except that the target set involved 25 words and distractor words were never repeated during the sequence of test trials. The test sequence involved two blocks of 50 trials each with a brief break between trial blocks. During the break subjects were given written instructions regarding a task they supposed to be going to participate in immediately after completing the second block of test trials; subjects were required to read the instructions twice, once silently and once aloud. In actual fact, 10 words in the instructions served as distractor words in the second block of test trials. Comparing RTs for distractor words that had been in the instruction set with those that had not yielded a statistically significant difference. Distractor words used in the instructions were responded to more slowly, as would be expected if their familiarity value was increased by including them in the instruction set.
sequence involved a target set of 48 words; half of the test trials involved target words and half distractors. The unique aspect of the study was the method for memorizing the target set. The subject memorized the 48 words as 24 paired associates and used an anticipation procedure. Eight of the paired associates were tested and studied on every trial of the training session, eight pairs on every other trial, and eight pairs on every third trial; thus, by the end of learning some pairs had been brought to a "high" acquisition level, others to a "medium" level, and others to a "low" level. In the recognition phase of the experiment, there were 96 trials; 48 trials tested individual words from the study list (positive trials) and 48 involved words not previously studied (negative trials). The RTs for correct responses to target words are presented in Fig. 12 along with error rates; the RT for correct responses to distractors was 758 msec with an error rate of 3 percent. Inspection of Fig. 12 indicates that RT is faster to a word that was a response member of a paired associate as compared with a stimulus member. Even for those words that have been perfectly mastered (i.e., high acquisition set), the stimulus versus response role of a word had an effect on recognition performance.

It is interesting to note that RT is related to the acquisition level; the more times a word was presented during study, the faster the RT. The fact that RT varied

![Graph showing response latency and error percentages across acquisition levels](image)

**Fig. 12.** Mean response latencies and error percentages across three conditions of acquisition for targets that were either stimulus or response members of paired associates.
with acquisition level suggests that the list-length effects in the prior study might be explained in the same way. One could assume that in mastering a memory list, the longer the list the lower the acquisition level at the start of the test series. Thus, the effect of list length on RT might be explained by a lower degree of mastery of the longer lists, rather than by a longer EKS search as we have done. This type of explanation could be accommodated by the theory, but we rejected it because of the error-rate data. In the paired-associate study, error rates increased as the acquisition level decreased (see Fig. 12). However, in the list-length study, both error rates and their reaction times were constant over list lengths; nevertheless, reaction times for correct responses increased with list length. For this reason we assumed in the theoretical analysis that all lists were equally well learned, that familiarity distributions were invariant over list lengths, and that the RT effects were to be explained by a longer (but equally accurate) search of the longer lists. This is an important point and emphasizes that we do not regard the linear search function postulated in this and the previous sections as critical to the theory, rather, different search functions can be postulated depending on the organization.

![Graph showing response latency as a function of short-term target set size](image)

**Fig. 13.** Mean response latencies for targets ($P \rightarrow ST$, $P \rightarrow LT$) and distractors ($N$) as a function of ST set size in an experiment involving short- and long-term target sets. The straight lines fitted to the data represent theoretical predictions.
of the target list and the feature sets by which target items are coded in EKS. For the experiments considered in this paper a linear function appears to provide a good approximation.

MEMORY SEARCH WITH BOTH LARGE AND SMALL TARGET SETS

The experiments reported in this section involve a mix of the procedures discussed in the previous two sections. Prior to the test session, the subject memorizes a list of 30 words (designated the LT set) to a criterion of perfect mastery. In addition, each trial of the test session begins with the presentation of a short list of words (designated the ST set) that have never been shown before in the experiment. The test phase of the trial involves the presentation of a word, and the subject is required to make a positive response if the word is a member of either the LT set or the current ST set, and a negative response otherwise; thus a target is a word from either the LT or ST set, and a distractor is a word never previously used in the experiment. The size of the ST set varies from 1 to 4; half of the targets are from the ST set and half from the LT set. In addition, on some trials no ST set is presented, and then the target is necessarily from the LT set. Over trials, targets and distractors occur equally often.

Fig. 14. A schematic representation when the target set is divided between STS and LTS. A test item is presented (1) and then matched to its CS node (2). The familiarity index of the node may lead to an immediate decision (3) and response output (7). Otherwise, appropriate codes are extracted from the CS node, and then used to simultaneously search STS and LTS (4). A decision about the test item is eventually made, based on the search of LTS (5) or of STS (6) and a response output (7).
Results from experiments by Wescourt and Atkinson (1973) and Mohs, Wescourt, and Atkinson (1973) are displayed in Fig. 13. RTs for targets and distractors are plotted as a function of $m$, the ST-set size; $t(P \leftarrow ST)$ and $t(P \leftarrow LT)$ denote the latency of a correct positive response to an ST and LT item, respectively, and $t(N)$ denotes a correct negative response to a distractor. Inspection of the figure indicates that $t(P \leftarrow ST)$ increases with the size of the ST set. In contrast, $t(P \leftarrow LT)$ and $t(N)$ seem to be independent of ST-set size as it varies from 1 to 4; however, the presence or absence of a ST set ($m = 0$ versus $m > 0$) has a marked effect on these two response times.

The model for this experiment is essentially the same as the one developed in the previous sections. A flow chart of the process is presented in Fig. 14. The LT set is assumed to reside in EKS, and each ST set is temporarily stored in STS. The recognition process first involves a check of the test word's familiarity value, which may lead to an immediate response. If not, a search of the EKS and STS will be required before a response can be emitted.

As described earlier, the decision to respond on the basis of familiarity alone is a function of the criteria $c_a$ and $c_f$. Figure 15 presents a diagram of the familiarity distributions for ST-set words, LT-set words, and distractors. The relative positions of these distributions are not determined a priori, but are inferred from error rates associated with the three types of test items (i.e., the tail of the distractor distribution above $c_f$ determines the error rate associated with distractors; and the tails below $c_a$ for the ST and LT distributions, the error rates associated with ST and LT targets, respectively).*

*An experiment has been conducted by Richard Mohs in which elements of the LT set are included in the ST set on some trials; the time for a positive response to these items can be denoted as $t(P \leftarrow ST \& LT)$. The average response times in the experiment were ordered as follows: $t(P \leftarrow ST \& LT) < t(P \leftarrow ST) < t(P \leftarrow LT) < t(N)$. These results would be expected if the presentation of LT-set words within ST sets cause an additional boost of familiarity value for them.
When the retrieved familiarity value of a test word does not suffice for a decision to be made, then a search of STS and EKS is required. In this case, the principal issue is the order in which the two stores are searched. For example, the search could be first conducted in STS and if a match is not obtained, then continued in EKS. This scheme seems plausible since information in STS tends to be lost rapidly. However, if the two stores were searched in this order (and the time to search STS depended on the size of the ST set), then both \( t(P \leftarrow LT) \) and \( t(N) \) should increase as \( m \) goes from 1 to 4. Clearly, the data in Fig. 13 do not support this sequential search scheme. An alternative approach is to assume that STS and EKS are searched in parallel, and that if a match is found in either store, a positive response will be made; if both searches are completed and no match is established, then a negative response will be made.

The flow chart for the parallel-search process is shown in the right-hand panel of Fig. 16; the left-hand panel is for those trials on which the ST set is omitted and illustrates precisely the model developed in the previous section of this paper.
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**Fig. 16.** Schematic representations of the processing strategies in searching the memory stores. The model when an ST set is omitted is shown in the left-hand panel; arrows (1) and (2) represent fast responses based on familiarity alone, whereas (4) and (5) represent responses after a search of EKS has occurred. In the right-hand panel a parallel-search model is presented for those trials on which an ST set is present. The arrows (1) and (2) represent fast responses based on familiarity. When a search is required, the ST and LT sets are searched simultaneously (3,4). If a match is found in the ST set (5) or in the LT set (7), a positive response will be made. If a match is not established in either set (6,8), a negative response will be made.
As indicated in the figure, the time $\kappa'$ to initiate the search of both the EKS and STS (i.e., when $m > 0$) is assumed to be different from the time $\kappa$ to initiate search of EKS alone (i.e., when $m = 0$). Once the search of a store is initiated, its rate is independent of whether or not any other store is being searched. We let $\alpha_S$ and $\alpha_L$ denote the search rates for the two stores. Thus, when an ST set is present, it takes time $\kappa' + \alpha_S m$ to search the STS store and time $\kappa' + 30 \alpha_L$ to search EKS. When the ST set is omitted, it takes time $\kappa + 30 \alpha_L$ to search EKS. Recall that the LT set is of size 30.

Since both stores are searched simultaneously when $m > 0$, the total search time will depend on which search required the most time. For the sizes of the ST and LT sets considered here, we assume that the STS search is always completed prior to the completion of the EKS search. Consequently, the search of STS will yield a match in time $\kappa' + \alpha_S m$ and the search of EKS will yield a match in time $\kappa' + 30 \alpha_L$. If the test item is a distractor, then both searches will have to be completed (which takes time $\kappa' + 30 \alpha_L$) before a negative response can be initiated. Thus, $t(P \leftarrow ST)$ will increase as $m$ goes from 1 to 4, but both $t(P \leftarrow LT)$ and $t(N)$ will be independent of the size of the ST set. However, $t(P \leftarrow LT)$ and $t(N)$ will be faster when no ST set is present than when one is present, if $\kappa$ is less than $\kappa'$.

A quantitative application of the model sketched out above leads to the predicted functions in Fig. 13. Not presented in the figure are error rates for the three types of test stimuli, but they also are accurately predicted by the model. (For a detailed account of this work, see Atkinson and Juola, 1974.) In fitting the model to these data, certain parameter estimates prove to be interesting:

\[
\begin{align*}
\kappa' &= 207 \text{ msec} \\
\kappa &= 140 \text{ msec} \\
\alpha_S &= 35 \text{ msec} \\
\alpha_L &= 10 \text{ msec}
\end{align*}
\]

The $\kappa$ and $\alpha_L$ recovered here are very close to the corresponding estimates made in the last section dealing with long-term target sets; similarly, the estimate of $\alpha_S$ is very close to the estimate of $\alpha$ recovered in the analysis of the short-term memory study. Finally, $\kappa'$, the time to initiate the joint search of EKS and STS, is significantly above $\kappa$, the time to initiate the search of EKS alone.

In the model, we assumed that $\alpha_L$ is independent of the size of the ST set; any difference in the search of EKS on trials with and without an ST set is simply due to $\kappa'$ and $\kappa$, respectively. Independent support for this assumption comes from an experiment conducted by Keith Wescourt. The experiment exactly replicated the procedure described in this section, except for positive test words: All-positive
test words were drawn from the LT set and the ST set was never tested. Subjects had to maintain 0 to 4 items in STS for recall at the end of the trial; however, they were told (and it was always the case) that the test word would be either an LT item or a distractor. Under these conditions, the latency of a positive response to an LT item and of a negative response to a distractor did not display a jump from the \( m = 0 \) condition to the \( m > 0 \) conditions; rather, both latency functions were constant as the ST-set size varied from 0 to 4. The parameters \( \kappa \) and \( \alpha_0 \) estimated in the prior experiment can be used to predict these data; the parameter \( \kappa' \) was not required since only EKS needed to be searched even on those trials where an ST set was present. The existence of a load in STS per se had no effect on RT; what did affect performance in the original experiment was the relevance of the STS load for the scanning decision.

**MEMORY SEARCH MODERATED BY SEMANTIC FACTORS**

A number of studies, using both small and large memory sets, have shown that semantic factors can influence RT. In this section, recognition experiments involving semantic variables are considered, and the theory is employed to explain how they can affect search and decision processes.

A frequently used paradigm requires a subject to memorize a target set composed of sublists, where words on each sublist are from a given category. The number of sublists will be denoted by \( c \), and the length of each sublist by \( d \); thus, the target set is composed of \( c \cdot d \) words. For example, with \( c = 2 \) and \( d = 3 \), the target set might be

\[
[(\text{BEAR, LION, HORSE}) \, (\text{CARROTS, PEAS, BEANS})]
\]

a total of six words from the categories *animal* and *vegetable*. Once the target set has been memorized, tests are initiated. On a test trial, one of three types of words is presented: (1) a word on the memory list (P-item) to which the subject is required to make a positive response; (2) a word not on the memory list but from a category represented on the list (N-items) to which the subject is required to make a negative response; and (3) a word not on the memory list and not a member of any of the categories represented on the list (N*-items) to which the subject also is required to make a negative response. In the above example, a P-item might be *LION*, an N-item might be *DEER*, and an N*-item might be *NAIL*. A target word (P-item) is presented with probability \( \frac{1}{2} \), a related distractor (N-item) with probability \( \frac{1}{2} \eta \), and an unrelated distractor (N*-item) with probability \( \frac{1}{2}(1 - \eta) \). When \( \eta = 1 \), only P and N items are presented; when \( \eta = 0 \), only P and N* items; and when \( 0 < \eta < 1 \), a mix of P, N, and N* items. The dependent variables of principal interest are again latencies of correct responses to P, N, and N* items and will be denoted as \( t(P) \), \( t(N) \), and \( t(N^\ast) \), respectively.
The theory as it applies in this situation is summarized in Fig. 17. A word is encoded (time $l$) and its familiarity value is retrieved and evaluated (time $p$). If the familiarity value is above $c_1$, an immediate positive response is made; below $c_0$, an immediate negative response. If the familiarity value is intermediate, the subject has two options. With probability $\lambda$ he categorizes the test item and then scans its category name against the category names represented on the memory list. If no match occurs (N*-item), a negative response is made; if a category-name match occurs, the subject then searches the appropriate category sublist of the memory set, making either a positive response (P-item) or a negative

**Fig. 17.** Representation of the processing stages underlying recognition performance when semantic factors may influence search in EKS. The subject may execute a rapid response based on familiarity or alternatively may search EKS. In the latter case, semantic information may be utilized to direct search on some proportion of trials; on other trials this information is ignored and the entire target set is scanned.
response (N-item). Alternatively, with probability $1 - \lambda$ the subject ignores the semantic information in the test item and searches the entire memory list.

Given that the subject does categorize the test item, the time to retrieve its category name is $\kappa^*$, and the search rate among the $c$ category names is $\beta$; thus, the time for this stage is $\kappa^* + \beta c$. If the categorizing stage determines that the word is an $N^*$-item, a negative response occurs. Otherwise, the subject next searches the sublist of the memory set identified by the categorization process; it takes time $\kappa'$ to initiate the search, and its rate is $\alpha$ yielding time $\kappa' + \alpha d$ for this stage. Given that the subject does not categorize the item, the search of the entire memory list is presumed to take $\kappa + \alpha(c \cdot d)$; that is, time $\kappa$ to initiate the search which proceeds at rate $\alpha$ for the total set of $c \cdot d$ items.

Figure 18 illustrates the familiarity distributions associated with $P$, $N$, and $N^*$ items. While not critical to the model, the $N$ distribution is shown in the figure to have a higher mean than the $N^*$ distribution. The reason is that there is evidence to suggest that distractor items that are related to items on the memory list have a higher familiarity value than unrelated distractors (Jouola et al., 1971; Underwood, 1972). This relation between the distributions would be expected if there were a spread of "activation" in the CS space in the areas of target-word nodes (Meyer & Schvaneveldt, 1971). Using Eq. (1), the quantity $s$ can be defined for the $P$ distribution. Similarly, using Eq. (2), the quantities $s_N'$ and $s_{N^*}'$ can be defined for the $N$ and $N^*$ distributions. Once this has been done, the following expressions can be written for the time to make a correct response to each of the item types:

$$t(P) = (l + p + r) + s \left\{ \lambda \left[ (\kappa + \beta c) + (\kappa' + \alpha d) \right] + (1 - \lambda) [\kappa + \alpha(c \cdot d)] \right\}$$  \hspace{1cm} (5)

$$t(N) = (l + p + r) + s_N' \left\{ \lambda \left[ (\kappa + \beta c) + (\kappa' + \alpha d) \right] + (1 - \lambda) [\kappa + \alpha(c \cdot d)] \right\}$$  \hspace{1cm} (6)

$$t(N^*) = (l + p + r) + s_{N^*}' \left\{ \lambda [\kappa^* + \beta c] + (1 - \lambda) [\kappa + \alpha(c \cdot d)] \right\}.$$  \hspace{1cm} (7)

---

Fig. 18. Distributions of familiarity values for the two types of distractor items ($N^*$, $N$) and for target items ($P$).
How does the subject select between his two options: Should he first categorize a test item or search the entire memory list? We offer no theory to explain this selection and propose to estimate \( \lambda \) from the data. However, if all parameters of the process are fixed and the subject is trying to minimize his average response time over all trial types, then \( \lambda \) should be selected as follows: If the quantity \[ (\kappa^* + \beta c) + \frac{1}{2}(1 + \eta)(\kappa' + \alpha d) \] is greater than \[ \kappa + \alpha(c \cdot d) \], set \( \lambda \) equal to 0; otherwise set \( \lambda \) equal to 1.\(^8\) Stated somewhat differently, an optimal setting for \( \lambda \) depends on an interplay of search parameters with the structure of the list (the values of \( c \) and \( d \)) and the nature of the test schedule (the value of \( \eta \)). Although estimates of the various search parameters vary from study to study (see Juola & Atkinson, 1971), the data indicate that (a) \( \beta \) is about three times as large as \( \alpha \), and that (b) \( \kappa^* \) and \( \kappa \) are fairly close to each other with \( \kappa^* \) somewhat smaller.

Figure 19 presents unpublished data from two separate experiments, one conducted by Homa (1972) as part of a Ph.D. thesis at the University of Wisconsin, and the other as a pilot study at Stanford University. For the data displayed in the figure, \( \eta = \frac{1}{2} \) and \( c = 2 \); the Homa data are for \( d \) equal to 2, 3, and 5, whereas
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FIG. 19. Mean response latencies for positive items (P) and for semantically related (N) and unrelated (N*) negative items as a function of category size (d).

\(^8\)A similar proposal has been made by Naus (1972).
the Stanford data are for $d$ equal to 10, 15, and 20. No attempt will be made to generate quantitative predictions for these data; it is evident that appropriate parameter values can fit the results. The main point to consider is the effect of $d$ on $t(N^*)$. In the Homa data, $t(N^*)$ is increasing and at about the same rate as $t(N)$, which indicates that $\lambda$ is close to zero; thus, when $d$ is relatively small, the subject is scanning the entire memory list and not attempting to categorize test items. For the Stanford data, $t(N^*)$ is relatively constant over the three values of $d$ while $t(N)$ shows a sizable increase; this finding, of course, implies that $\lambda$ must be equal to one (i.e., that the subject is categorizing each test item and processing the item accordingly).

These results are what one might expect if the subject is attempting to set $\lambda$ optimally. When $d$ is small, the slow scan of the category names is not warranted, but when $d$ becomes large, there is an advantage to categorizing and, only if necessary, making a search of the appropriate sublist. Thus, the subjects appear to be selecting a value of $\lambda$ in accordance with the specific parameters of the search task. 10

There are other results that can be cited to support the $\lambda$-process proposed here. For example, Homa has data where $c = 12$ and $d = 1$ for which the estimate of $\lambda$ is zero. On the other hand, Turrow Indow (personal communication) has data for $c = 1$ and $d$ varying from 5 to 27; these data are consistent with the view that $\lambda$ is zero for small values of $d$, but increases to one for $d$ greater than 10 or 12.

We have not provided a quantitative fit of the model to the data presented here. The reason is that the task is quite complex from a theoretical viewpoint; the subject has alternative strategies to apply, which means that different subjects may be electing different mixes of strategies in a given experimental condition. Hence, a quantitative evaluation of the model requires carefully designed experiments and a large sample of data for each subject. It is clear, however, that the basic outline of the theory is correct. An individual subject may or may not retrieve a category name for a test item, depending on the structure of the memory list (the values of $c$ and $d$) and the nature of the test sequence (the value of $\eta$). 11

The experiments considered in this section have all used words for the stimulus materials. Comparable experiments have been run using letters and digits to distinguish between P, N, and N* items. For example, the memory set might be

---

10The model proposed here assumes that the subject selects between one of two search strategies with probability $\lambda$. Another approach is to assume that both searches (the search by categories and the search of the entire list) are initiated simultaneously and that the one finishing first determines the subject's response latency; this type of assumption is in accord with a model proposed by Naus, Glucksberg, and Ornstein (1972). Under certain conditions, the simultaneous search model generates the same predictions as the model developed in this paper. Thus, the particular interpretation that we offer is open to question, and an argument can be made for a simultaneous search.

11Studies can be run that vary the length of sublists within a memory list. For example, the memory list can involve three categorized sublists with one having 4 words, the second 8 words, and the third 12 words for a total set of 24 (i.e., $c = 3$, $d_1 = 4$, $d_2 = 8$, $d_3 = 12$). Applications of the theory to these experiments is straightforward, but the equations are cumbersome.
composed of three letters, with the test involving a letter from the memory set (P-item), a letter not in the memory set (N-item), or a digit (N*-item). Results from these experiments have been somewhat variable. There are studies (Williams, 1971; Lively & Sanford, 1972) where the estimate of $\lambda$ is significantly greater than zero for small memory sets of three or four items. For other studies, as we shall see in the next section, the estimate of $\lambda$ is very close to, if not exactly, zero. It appears that when words are used as the stimulus materials, the estimate of $\lambda$ is invariably zero for small memory sets; but when letters versus numbers are used, $\lambda$ is sometimes greater than zero. Of course, when letters versus digits are used, it is conceivable that the subject may be classifying the probe on the basis of perceptual features; clearly, when words are used, there is no possibility for category classification based on perceptual cues, but with letters versus digits such a possibility may exist depending on the type font and displays used. A greater readiness to classify on the basis of perceptual factors than on semantic factors is consistent with the viewpoint developed in this paper, which distinguishes between perceptual codes and conceptual codes. Since a test stimulus will be represented in the memory system as a perceptual code before it can be represented as a conceptual code, strategies that allow accurate responding by processing perceptual codes will be preferred in those tasks where response speed is an important task demand.

MEMORY SEARCH INVOLVING A DUPLEX TARGET SET

In this section we examine an experiment that has similarities to the ones considered in the previous two sections; nevertheless, its theoretical analysis requires separate treatment. The experiment is one in a series of studies conducted by Charles Darley at Stanford University dealing with duplex target sets. His research on this problem is in an early stage, and the theoretical treatment given here may prove to be premature. The task is of such intrinsic interest, however, that some discussion of it seems warranted at this time.

On each trial the subject is presented with a target set composed of two subsets—one of letters and the other of digits. The target set is presented visually, with one subset on the left and the other on the right; whether letters or digits are on the left is determined randomly on each trial. The sizes of the two subsets are also randomly determined from trial to trial, each independently taking on the values 1, 2, or 3; the digits are drawn from the numbers 1 through 9 and the letters from a restricted alphabet with the vowels deleted. When the subject has the target set in mind, a test stimulus, which is either a letter or digit, is presented. The subject is required to make a positive response if the probe is from the target set, and a negative response otherwise. For example, the target set might be (D, B, K)(8, 6); if any of these five items is presented at test, the subject should make a positive response; otherwise, a negative response. The subset that corresponds to the test stimulus will be called the memory set and the other the load.
set. We let $d_M$ denote the size of the memory set and $d_L$ the size of the load set. In terms of the above example, if the test stimulus is a letter, then $d_M = 3$ and $d_L = 2$; if the test stimulus is a digit, then $d_M = 2$ and $d_L = 3$. Of course, until the test stimulus appears the subject does not know which array is the memory set and which is the load. The top panel of Fig. 20 presents a schematic account of a trial; letters and digits are tested equally often, and positive and negative trials are equally probable. The question of interest is how the scan of a memory set in STS is influenced by the size of a load set also in STS.  

In this experiment, the subject was required to recall aloud the load set after he made his RT response; errors in this recall were extremely rare. The requirement to recall the load set does not seem to be an important factor, for Darley has run another study where the recall was omitted with results comparable to those to be reported here.
Mixed in with the duplex-type trials are others involving only a single target set (either 1 to 3 letters or 1 to 3 digits). These trial types are illustrated in the bottom two panels of Fig. 20; note that when the target set involves only letters, the test stimulus is a letter (and the same holds for digits). These trials correspond to the procedure used by Sternberg (1966) and will be called zero-load trials. In terms of the above notation, \( d_M \) takes on the values 1 to 3 and \( d_e = 0 \).

Average RT data for correct responses are shown in Fig. 21; error probabilities have not been presented since they were less than 3% overall. What is plotted is the average time for positive and negative responses as a function of memory-set size; each curve is for a different load size. The composition of the memory set did not have a statistically significant effect on RT, and consequently the data
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have been averaged over both memory sets composed of letters and memory sets composed of digits. For example, in Fig. 21 the observed value of 601 msec for a memory set of two and a load of one is an average which includes positive and negative responses and memory sets of letters and of digits.

The results displayed in Fig. 21 indicate that the load has a clear effect on RTs, but only on the intercept of the functions. It appears that all four RT functions have approximately the same slope. The subject cannot simply be classifying the test stimulus as a letter or digit and then restricting the search to appropriate subset. If this were the case, the obtained equality of the slopes for the four functions would be predicted, but predictions for their intercepts would be incorrect. The three load functions would all have the same intercept, which would be above that

---

Fig. 22. Representation of the processing stages underlying recognition performance when there are two target sets in STS. A rapid response may be executed based on stimulus familiarity; otherwise, the encoded test stimulus is scanned against the contents of STS. The time of the search is a function of both target and load-set sizes.
for the zero-load functions; the intercept difference would reflect the time needed to determine which subset to search. A better fit to the data is not obtained by adding the assumption that maintaining a load set decreases the search rate for the memory set in proportion to load size. If this were the case, the three load functions would still all have the same intercept, and only their slopes would increase with load size.

It appears that the subject makes no attempt to limit the search by categorizing the test item but rather searches the entire target set; categorization would take time and is not warranted if that time is greater than the time required to search the load set. If target-set sizes were greater than those employed here, a categorization strategy might be used; in that case, a model like the one presented in the previous section would be appropriate.

Figure 22 presents the model for this experiment. As in previous sections, the familiarity distribution for a target item is assumed to have a mean above that for a distractor item, and to be independent of the size of the target set. First, the test stimulus is encoded and its familiarity value checked against the criteria \( c_0 \) and \( c_1 \). Given a high or low familiarity value, the appropriate response is immediately executed. Otherwise, a search of STS occurs. The time to initiate the search of STS is \( \kappa \). The search rate for items in the target set from the same class as the test item is \( \alpha \), and the search rate is \( \alpha' \) for items from the other class. Thus, the search of STS on a duplex trial takes time \( \kappa + \alpha d_M + \alpha' d_L \). When no load is present, the same process applies and is precisely the one presented in the second section of this paper (see Fig. 5). The only difference is with regard to the time parameter for encoding the test stimulus. In the zero-load conditions, the subject knows that the test stimulus will be from the same class as the target set; being able to anticipate which class the test stimulus will be from may facilitate the encoding process. To provide for this possibility, we let \( l \) represent the encoding time for the zero-load case in accord with previous notation and use \( l' \) for the load case. Otherwise, all parameter values are identical for the load and zero-load conditions; the target and distractor distributions for familiarity values, criteria values, and \( \alpha \) are assumed to be the same on all trials.

For the zero-load case the equations for RT are identical to Eqs. (3) and (4). The proportion of positive and negative trials was equal in this experiment, and hence, averaging Eqs. (3) and (4), yields

\[
t_M = (l + p + \bar{r}) + \bar{s}(\kappa + \alpha d_M)
\]  

(8)

Here \( t_M \) denotes average RT to a memory set of size \( d_M \) in the zero-load condition. The quantity \( \bar{r} = (r_1 + r_0)/2 \) and \( \bar{s} = (s + s')/2 \), where \( s \) and \( s' \) are as defined in Eqs. (1) and (2). Similarly, for the load conditions

\[
t_{M,L} = (l' + p + \bar{r}) + \bar{s}(\kappa + \alpha d_M + \alpha' d_L)
\]  

(9)
where $t_M$, $t_M,$ denotes average RT to a memory set of size $d_M$ with a load set of size $d_L$. Note that $t_M$ is a linear function of $d_M$ with intercept $(l + \rho + \tilde{\tau} + \bar{\tilde{\kappa}})$ and slope $3\alpha$. Similarly, $t_M,$ is a linear function of $d_M$ with intercept $[(l' + \rho + \tilde{\tau} + \bar{\tilde{\kappa}}) + (\bar{\tilde{\alpha}}d_L)]$ and the same slope $3\alpha$.

Fitting Eqs. (8) and (9) to the data using a least-squares method yields the predicted functions given by the straight lines in Fig. 21. There are only four identifiable parameters and their least-squares estimates are as follows:

\[
(l + \rho + \tilde{\tau} + \bar{\tilde{\kappa}}) = 443 \text{ msec}
\]

\[
(l' - l) = 41 \text{ msec}
\]

\[
(\bar{\tilde{\alpha}}) = 40 \text{ msec}
\]

\[
(\bar{\tilde{\alpha}}') = 33 \text{ msec}
\]

Note that $\alpha$ is greater than $\alpha'$; that is, the search rate for target items in the same class as the test stimulus is slower than the search rate for items in the other class. This relation is what would be expected if the time to establish a mismatch between two letters is slower than between a letter and a digit (and vice versa). Such a difference is consistent with representations of items as codes comprised of features. In general, fewer feature comparisons are necessary to find a mismatch between items in different classes than between items in the same class.

There are other interpretations that can be given to these data. For example, one might assume that the subject first decides which subset to search and then dumps the load set from memory before starting the search. If the time to dump the load set is a linear function of its size, this interpretation (properly formulated) generates the same predictions as the one presented above. For reasons that are too lengthy to discuss here we do not favor the latter interpretation. Nevertheless, until there is more research using this type of task, it will be difficult to choose between these and other explanations. In our view, however, familiarity plays the same role in the load and zero-load conditions, and an adequate model will have to take this factor into account.

**DISCUSSION**

The model described in this paper asserts that recognition memory involves the operation of a set of processes. The information processing stages that occur in a particular recognition task are determined by the physical parameters of the.

\[13\] The model also has been fit to the data with the positive and negative RTs kept separate. The fits are comparable to those displayed here, but were not presented to simplify the discussion. It should be noted that the slope of the four positive functions was about 47 msecs, whereas the slope of the four negative functions was about 33 msecs. In the theory, this means that $s$ is greater than $s'$. Similarly, the intercept of a negative function tended to be higher than the intercept of the corresponding positive function, indicating that $t_o$ is greater than $t_i$.  
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experimental situation and by subjects' strategies. These strategies develop in
cord with subjects' perceptions of task demands and abilities to apply alterna-
tive strategies. The experiments reviewed here support the model's major con-
tention: Recognition decisions may be made quickly on the basis of partial infor-
mation (familiarity), or they may be made more slowly, and more accurately,
on the basis of an extended memory search. The data indicate that performance
in a memory-scanning task represents a mixture of these two processes. Several
factors have been shown to influence which of these processes subjects will tend
to rely upon.

Besides these data, introspective reports seem to support the type of model
developed here. Subjects report that sometimes they find themselves making
immediate responses to a probe without "knowing for sure" whether or not it is a
target item; on other trials, they report recalling portions of the target set before
knowing how to respond. Subjects are almost always aware of their errors,
indicating that although they may respond on the basis of familiarity, they con-
tinue processing by searching memory and thereby check their decision.

Limitations of the Mathematical Model

While we feel that the theory has wide applicability, certain qualifying
comments need to be made about the specific models outlined in the previous sec-
tions. These models are reasonable approximations for the situations that have
been investigated, but they do not reflect the full complexity of the theory. In
particular, the assumption of independence of processing stages may not be
justified. This assumption is reasonable in some cases, but generally processing
in memory involves interactions between operations in different components of
the system; processing operations selected at one stage can influence subsequent
stages by restricting the number of alternative processes available, by altering
the operating characteristics of these processes, or by both. The selection of in-
ternal codes could have such effects on subsequent stages of search and compari-
on when these depend on the nature of features comprising codes.

A second assumption made in the mathematical models is that the time to exe-
cute a memory search is a linear function of the target-set size. Corollary to this
is the assumption that the search functions for both positive and negative probes
are identical. There is no a priori reason for these assumptions; it is simply the
case that much of our data are in accord with them. It is not necessary, however,
that the search-and-comparison functions increase linearly with target-set size
to account for the observed linear increase of RT. Both linear and nonlinear RT
functions can be obtained from models that have mixtures of fast familiarity-
based responses (which have times independent of target-set size) and slower
responses based on extended searches (which have times either independent of or
related nonlinearly to target-set size). This is the case, for example, if set size
affects the mixture of the two processes; in terms of the model, the criteria that
determine when familiarity-based decisions are made might vary as a function of
target-set size. Under these conditions, a linear RT function can be obtained, but, in general, nonlinear functions would be expected.\textsuperscript{14} Similar reasoning can be applied to the assumption that the scan time for both positive and negative probes is the same. Certain types of interactions between the encoding and search stages or between the search and decision stages may occur for positive and negative probes. In general, interactions would lead to differences between positive and negative probes, but in particular cases such differences may not be observed. For example, if negative probes are encoded more slowly than positive probes, but are scanned against the target set more rapidly, then the trade-off on times between stages might result in identical observed RTs for positives and negatives. The models presented here assume a linear search time that is the same for positive and negative probes, because it simplifies matters and still gives good fits to the data.

\textbf{The Division of LTS}

In describing the theory we proposed that LTS has two components, the conceptual store and event-knowledge store. Subdividing LTS is not a new idea (see, for example, Tulving, 1972). However, the distinctions between CS and EKS are different from the type of distinctions made in other theories. The main difference is that the CS is not a true lexicon or "semantic memory." It functions primarily as a high-speed interface between the perceptual processes and EKS. The conceptual code at each node in CS provides a very limited subset of information about a concept's full "meaning." One way to view this subset is that it provides information about the concept's relations to broad conceptual categories rather than to its relations with other specific concepts. Conceptual codes may be utilized initially to form the conceptual relations that characterize complex stimulus ensembles; subsequently, their dimensions suggest entry points into EKS where more detailed information about a concept may be located. The CS may be regarded as more analogous to an index for an encyclopedia rather than a dictionary. This index has the property of being organized on the basis of both the physical and conceptual elements of its entries, thereby allowing fast access to the stored information. While the particular description of the CS presented here does not depend directly upon any of our experimental results, it is consistent with research demonstrating that there are different levels of information representation (Posner, 1969, 1972). In addition, an experiment by Juola (1973) indicates that the familiarity of a stimulus does not depend on the specific mode of presentation; this supports our view of a CS node where the various perceptual representations of a concept are linked to one another. At an intuitive level, the CS also seems to be the type of memory required for the parsing of input by theories of language understanding (Schank, 1972); it allows high-speed access to the level of meaning.

\textsuperscript{14}For example, linear RT functions could result if search time increased more than linearly with target-set size, while the proportion of familiarity decisions also increased in a positively accelerated manner.
necessary for determining the class of conceptual relations that a word can enter into, and mediates the search of EKS for additional information needed to specify the "meaning" of natural language input. Even though the division between CS and EKS may be taken as conjecture, our experiments call for some such separation in order to account for the range of effects observed.

Memory Structures in EKS

The term "memory structure" has been used here to refer to collections of perceptual and conceptual codes stored in EKS. These structures represent past events and episodes as well as the full meaning of concepts in terms of their relations to other concepts. For instance, when subjects in experiments learn word lists, copies of codes representing the words are linked together to form a memory structure in EKS. Since it is likely that the ability to locate particular codes within a memory structure depends on how the structure is organized internally, the nature of these structures is a relevant issue (Herrmann & McLaughlin, 1973). It seems reasonable that the organization of EKS structures should vary with the nature of the stored information. The elements of a visual scene could be stored by linking perceptual codes and/or conceptual codes in an organization maintaining some isomorphism to the original physical display. A second form of internal organization for memory structures could be similar to Schank's (1972) conceptual dependencies. In this case, the codes underlying an event are organized on the basis of their conceptual relations. For either type of structure, the codes themselves are linked together with other codes to define the particular type of relations between other codes. The internal organization of a memory structure therefore can be thought of as a simple linking of individual codes where some of the codes define a higher-order organization of other codes. That is, objects A and B of some visual scene have codes linked by another code that defines an "above" relation between A and B if A was above B in the scene (Clark & Chase, 1972).

Similarly, there is a code for the relation "actor-of" that would be linked between the actor and ACT of an event organized on the basis of conceptual relations. When necessary, the same information may be stored in more than one memory structure (contingent on the time available). Alternately, information can be translated from one type of memory organization to another at some subsequent time; an event originally stored on the basis of physical relations (e.g., visual coding) can be analyzed for conceptual relations in the same way the original scene might have been. To the extent, however, that the information about an event stored in EKS is not a perfect copy of all the information originally available, subsequent translations of memory structures into new ones with alternative organizations may be incomplete or otherwise distorted. Therefore, the control processes for building memory structures attempt to create structures organized in a way that reflect expectations of how the information will be used at some later time. A related assumption is that the specific codes and organization used to form a memory structure affect the search and retrieval processes that operate on it; that
is, there are alternative strategies that are more or less efficient, depending on
the form and organization of the codes they manipulate.

Levels of Information Representation

As presented here, information codes in memory exist at two distinct levels,
perceptual and conceptual. A code represents the set of primitive features or
attributes that a stimulus or concept conveys; "primitive" should not be taken
to mean innate in this context. Considerable research has been done on the internal
coding of information (Melton & Martin, 1972), and undoubtedly the dichotomy
presented in this paper is too simple to provide a detailed account of the various
findings. While we do suppose that there are different perceptual codes for dif-
dferent sensory modalities, no distinctions have been made regarding the complex-
ity of features within a modality. However, it is clear that there are several pos-
sible levels of analysis for any modality; for example, the evidence is that printed
words produce perceptual codes that may reflect line segments, entire letters, or
higher-order features like spelling patterns or vocalic center groups. A related
issue is whether or not higher-order features map onto simple combinations of
more basic features; if so, then different levels may be reduced to more basic ones,
as we have suggested. The notion of different levels of perceptual codes adds
considerable complexity to the scheme presented here, but it may prove neces-
sary.

Fully and Partially Connected Memory Networks

The system described here differs conceptually from many other theories with
regard to the overall organization of information within memory. A prevalent view
is that memory is a fully connected network (Anderson & Bower, 1972; Rumel-
hart, Lindsay, & Norman, 1972). In such a network, events are stored by form-
ing links between already existing internal nodes representing concepts. Usually,
a distinction is made between type nodes and token nodes, and every token is
linked to its type. In principle, it is possible to reach any node in the network from
any other node by following the links from one node to the next. Our conception
of LTS, in contrast, may be described as a partially connected network. While
codes at a CS node may be viewed as types for which there are tokens present
in memory structures in EKS, there are no direct links between codes in CS and
in EKS. There also are no direct links between the various nodes in CS. Instead,
related nodes in CS are stored "near" each other because their features tend to
have similar dimension values in the CS space. Similarly, structures in EKS
are not linked to one another, but similar or related events may be stored within a
small neighborhood of the EKS space. The only connections in our system are
those within a given CS node and within a given memory structure in EKS; thus,
codes in memory form only partially connected networks. In our system, the
ability to locate information in LTS depends on the ability to isolate those features
of the retrieval context that index the area of memory containing the to-be-
remembered structure. The success of this process depends on whether the features used for placement of a memory structure during learning are those available (or utilized) during retrieval.

A corollary to our notion of separate memory structures is the notion that the same information may be multiply represented in LTS. Whenever a particular code underlies some to-be-remembered event, a copy of that code is stored in the newly formed EKS structure. Similarly, whenever old knowledge is updated, all or part of the existing memory structure is recopied along with the new information. This view is not economical in terms of "storage space," but it may provide a more efficient basis for retrieval and modification of information already in the system because these processes do not have to deal with all the irrelevant relations associated with a given code. In a fully connected network, it is necessary to decide which and how many of the multitude of links leading away from a node are to be examined during a memory search.

It is important to emphasize that on a strictly formal basis fully connected networks and partially connected networks with directed retrieval processes may lead to equivalent predictions for a wide class of phenomena. This does not mean, however, that they are identical in a wider sense. Given a particular theoretical representation for the coding and retrieval of information, it is difficult not to opt for one or the other type of network, as we have done.

Concluding Remarks

The theoretical divisions of the memory system described in this paper offer a framework for understanding how particular variables affect recognition performance. In addition, the theory provides a basis for considering recognition in terms of processes that underlie other types of behavior; aspects of the theory thereby may be generalized to other paradigms for investigating memory and, in principle, could be extended to higher-order functions such as the understanding of language. We recognize that a direct test of the theory is not possible; however, it has proved to be a useful tool for several reasons: (a) It has permitted us to formulate and test a series of quantitative models for specific experimental tasks; (b) at an intuitive level, it seems consistent with the memory demands of more complex cognitive behaviors; and (c) it has served to identify several factors that have been shown to significantly affect memory. The theory, thus, has value as a tool for analyzing particular experiments and as a framework within which to view the broad domain of memory and cognition.
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INTRODUCTION

In this chapter we develop and evaluate a mathematical model for a series of experiments on recognition memory. The model is extremely simple, incorporating only those assumptions necessary for treatment of the phenomena under analysis. It should be noted, however, that the model is a special case of a more general theory of memory (Atkinson & Shiffrin, 1968, 1971); thus its evaluation has implications not only for the experiments examined here, but also for the theory of which it is a special case.

Before discussing the model and the relevant experiments, it will be useful to provide a brief review of the general theory. The theory views memory as a dynamic and interactive system; the main components of the memory system and paths of information flow are diagrammed in Figure 1. Stimuli impinge on the system via the sensory register, and the system in turn acts upon its environment through the response generator. Within the system itself, a distinction is made between the memory storage network, in which information is recorded, and control processes that govern the flow and sequencing of information. The memory storage network is composed of the sensory register, a short-term store (STS), and a long-term store (LTS). The sensory register analyzes and transforms the input from the sensory system
FIGURE 1.
A flowchart of the memory system. Solid lines indicate paths of information transfer. Dashed lines indicate connections that permit comparison of information arrays residing in different parts of the system; they also indicate paths along which control signals may be sent which modulate information transfer, activate rehearsal mechanisms, set decision criteria, alter biases of sensory channels, initiate the response generator, etc.

and briefly retains this information while it is selectively read into one of the memory stores. The STS is a working memory of limited capacity from which information decays fairly rapidly unless it is maintained by control processes such as imagery or rehearsal. The contents of STS may be thought of as the 'current state of consciousness' for the subject. The LTS is a large and essentially permanent memory bank; information once recorded in this store does not decay, but its availability for further processing depends upon the effectiveness of retrieval processes. In the figure, STS and LTS are depicted as two separate boxes, but this is not meant to imply neurologically separate systems; it is quite possible that STS is simply the active phase of neural processes quiescent in LTS. The control processes regulate the transfer of information from one store to another, and the sequencing of operations within each memory store. These processes are labile strategies adopted by the subject in response to environmental and task conditions. They include
selective attention, rehearsal, coding, selection of retrieval cues, and all types of decision strategies.

Although the model developed in this paper is a special case of the theory represented in Figure 1, it also can be interpreted as consistent with a number of other theories. It is possible to theorize about components of the memory process without making commitments on all aspects of a theory of memory. Component problems can be isolated experimentally and local models developed. Work of this sort eventually leads to modification of the general theory, but a close connection between local models and the general theory is not required at every stage of research.

The term 'recognition memory' covers a wide variety of phenomena in which the subject attempts to decide whether or not a given object or event has been experienced previously (Kintsch, 1970a, 1970b; McCormack, 1972). It is a common process in everyday life and one that is readily subject to experimentation. In the recognition task that we have been investigating, the subject must decide whether or not a given test stimulus is a member of a predefined set of target items. For any set $S$ of stimuli, a subset $S_t$ is defined that is of size $d$. Stimuli in $S_t$ will be referred to as target items; subset $S_o$ is the complement of $S_t$ with respect to $S$, and its members will be called distractor items. The experimental task involves a long series of discrete trials with a stimulus from $S$ presented on each trial. To each presentation the subject makes either an $A_t$ or $A_o$ response, indicating that he judges the stimulus to be a target or distractor item, respectively.

The target set in our experiments involve fairly long lists of words (sometimes as many as 60 words) that are thoroughly memorized by the subject prior to the test session. During the test session individual words are presented, and the subject's task is to respond as rapidly as possible, indicating whether or not the test word is a member of the target set. Errors are infrequent, and the principal data are response latencies (i.e., the time between the onset of the test word and the subject's response). The length of the target list and other features of the experimental procedure prevent the subject from rehearsing the list during the course of the test session, thus requiring that the subject access LTS in order to make a decision about each test word.

In some respects this task is similar to that studied by Sternberg (1966) and others. In the Sternberg task, a small number of items (e.g., 1 to 6 digits) are presented at the start of each trial, making up the target set for the trial. The test item is then presented, and the subject makes an $A_t$ response if the item is a member of that trial's target set, or an $A_o$ otherwise. In the Sternberg task the subject does not need to master the target set, for it is small and can be maintained in STS while needed. This type of short-term recognition experi-

---

1 See, for example, a collection of papers concerning models of memory edited by Norman (1970).
ment differs then from our long-term studies in terms of the size and mastery of the target set. The data from the two types of studies are similar in many respects, but there are some striking differences. In both types of studies, response latency is an increasing linear function of the size of the target set; however, the slope of the function is about 5 msec per item in the long-term studies, compared with about 35 msec in the short-term studies. Other points of comparison will be considered later.

From a variety of long-term recognition studies we have achieved a better understanding of how information is represented in memory and how it is retrieved and processed in making response decisions. A model based on this work is formally developed in the next section. First, however, a more intuitive account is given.

Consider the case in which the target set consists of a long list of words that the subject has thoroughly memorized prior to the test session. The initial problems are to postulate mechanisms by which this information is used to distinguish target words from distractors. It is assumed that every word in the subject's language has associated with it a particular long-term memory location that we refer to as a node in the lexical store (Miller, 1969; Rubenstein, Garfield, & Millikan, 1970). When a word is presented for test, the sensory input is encoded and mapped onto the appropriate node. This process is essential in identifying or naming the test stimulus as well as in retrieving other information that is associated with the item. Figure 2 shows a representation of a single node in the lexical store (panel A), along with an example of an associative network by which various nodes are interconnected (panel B). Each node is a functional unit representing a single word or concept (such as the relational concepts 'to the left of,' 'above,' or concepts dealing with size and shape). A variety of nodes and their associations in the lexicon is necessary in accounting for language use and other symbolic behavior (Schank, 1972), but for our purposes we need only consider nodes that correspond to potential test words.

At each node is stored an array of codes. The input codes represent the end results of the encoding processes that operate on the auditory, pictorial, or graphemic information in the sensory register. These codes serve as means to access the appropriate node in the lexicon. Internal codes are alternative representations of the stimulus word that can be used to locate the item if it is stored elsewhere in memory. The internal codes can be of various types; they may be abstract pictorial or auditory images, a list of semantic-syntactic markers, predicate relations, etc. Information recorded in memory involves an array of internal codes, and the same object or event may be represented by different codes depending on the memory store involved and related information. Finally, output codes, when entered into the response generator, permit the subject to produce the word in various forms (oral, written, etc.). The property of lexical nodes that allows transformation from one code to
Figure 2.
A schematic representation of the lexical store. Panel (A) illustrates a hypothetical node in the lexicon with associated input codes [(1) auditory, (2) pictorial, (3) graphemic], output codes [(4) written, (5) spoken, (6) imaged], and internal codes [(7) acoustical code for STS, (8) imaginal code for LTS, (9) verbal code for LTS]. Panel (B) illustrates a subset of nodes in the lexicon, with dashed lines indicating codes that are shared by more than one lexical node. For example, depending on an individual’s experience, the nodes for mare and stallion could share a common internal code; if this code is used (along with others) to represent a particular episode, then information about the horse’s sex will not be recorded in memory.
another has proved useful in other theories of memory, most notably in the logogen system of Morton (1969, 1970).

It is possible that information stored at the node representing the test word could lead directly to the decision to make an $A_1$ or $A_0$ response. This would be the case if, for example, each node corresponding to a target word has associated with it a marker or list tag that could be retrieved when the item is tested (Anderson & Bower, 1972). We take the alternative view, however, that information contained in the lexical store is relatively isolated from those parts of the memory system that record the occurrence of particular events, experiences, and thought processes. The lexical store contains the set of symbols used in the information-handling process, and the various codes associated with each symbol; these codes are the language in which experiences are recorded, but the actual record is elsewhere in memory. Thus, memorizing a list of words involves extracting appropriate codes from the lexicon and organizing these codes into an array to be recorded in a partition of LTS separate from the lexical store. There is no direct link between a word’s node in the lexicon and its representation in the memory structure for the word list; to establish that a word is a member of the memorized list involves extracting an appropriate code from the word’s lexical node and scanning it against the list for a possible match.

Thus, LTS is viewed as being partitioned into a lexical store and what we call the event-knowledge store (E/K store). As noted above, the lexical store maintains a set of symbols and codes that can be used by the subject to represent knowledge and the occurrence of particular events. When the subject is confronted with new information, he represents it in the form of an array of internal codes, and if it is to be retained on a long-term basis, that array is recorded in the E/K store.1 Our representation of words resembles the model proposed by Kintsch (1970b), but differs from his model regarding the representation of a memorized list. Kintsch assumes that acquisition of a list involves increasing the familiarity or strength of an item in the lexical store. Although we agree with Kintsch up to this point, we also propose that the code or codes of a word in the lexical store are copied and placed in the E/K store. The organization of these codes in the E/K store, as suggested by Herrmann (1972), will depend on the particular study procedure used in acquisition (e.g., serial order, an arbitrary pairing of words, or clustering by a common meaning such as category membership). The division of LTS into

---

1 In order to simplify the presentation, a sharp distinction has been made between the lexical store and the E/K store. The distinction is satisfactory for the experiments treated in this chapter. However, in general, we view LTS as a graded set of memories; those described here as lexical nodes represent one extreme, while event memories represent the opposite extreme. The lexical store evolves over a lifetime; by analysis of past memories the individual develops new codes that make the storage of future events more economical. Thus one’s history of experiences determines the codes available in the lexical system and, in turn, the ability to store different types of information (Atkinson & Wescourt, 1974).
FIGURE 3.
A schematic representation of the search and decision processes in long-term recognition memory. A test stimulus is presented (1) and then encoded and matched to the node in the lexicon (2). The familiarity index associated with the node may lead to an immediate decision (3) and in turn generate a response (6). Otherwise an extended search of the stored target list is initiated (4), which eventually leads to a decision (5) and a subsequent response (6). Path (1), (2), (3), (6) results in a faster response than path (1), (2), (4), (5), (6), and the response that is independent of target-set size.

A lexical store and an E/K store is similar to the distinction made by Tulving (1972) between semantic and episodic memory. In Tulving's taxonomy, the lexical store would be classified as semantic memory. The E/K store, however, might be classified by Tulving as either semantic memory or episodic memory, depending on the type of information in the E/K store. To Tulving, one's memory for a list learned in a psychology experiment constitutes an episodic memory, but the knowledge one learns in a chemistry course (such as the periodic table of elements) constitutes a semantic memory. It is maintained here that both kinds of information are held in the E/K store and are treated by the memory system in essentially the same manner (Atkinson & Wescourt, 1974).

Figure 3 presents a summary of the processes involved in recognition memory for words that are members of a list stored in long-term memory. When the test word is presented, it is encoded into an input code that allows direct access to the appropriate node in the lexical store. Although the node does not contain a tag or marker indicating list membership, it will be as-
sumed that by accessing the node the subject can arrive at an index of the test word's familiarity. The familiarity value for any node is a function of the time since that node was last accessed relative to the number of times the node had been accessed in the past. Infrequently occurring words receive a large increase in familiarity after a single test, whereas the test of a frequent word results in only a small increase in its familiarity. The familiarity value for any word is assumed to regress to its base value as a function of time since the last access of the node.  

In recognition experiments of the type described above, the familiarity value of a word sometimes can be a fairly reliable indicator of list membership. It will be assumed that, when the subject finds a very high familiarity value at the lexical node of the test word, he outputs an immediate $A_t$ response; if he finds a very low familiarity value, he outputs an immediate $A_i$. If the familiarity value is intermediate (neither low nor high), the subject extracts an appropriate code for the test word and scans it against the target list in the E/K store. If the scan yields a match, an $A_t$ is made; otherwise $A_i$. The recognition process sketched out above is similar to that proposed by Mandler, Pearlstone, and Koopmans (1969). In the next section, these ideas are quantified and tested against data involving both error probabilities and response latencies.

A MODEL FOR RECOGNITION

Several special cases of the model to be considered here have been presented elsewhere (Atkinson & Juola, 1973; Juola, Fischler, Wood, & Atkinson, 1971; Atkinson, Herrmann, & Wescourt, 1974). These papers may be consulted for further intuitions about the model, as well as for applications to a variety of experimental tasks.

It is assumed that each node in the lexicon has associated with it a familiarity measure that can be regarded as a value on a continuous scale. The familiarity values for target items are assumed to have a mean that is higher than the mean for distractors, although the two distributions may overlap. In many recognition studies (e.g., Shepard & Teghtsoonian, 1961), the target set is not well learned and involves stimuli that have received only a single study presentation. Under these conditions the familiarity value of the test

---

* Familiarity as used here is not specific to particular events. It can be viewed as a reverberatory activity that dissipates over time. Whenever a node is accessed, it is set in motion. The amount of reverberation and its time course depend on the prior reverberation of the node and the reverberatory activity at neighboring nodes (Schvaneveldt & Meyer, 1973). When a node is accessed, the system can gauge the current reverberatory level of that node and use the measure as an item of information.
stimulus leads directly to the decision to make an \( A_1 \) or \( A_0 \) response; that is, the subject has a single criterion along the familiarity continuum that serves as a decision point for making a response. Familiarity values above the criterion lead to an \( A_1 \) response, whereas those below the criterion lead to an \( A_0 \) response (Banks, 1970; Kintsch, 1967, 1970a, 1970b; Parks, 1966; Shepard, 1967).

The studies that we consider differ from most recognition experiments in that the target stimuli are members of a well-memorized list. In this case, it is assumed that the subject can use the familiarity value to make an \( A_1 \) or \( A_0 \) response as soon as the appropriate lexical node is accessed, or can delay the response until a search of the E/K store has confirmed the presence or absence of the test item in the target set. These processes are shown in the flowchart of Figure 4. When a test stimulus is presented, the subject accesses the appropriate lexical node and obtains a familiarity value. This value is then used in the decision either to output an immediate \( A_1 \) or \( A_0 \) response (if the familiarity is very high or very low, respectively) or to execute a search of the E/K store before responding (if it is of an intermediate value).

A schematic representation of the decision process is shown in Figure 5. Here the distributions of familiarity values associated with a distractor item and a target item are plotted along the familiarity continuum \((\chi)\). If the initial familiarity value is above a high criterion \((c_1)\) or below a low criterion \((c_0)\), the subject outputs a fast \( A_1 \) or \( A_0 \) response, respectively. If the familiarity value is between \( c_0 \) and \( c_1 \), the subject searches the E/K store before responding; this search guarantees that the subject will make a correct response, but it takes time in proportion to the length of the target list.

On the \( nth \) presentation of a given item in a test sequence, there is a density function reflecting the probability that the item will generate a particular familiarity value \( x \): the density function will be denoted \( \phi_{n}(x) \) for target items and \( \phi_{n}(x) \) for distractor items. The two functions have mean values \( \mu_{1,n} \) and \( \mu_{0,n} \), respectively. Note that the subscript \( n \) refers to the number of times the item has been tested, and not to the trial number of the experiment. The effect of repeating specific target or distractor items in the test sequence is assumed to increase the mean familiarity value for these stimuli. This is illustrated in Figure 6 where \( \mu_{1,n} \) and \( \mu_{0,n} \) shown in the bottom panel \((n > 1)\) have both been shifted to the right of their initial values \( \mu_{1,1} \) and \( \mu_{0,1} \) shown in the top panel. The effect of shifting up the mean familiarity values is to change the probability that the presentation of an item will result in a search of the E/K store.

We can now write equations for the probabilities that the subject will make a correct response to target and distractor items. As shown in Figure 5, it is assumed that the subject will make an error if the familiarity value of a target word is below \( c_0 \), or if the familiarity of a distractor is above \( c_1 \). In all
other cases, the subject will make a correct response. Thus the probability of a correct response to a target word presented for the nth time is the integral of $\phi_{1,n}(x)$ from $c_0$ to $\infty$:

$$P(A_1 \mid S_{1,n}) = \int_{c_0}^{\infty} \phi_{1,n}(x) \, dx = 1 - \Phi_{1,n}(c_0).$$  \hspace{1cm} (1)

Similarly, the probability of a correct response to a distractor presented for the nth time is the integral of $\phi_{0,n}(x)$ from $-\infty$ to $c_1$:
\[ P(A_0 \mid S_{0,n}) = \int_{-\infty}^{c_\theta} \phi_{0,n}(x) \, dx = \Phi_{0,n}(c_\theta). \] (2)

Note that \( \Phi(\cdot) \) designates the distribution function associated with the density function \( \phi(x) \).

In deriving response latencies, we assume that the processes involved in encoding the test stimulus, retrieving information about the stimulus from memory, making a decision about which response to choose, and emitting a response can be represented as successive and independent stages. These stages are diagrammed in the flowchart in Figure 7. When the test stimulus is presented, the first stages involve encoding the item, accessing the appropriate node in the lexical store, and retrieving a familiarity value \( x \). The times required to execute these stages are combined and represented by the quantity \( \ell \) in Figure 7. The next stage is to arrive at a recognition decision on the basis of \( x \); the decision time depends on the value of \( x \) relative to \( c_0 \) and \( c_1 \), and is given by the function \( r(x) \). If \( x < c_0 \), a negative decision is made; if \( x > c_1 \), a positive decision is made. If \( c_0 \leq x \leq c_1 \), a search of the E/K store is required. The time for this search is assumed to be a function of \( d \), the size of the target set; namely, \( \kappa + \theta(d) \). In this equation, \( \kappa \) denotes the time to extract an appropriate search code from the lexical node and initiate the scan of the target list; \( \theta(d) \) is the time to execute the scan and depends upon \( d \) and upon whether the test item is a target (\( i = 1 \)) or a distractor (\( i = 0 \)).
FIGURE 6.
Distributions of familiarity values for distractor items and target items that have not been tested (Panel A), and that have had at least one prior test (Panel B).

The final stage is to output a response once the decision has been made, the response time being $r_0$ for an $A_0$ response and $r_1$ for an $A_1$ response. The quantities $\ell$, $\kappa$, $\theta(d)$, and $r$, are expected values for the times necessary to execute each stage. If assumptions are made about the forms of the distributions associated with these expected values, then expressions for all moments of the latency data can be derived. Their derivation is complicated under some conditions of the model, but under others it simply involves a probabilistic mixture of two distributions; that is, the times resulting from

---

4 The successive and independent stages of the process, as represented by the blocks in Figure 7, should be regarded as an approximation to the true state of affairs (Egath, Marcus, & Bevan, 1972). Psychological and physiological considerations make it doubtful that the phenomena considered here are composed of truly independent stages, but stage models tend to be mathematically tractable, and thus are useful analytic tools.
FIGURE 7.
Flowchart representing memory search and decision stages of recognition. The bottom entry in each box represents the time required to complete that stage.
fast responses based on the familiarity value alone and times resulting from slow responses based on the outcome of the extended memory search. In this chapter, however, we only make assumptions about the expected value for each stage, thereby restricting the analysis to mean response data.

We let $t(A_i | S_{j,n})$ denote the expected time for an $A_i$ response to the $n$th presentation of a particular stimulus drawn from set $S_j (i, j = 0, 1)$. Expressions can be derived from these quantities by weighting the times associated with each stage by the probability that the stage occurs during processing. Thus, for example, the time to make an $A_i$ response to the $n$th presentation of a given target item ($S_0$) is simply the time required to execute a response based on the familiarity value alone plus the time to execute a response based on a search of the E/K store, each weighted by their respective probabilities. If $x$ is the familiarity value, then the time for a fast $A_i$ response is $\ell + r(x) + r_1$; if, however, a search of the E/K store is made, then response time is $\ell + r(x) + x + \theta(d) + r_1$. The weighting probabilities must take account of the fact that we are concerned with the time for an $A_i$ response, conditional on its being correct. The probability of a fast $A_i$ response, conditional on the fact that it is correct, is the integral of $\phi_{1,n}(x)$ from $c_1$ to $\infty$, divided by the probability of a correct $A_i$ response (the integral of $\phi_{1,n}(x)$ from $c_0$ to $\infty$). Similarly, the probability of a slow $A_i$ response, conditional on the fact that it is correct, is the integral of $\phi_{1,n}(x)$ from $c_0$ to $c_1$, divided by the integral of $\phi_{1,n}(x)$ from $c_0$ to $\infty$. Thus the expected time for an $A_i$ response to the $n$th presentation of a particular target item is

$$\left[ \int_0^\infty [\ell + r(x) + r_0] \phi_{1,n}(x) \, dx \right] \left[ \int_0^\infty \phi_{1,n}(x) \, dx \right]^{-1}$$

$$+ \left[ \int_0^\infty [\ell + r(x) + x + \theta(d) + r_1] \phi_{1,n}(x) \, dx \right] \left[ \int_0^\infty \phi_{1,n}(x) \, dx \right]^{-1}.$$

Note that $\ell$ and $r_1$ may be removed from under the integral. Doing this and rearranging terms yields

$$t(A_i | S_{1,n}) = \ell + r_0 + \int_0^\infty r(x) \phi_{1,n}(x) \, dx$$

$$+ \int_0^\infty [x + \theta(d) + r(x)] \phi_{1,n}(x) \, dx \left[ 1 - \Phi_{1,n}(c_0) \right]^{-1}.$$ (3)

where again $\Phi(\cdot)$ denotes the distribution function associated with the density function $\phi(x)$. Similarly,

$$t(A_0 | S_{0,n}) = \ell + r_0 + \int_0^\infty r(x) \phi_{0,n}(x) \, dx$$

$$+ \int_0^\infty [x + \theta(d) + r(x)] \phi_{0,n}(x) \, dx \left[ \Phi_{0,n}(c_1) \right]^{-1}.$$ (4)

$$t(A_0 | S_{1,n}) = \ell + r_0 + \int_0^\infty r(x) \phi_{1,n}(x) \, dx \left[ \Phi_{1,n}(c_0) \right]^{-1}.$$ (5)
\[ t(A_1 | S_{0,n}) = t + r_1 + \int_a^\infty v(x)\Phi_{0,n}(x)\,dx \left[ 1 - \Phi_{0,n}(c_1) \right]^{-1} \]  

(6)

Equations 3 and 4 are the expected times for correct responses, and Equations 5 and 6 are expected times for incorrect responses, to target and distractor items, respectively.

In fitting the model to data, we assume that \( \phi_{i,n}(x) \) is normally distributed with unit variance for all values of \( i \) and \( n \). Thus, the presentation of an item causes the distribution to be shifted up without changing its form or variance.\(^6\) No assumptions are made about how \( \mu_{i,n} \) changes with \( n \). Several assumptions seem reasonable on an a priori basis; rather than select among them, we bypass the issue by estimating \( \mu_{i,n} \) from the data for each value of \( n \). This approach is practical because the range on \( n \) is small for the experiments considered here.

It should be remarked that the criteria \( c_0 \) and \( c_1 \) are set by the subject. In the initial stages of an experiment, they would vary as the subject adjusted to the task, but it is assumed that in time they would stabilize at fixed values. Again, no theory is given of how \( c_0 \) and \( c_1 \) vary over initial trials, and thus data for the early stages of an experiment are not treated.

Yet another simplifying assumption should be mentioned at this point. Equations 1 and 2 indicate that errors are determined by the values of \( \mu_{i,n} \), \( c_0 \), and \( c_1 \). In the experiments examined in this chapter, there is no evidence to suggest that error rates vary as a function of \( d \), the size of the target list. Thus, in treating data we assume that \( \mu_{i,n} \), \( c_0 \), and \( c_1 \) are independent of \( d \). Experimental procedures can be devised where this assumption would be violated (see Atkinson & Juola, 1973), but for the studies discussed here it is warranted.

What remains to be specified are the functions \( r(x) \) and \( \theta(d) \). It is assumed that \( r(x) \) takes the following form:\(^6\)

\[ r(x) = \begin{cases} 
  p\,e^{-(x-c_0)} & \text{for } x > c_1, \\
  p_0 & \text{for } c_0 \leq x \leq c_1, \\
  p\,e^{-(x-c_1)} & \text{for } x < c_0.
\end{cases} \]  

(7)

Figure 8 presents a graph of the equation. If the unfamiliarity value \( x \) is far above the upper criterion or far below the lower criterion, the decision time approaches zero; for values close to the criteria, the decision time approaches \( \rho \). A special case of interest is when \( \beta = 0 \); namely,

\[ r(x) = \rho. \]  

(8)

---

\(^6\) The assumption that only the mean and not the form of the distribution changes is made primarily to simplify the mathematics. Other assumptions, such as those considered by Suppes (1960) for a different problem, seem equally plausible and should be investigated in formulating a more general model of familiarity change.

\(^6\) The \( r(x) \) function proposed here is similar to one investigated by Thomas (1971) for a signal-detection task.
In this case, the time to evaluate the familiarity value is constant regardless of its relation to $c_1$ and $c_0$.

The quantity $\theta_t(d)$ represents the time to search the E/K store, and is assumed to be a linear function of target-set size. For the most general case we assume that search times on positive and negative trials vary independently; that is,

\[
\begin{align*}
\theta_t(d) &= \alpha d, \\
\theta_d(d) &= \alpha' d.
\end{align*}
\]

(9a) \hspace{3cm} (9b)

As a special case of Equation 9, it is possible that the search times are identical for target and distractor items:

\[
\theta_t(d) = \theta_d(d) = \alpha d.
\]

(10)

Alternatively, it might be that the length of the memory search is shorter on positive trials than on negative trials. This situation would occur if the target items are stored as a list structure, and portions of the list are retrieved and scanned as the subject seeks a match for the test stimulus. When a match is obtained, the search ends; otherwise all the memory locations are checked. The time for this process is

\[
\begin{align*}
\theta_t(d) &= \alpha [(d + 1)/2], \\
\theta_d(d) &= \alpha d.
\end{align*}
\]

(11a) \hspace{3cm} (11b)

The memory-search processes described by Equations 10 and 11 correspond to the exhaustive and self-terminating cases of the serial scanning model proposed by Sternberg (1966, 1969b). While Sternberg's models have proved to be extremely valuable in interpreting data from a variety of memory-search experiments, good fits between the models and data do not require that the underlying psychological process be serial in nature. There
are alternative models, including parallel scanning models, that are mathematically equivalent to those proposed by Sternberg and yield the same predictions as Equations 10 and 11 (Atkinson, Holmgren, & Juola, 1969; Murdock, 1971; Townsend, 1971; Shevell & Atkinson, 1974). Thus, the use of the above equations to specify the time to search the E/K store does not commit us to either a serial or parallel interpretation.

EFFECTS OF TARGET-LIST LENGTH AND TEST REPETITIONS

The first experiment we consider was designed primarily to replicate two earlier experiments, as well as to provide a large data base with which to test the model. Juola et al. (1971) demonstrated that recognition time is a straight-line function of the number of items in a large (10 to 26 items) target set: as the number of items in the target set increased, response latency increased linearly for both positive and negative trials. A second experiment (Fischler & Juola, 1971) showed that response latency depends on whether or not the test stimulus has been presented previously. The response latency for a repeated target item was more than 100 msec less than the latency for a target on its first presentation. For a distractor, repetitions increased latency, with response time being about 50 msec greater for a repeated distractor than for one receiving its first presentation.

Our study also included repeated tests of target and distractor items, and three target-list lengths were used. Groups of 24 subjects each were given lists of either 16, 24, or 32 words. Each list was constructed by randomly selecting d words from a pool of 48 common, one-syllable nouns. The words remaining in the pool after each list had been selected were used as the distractor set (Sd) to accompany that target set (St). Each subject was given a list about 24 hours before the experimental session, and instructed to memorize it in serial order.

At the start of the test session, each subject successfully completed a written serial recall of the target list. The subject was then seated in front of a tachistoscope, in which the test words were presented one at a time. To each presentation the subject made either an A1 or A0 response by depressing one of two telegraph keys with his right forefinger. The experimental procedure was identical to that of Fischler and Juola (1971).

The test sequence consisted of 80 consecutive trials that were divided into four blocks. For Block 1, four target words and four distractors were randomly selected from St and Sd, respectively. For Block II, the eight Block I words were repeated, and four new targets and four new distractors were also shown. Block III included all the words presented in Block II with eight new words added (four targets and four distractors). Finally, Block IV
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included all the words of Block III and eight new words (the remaining unused target and distractor items). Order of presentation within blocks was randomized.

With this method of presentation, 16 target words and 16 distractors were presented to each subject. The test words thus included all of $S_0$ for subjects with lists of 16 words. For the other groups, the 16 target words tested were either the first or last 16 words in the 24-word lists, or they were the first, middle, or last 16 in the 32-word lists. It should be pointed out that the specific part of the target list that was tested during the experimental session had no effect on response times or error rates. Thus, no further distinction on which part of the target list was tested is made between groups of subjects. The lack of any effects due to the list part that was tested is not surprising when it is noted that in several previous experiments (Atkinson & Juola, 1973; Fischler & Juola, 1971; Juola et al., 1971) no effects were observed due to the serial position of the target word, that is, positive response latencies plotted against the target words' serial position yielded a flat function. The overall effect of list length on latency is also uninfluenced by the testing scheme used; the magnitude of the list-length effect observed in this study is the same as in studies where all items of each list are tested (Juola et al., 1971).

The procedure used here has the nice feature that the test sequence is the same for all groups, the only difference among groups being the length of the list memorized prior to the test session. The subjects who memorized the longer lists were not told that only part of the list would be used, and in the debriefing session at the end of the experiment no one commented on the fact that some items were not tested.

The mean latencies for correct responses are presented in Figure 9; the data are from the last two trial blocks only (Blocks III and IV). The effects shown in Figure 9 were also obtained in Trial Blocks I and II; however, response times were somewhat greater on these trials, presumably due to practice effects. The data from Blocks III and IV were very similar and will be regarded as representing asymptotic performance. In another paper (Atkinson & Juola, 1973), we used the model to make predictions about all the data, including practice effects, for a similar experiment, but here we are concerned only with the data presented in Figure 9. As shown in Figure 9, means were obtained separately for $A_1$ and $A_0$ responses to test words that were presented for the first, second, third, and fourth times ($n = 1, 2, 3, \text{or } 4$). Because, within blocks, the presentation number was randomly ordered, the effects shown in Figure 9 are attributable only to the prior number of times the test word had been presented. In general, the results closely replicate the findings of earlier studies. By comparing the mean latencies as the presentation number increases from one to four in Figure 9, it can be seen that the targets and distractors yield opposite effects. Repetitions decrease response latencies for targets, and increase latencies for distractors. The line
Correct response latencies as functions of presentation number for target and distractors for three list-length ($d$) conditions: the top panel presents data for $d = 16$, the middle panel for $d = 24$, and the bottom panel for $d = 32$. The broken lines fitted to the data represent theoretical predictions.
Correct response latencies and error percentages as functions of target-list length; the data represent a weighted average of response latencies from Trial Blocks III and IV. The left panel presents data for initial presentations of target and distractor words, and the right panel presents the data for repeated presentations. Incorrect responses to target words are indicated by the shaded bars, and errors to distractors by the open bars. The straight lines fitted to the data represent theoretical predictions. The data from Figure 9 are replotted in Figure 10 so that mean response latencies are presented as functions of target-list length. The left panel includes the data for items receiving their first presentations ($n = 1$), whereas the right panel presents the average data for repeated presentations ($n = 2, 3,$ and $4$) weighted by the number of observations for each value of $n$. Again the effects of repetitions are evident; repetitions decrease latency on positive trials by more than 100 msec, whereas repetitions increase negative latencies by about 50 msec, on the average. Similarly, repeated tests decreased errors to target words (shaded bars along the lower axis), and repetitions increased errors to distractors (open bars). The linear functions fitted to the data in Figure 10 are discussed later.

The number of target words affected response latency, with mean latency
being an approximately linear function of target size. By way of contrast, note that error rates do not increase with the number of target words, but are relatively constant across the three list lengths. Further, an examination of error latencies showed that there was no effect of list length on the speed of an incorrect response.

Perhaps most interesting, however, is the interaction between target-set size and the effects of repetitions. For target words, repetitions decrease the size of the list-length effect; that is, the slope of the function relating mean response latency to target-list length is less for repeated targets than for initially presented targets. The opposite is true for distractors; repeating distractors increases the slope of the latency function.

A discussion of these results is postponed until the end of the next section. We first demonstrate how parameters can be estimated and the model fitted to data.

THEORETICAL ANALYSIS OF THE LIST-LENGTH EXPERIMENT

There are several approaches that can be taken to estimate parameters. The method used here is not the most efficient, but it has the merit of being quite simple. It involves using the error probabilities to estimate the \( \mu_{t,n} \)'s. The estimates of the \( \mu_{t,n} \)'s are then substituted into the latency equations and treated as fixed values. The remaining parameters are estimated by selecting them so that the differences between observed and predicted latencies are minimized.\(^7\)

Table 1 presents observed error probabilities for target and distractor items. These probabilities were obtained by averaging over the three list-length conditions, because there were no significant differences in error rates across

| \( n \) | \( P(A_t | S_{1,n}) \) | \( P(A_d | S_{n,n}) \) |
|--------|----------------|----------------|
| 1      | 0.171          | 0.005          |
| 2      | 0.016          | 0.039          |
| 3      | 0.014          | 0.049          |
| 4      | 0.007          | 0.049          |

\(^7\) There are methods that permit simultaneous estimates of all parameters, but practical limitations make them unfeasible except in special cases (see Atkinson & Juola, 1973).
groups. We use these data and Equations 1 and 2 to estimate the \( \mu_{i,s} \). For example, \( P(A_s \mid S_{i,s}) = \Phi_{i,s}(c_0) \) from Equation 1, and the observed value for this probability is 0.171 from Table 1. Consulting a normal probability table, \( \mu_{1,1} = c_0 + 0.95 \) in order for the error rate to be 0.171. Similarly \( \mu_{1,2} = c_0 + 2.14, \mu_{1,3} = c_0 + 2.20, \) and \( \mu_{1,4} = c_0 + 2.46 \), using the remaining error data in the first column of Table 1. Proceeding in the same way, using Equation 2 and the error data in the second column of the table, we obtain \( \mu_{0,1} = c_1 - 2.58, \mu_{0,2} = c_1 - 1.76, \mu_{0,3} = c_1 - 1.66, \) and \( \mu_{0,4} = c_1 - 1.66. \) Thus the observed error probabilities fit the estimates of \( \mu_{i,s} \) in terms of \( c_0 \), whereas \( \mu_{i,s} \) is in terms of \( c_1 \). It can be shown that the theoretical predictions for error probabilities and latencies do not depend on the absolute values of \( c_0 \) and \( c_1 \), but only on their difference. Thus, one or the other can be set at an arbitrary value. For simplicity, we let \( c_0 = 0 \); note that no matter what value is selected for \( c_0 \), the error data will be fit perfectly. By setting \( c_0 \) equal to zero and by assuming unit variance for the \( \phi \)-distributions, we have in essence defined the zero point and measurement unit for the familiarity scale.

With \( c_0 = 0 \) and the \( \mu_{i,s} \) restricted by the error data, the remaining parameters can be estimated from the latency data. Six special cases of the general model are used to fit the latency data. As indicated in Table 2, the cases differ

<table>
<thead>
<tr>
<th>( \theta(d) )</th>
<th>( \theta(d) )</th>
<th>( \theta(d) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi(x) )</td>
<td>( \theta(d) )</td>
<td>( \theta(d) )</td>
</tr>
<tr>
<td>Equation 8</td>
<td>Equation 9</td>
<td>Equation 10</td>
</tr>
<tr>
<td>Model I</td>
<td>( c_1 )</td>
<td>( c_1 )</td>
</tr>
<tr>
<td>( (\ell + r + r_1) )</td>
<td>( r )</td>
<td>( r )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( \kappa )</td>
<td>( \kappa )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \alpha )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \alpha' )</td>
<td>( \alpha' )</td>
<td>( \alpha' )</td>
</tr>
<tr>
<td>Equation 7</td>
<td>Equation 11</td>
<td>Equation 12</td>
</tr>
<tr>
<td>Model IV</td>
<td>( c_1 )</td>
<td>( c_1 )</td>
</tr>
<tr>
<td>( (\ell + r_1) )</td>
<td>( r )</td>
<td>( r )</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>( \kappa )</td>
<td>( \kappa )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \rho )</td>
<td>( \rho )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \beta )</td>
<td>( \beta )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \alpha )</td>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \alpha' )</td>
<td>( \alpha' )</td>
<td>( \alpha' )</td>
</tr>
</tbody>
</table>

Note: \( r = r_0 - r_1 \).
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in how the functions \( r(x) \) and \( \theta_{0(d)} \) are defined. Equations 7 and 8 define two versions of \( r(x) \), and Equations 9, 10, and 11 define three versions of \( \theta_{0(d)} \). Listed in Table 2 are the parameters that must be estimated for each case; the parameter \( r \) is simply the difference between \( r_0 \) and \( r_1 \). The parameters grouped in parentheses cannot be individually identified—that is, the predictions of the model depend only on the sum of these parameters, which means that they cannot be estimated separately.\(^8\) Note that the pair of models in each column of Table 2 are equivalent if \( \beta = 0 \); thus the lower model in a column must predict the data better than the one above it unless \( \beta \) is estimated to be zero. Similarly, Model I reduces to Model II and Model IV to V if \( \alpha = \alpha' \); Model I must be better than II and Model IV better than V unless the estimates of \( \alpha \) and \( \alpha' \) are identical.

Our method of parameter estimation involves the 24 data points in Figure 9. Parameter estimates are selected that minimize the sum of the squared deviations (weighted by the number of observations) between the data points and theoretical predictions. Specifically, we define the root mean square deviation (RMSD) between observed and predicted values as follows:

\[
\text{RMSD} = \left[ \frac{1}{N} \sum_{i=1}^{24} n_i (t_{p,i} - t_{s,i})^2 \right]^{1/2},
\]

(12)

where \( N \) is the total number of observations; \( i \) is an index over the 24 data points shown in Figure 9; \( n_i \) is the number of observations determining data point \( i \); \( t_{p,i} \) is the predicted response latency for data point \( i \); and \( t_{s,i} \) is the observed response latency for data point \( i \).

For each of the six models, the function defined in Equation 12 is to be minimized with respect to the parameter set given in Table 2. We have not attempted to carry out the minimization analytically, for it appears to be an impossible task; rather a computer was programmed to conduct a systematic search of the parameter space for each model until a minimum was obtained.\(^8\) The minimum RMSDs obtained are shown in Table 3, along with the number of parameters estimated in the computer search for each model. Models III and VI clearly yield the poorest fit and can be eliminated from contention. The fact that Models I and II are about equally good— as are Models IV and V—indicates that separate estimates of \( \alpha \) and \( \alpha' \) do not substantially improve the goodness of fit. The conclusion to be drawn from this observation is that the time to search the E/K store is approximately the same for both targets and distractors. Note also that Models I and IV are about equally good, as are Models II and V, suggesting that the more complicated \( r(x) \) functions

\(^8\) Proof of this remark is straightforward and is not given here. Note that for Models I, II, and III the parameter \( \rho \) is not identifiable but is lumped in the quantity \( (\ell + \rho + r_1) \). whereas for Models IV, V, and VI \( \rho \) is identifiable and only \( (\ell + r_1) \) is lumped.

\(^8\) For a discussion of such search procedures, see Wilde (1964).
TABLE 3
Minimum RMSDs obtained in computer search

<table>
<thead>
<tr>
<th>Model</th>
<th>Minimum RMSD</th>
<th>Number of parameters estimated</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>9.93</td>
<td>6</td>
</tr>
<tr>
<td>II</td>
<td>9.94</td>
<td>5</td>
</tr>
<tr>
<td>III</td>
<td>10.89</td>
<td>5</td>
</tr>
<tr>
<td>IV</td>
<td>9.86</td>
<td>8</td>
</tr>
<tr>
<td>V</td>
<td>9.92</td>
<td>7</td>
</tr>
<tr>
<td>VI</td>
<td>10.34</td>
<td>7</td>
</tr>
</tbody>
</table>

yield little improvement over the constant function. Add to these observations the fact that Model II with only five parameters produces virtually as good a fit as does Model IV with eight parameters.

In view of the preceding considerations, Model II is our preferred choice among the six models. Table 4 presents the parameter estimates for Model II:

TABLE 4
Parameter estimates for Model II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>1.02</td>
</tr>
<tr>
<td>$(x + p + r)$</td>
<td>687 msec</td>
</tr>
<tr>
<td>$r$</td>
<td>44 msec</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>137 msec</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>9.9 msec</td>
</tr>
</tbody>
</table>

*Note: $r = r_0 - r_V$.*

The predicted response times from this model are shown in Figure 9 as connected lines. The straight lines shown in Figure 10 are the predicted functions based on Model II for initial presentations (left panel) and repeated presentations (right panel). The fits displayed in Figure 10 could be improved upon somewhat, but it should be kept in mind that they were obtained by using parameter estimates based on a different breakdown of the data (i.e., that shown in Fig. 9).^10

^10 Similarity factors not represented in the model could contribute to the list-length effects displayed in Figures 9 and 10. As the target set increases in size, the probability that any given distractor will be similar to a target item also increases. Visual (or graphemic) similarity could affect the speed with which the appropriate lexical node is accessed, leading to
The latency of an error response should be fast according to the theory, because errors can occur only if the subject responds before the extended memory search is made. The data support this prediction, and they accord well with the values predicted by Model I. Specifically, the latency of an error is close to the predicted value of $\ell + \rho + r_0 = 731$ msec for an $S_i$ item, and close to $\ell + \rho + r_1 = 687$ msec for an $S_i$ item. Furthermore, as predicted by the model, the observed error latencies do not appear to be influenced by the length of the target list.

A verbal interpretation of the results in terms of Model II reads as follows. When a target item is presented for the first time, the probability that a search of the E/K store will occur before a response is made exceeds the probability that a fast positive response will be emitted on the basis of the item's familiarity value alone. The opposite is true for initial presentations of distractors: most trials result in fast negative responses. Thus, the mean latency is longer for initial presentations of targets than for initial presentations of distractors, and the list-length effect is greater for targets than for distractors (because list-length effects depend only upon the search of the E/K store). The effect of repeated tests of words is to increase the familiarity of both targets and distractors. This results in an increased latency for responses to distractors, and a decrease in latency to targets; the magnitudes of the list-length effects are observed to change concomitantly.

APPLICATION OF THE MODEL TO RELATED EXPERIMENTS

Other experiments have been conducted to test various features of the theory. One such study involved target sets in which any specific word was included...
once, twice, or three times in the list memorized prior to the experimental session. If the number of occurrences of a word in the target list affects its familiarity value, then both error rate and latency should be less for multiply represented items than for items appearing only once in the list. If, however, the word's familiarity is unaffected by repetitions in the study list, then the error rate should be the same for all target items; further, any latency effects would have to be due to a faster search of the E/K store for an item multiply represented in the target list compared with one appearing only once. The results showed that error rate and response latency were less for items that occurred two or three times in the list than for items included only once. Model II was used to generate fits to the data, assuming that the expected familiarity value of a target word is an increasing function of the number of times it was included in the target list; the search of the E/K store was postulated to take the same time for all items. The model provided an excellent fit to the data (Atkinson & Juola, 1973).

Other experiments have demonstrated the importance of semantic properties of words in determining the familiarity value of an item. Juola et al. (1971) reported that if synonyms of target words were used as distractors both response latencies and error rates increased over the values obtained for semantically unrelated distractors. Another experiment (Atkinson & Juola, 1973) provided target sets arranged into a tree structure to reflect the semantic hierarchy from which the words were taken. During the test session target words were selected either from a 'dense' portion of the hierarchy (one of four nodes on a branch with up to four exemplar words under each node) or from a 'sparse' portion (one of two nodes with only two exemplar words under each node). The data showed that mean latencies for positive responses were less for targets from dense portions of the tree than for targets from the sparsely represented regions. The results from these two experiments indicate that the expected familiarity value of a word can be increased by testing semantically related words.

An experiment by Juola (1973) was designed to test the importance of stimulus-encoding factors in determining an item's familiarity value. The subjects memorized a list of 48 common nouns and then were tested with either words or simple outline drawings of the objects named by the words. Both words and pictures were presented as targets and distractors, and all items were tested twice. Of interest was the nature of the repetition effects when the second test of an item was either identical in form (e.g., 'CAT' followed by 'CAT') or different (e.g., 'CAT' followed by a picture of a cat). Repetition of the same pictorial form resulted in a faster encoding time; repetition (whether in the same or a different form) also increased the familiarity value of the items. The relative importance of these two effects was estimated by comparing mean latencies for repeated targets and distractors for the case in which the exact form of the stimulus was preserved on both
tests with the case in which different forms of the item were presented on successive tests. The results showed that subjects were faster on trials in which repeated items were presented in the same form (word or picture) as they had been shown on the first presentation. This was true for distractors as well as for target items. However, there were no significant differences in the error rates for items that were tested with the same or different stimulus forms on successive presentations. These results indicate that the familiarity value of an item is relatively independent of the form of the stimulus at the time of test. However, the form of the stimulus does have an effect on encoding time.

RECOGNITION MEMORY FOR ITEMS IN SHORT-TERM STORE

The theory presented in the previous sections was originally formulated to deal with recognition experiments involving large target sets stored in LTS. It is possible, however, to extend the model to the case in which the target set consists of a small number of items in STS. The results from experiments using small memory sets have generally shown that response latencies are linear, increasing functions of the number of target items, with roughly equal slopes for positive and negative responses. A model used to account for these findings is the serial scanning process proposed by Sternberg (1966, 1969a, 1969b). According to Sternberg's model, the subject encodes the test stimulus into a form that is comparable to the internal representations of the target items stored in STS. The encoded test item is scanned in serial fashion against each of the memory items, and then a decision is made about whether or not a match was obtained. The model predicts that latency will be a linear function of memory-set size, with both positive and negative responses having the same slope but possibly different intercepts.

Whereas the Sternberg model has proved adequate in explaining the results from many short-term recognition experiments, there are reports in the literature of systematic discrepancies between data and the model's predictions. It is not possible to review these results here (see Nickerson, 1970), but variations from the model have involved departures from linearity in the functions relating response latencies to target-set size, differences in slopes between the functions obtained for positive and negative responses (including cases in which the slope for positive responses is significantly greater than that for negatives), serial position effects in the latencies of positive responses, and trial-to-trial dependencies. These findings have led some authors (Baddeley & E cob, 1970; Corballis, Kirby, & Miller, 1972) to propose alternative models for short-term recognition memory, suggesting that response decisions might be based solely on the test item's memory strength. Strength models
usually assume that there is a single criterion along the strength continuum; values above this criterion lead to positive responses. In addition, the decision time is assumed to be greater for values near the criterion, and both the criterion itself and the mean strength value of the target items are assumed to decrease as the number of targets increases.

It is our view that the test item's familiarity value (which in some sense is comparable to a strength notion) may play the same role in the short-term case as it does in long-term recognition studies. List-length effects are still to be explained in terms of a scan of the target set, but on occasion this search may be bypassed if the test item's familiarity is very high or very low; as in the long-term case, the probability of bypassing the target-set search will depend upon the reliability of the familiarity measure in generating correct responses.

The probability of bypassing the target-set search should be minimal in experiments using a small pool of items from which targets and distractors are to be drawn on each trial, as in the Sternberg (1966) study, which involved only the digits 0 to 9. The reason is that, during an experimental session, all items in the stimulus pool receive repeated presentations, and the resulting high familiarity values become less and less useful in distinguishing targets from distractors; thus a search of the target set will be made on most trials, resulting in large list-length effects. Support for this view comes from a study by Rothstein and Morin (1972), who reported much larger slopes for the response-time function in a short-term scanning task when the stimuli were selected from a small pool (10 words) than when selected, without replacement, from a very large pool of words. For the small item pool, we assume that repeated presentation increases the familiarity of all items to a uniformly high level, thereby reducing its usefulness as a basis for responding. Thus, the probability of executing a target-set search should be maximal, causing the slope of the response-time functions to take on its maximum value.

Figure 11 presents a flow diagram of the processes involved in recognition memory for items stored in STS. As in the case for target sets stored in the E/K store (Fig. 3), the test item is first encoded and the appropriate node in the lexical store is accessed, leading to the retrieval of a familiarity value for the item. If the familiarity value is very high or very low, the subject outputs a fast response that is independent of memory-set size. For intermediate familiarity values, the subject retrieves an internal code for use in scanning STS. Thus far, the processes proposed for short-term recognition are identical with those of the long-term case. However, the internal code used to search STS may not be the same as that used in the long-term memory search. For example, Klaczynski, Juola, and Atkinson (1971) provided evidence that alternative codes for the same test item can be generated and compared with either verbal or spatial representations of target-set items. After retrieval of the appropriate internal code, a search of the target list stored in STS is
FIGURE 11.
A schematic representation of the search and decision processes in a short-term recognition memory study. A test stimulus is presented (1) and then matched to a node in the lexical store (2). The familiarity value associated with the node may lead to an immediate decision (3) and response output (6). Otherwise, a search code is extracted and scanned against the target list in STS (4), which leads to a decision (5) and subsequent response. Path (1), (2), (3), (6) results in a faster response than Path (1), (2), (4), (5), (6), and the response is independent of the size of the ST set.

executed, and a response based on the outcome of this scan is then made.

An unpublished study conducted by Charles Darley and Phipps Arabie at Stanford University was designed to assess the effects of item familiarity in a short-term memory task. The familiarity values of distractor items were manipulated to determine if this variable would affect the slopes and intercepts of the function relating latency to target-set size. On each of a long series of trials, a target set of from two to five words was presented auditorially, followed by the visual presentation of a single test word. The words used in the target sets were different on every trial of the experiment; that is, a word once used in a target set was never used in any other target set. On half the trials a word from the current target set was presented for test; these trials will be designated P trials to indicate that a 'positive response' is correct. On the other half of the trials, a distractor (a word not in the current target set) was presented for test; these trials will be called N trials because a 'negative response' is correct. The distractor words were of three types: new words never presented before in the experiment (denoted N1, because the word was presented for the first time); words that had been presented for the first time
in the experiment as distractors on the immediately preceding trial (denoted $N_2$, because the word was now being presented for the second time); and words that had been presented for the first time both as a member of the memory set and as a positive test stimulus on the immediately preceding trial (denoted $N_3$, because the word was now being presented for the third time). Thus there were four types of test items ($N_1$, $N_2$, $N_3$, $P$), and we assume that different degrees of familiarity are associated with each.

Figure 12 presents a schematic representation of the four familiarity distributions. The density functions associated with the test word on an $N_1$, $N_2$, $N_3$, or $P$ trial are denoted $\phi(x; N_1)$, $\phi(x; N_2)$, $\phi(x; N_3)$, or $\phi(x; P)$, respectively; as in the previous application, these functions are assumed to be normally distributed with unit variance. Their expected values are denoted $\mu_{N_1}$, $\mu_{N_2}$, $\mu_{N_3}$, and $\mu_P$. The quantity $\mu_P$ should be largest because the test word on a $P$ trial is a member of the current trial target set and should be very familiar; $\mu_{N_3}$ should be smallest because $N_1$ words are completely new; and $\mu_{N_2}$ and $\mu_{N_3}$ should be intermediate because $N_4$ and $N_4$ words appeared on the prior trial. The probabilities of errors for the four trial types are determined by the areas of the familiarity distributions above $c_1$ for distractors, and below $c_0$ for targets; that is,

\[
P(\text{Error} \mid N_i) = \int_{c_1}^{\infty} \phi(x; N_i) \, dx, \quad \text{for } i = 1, 2, 3; \tag{13}
\]

\[
P(\text{Error} \mid P) = \int_{-\infty}^{c_0} \phi(x; P) \, dx. \tag{14}
\]

Let us now derive expressions for reaction times in this situation. For simplicity, only Model II of the preceding section is considered. To obtain equations for response latencies, it is necessary to sum the time for the encoding and familiarity-retrieval process (time $\delta$), the time for a fast response decision
based on the familiarity value alone (time $\rho$), weighted by its probability, the
time for a search of the memory list in STS (time $\kappa + \alpha m$, with $m$ defined as
the size of the short-term target set) also weighted by its probability, and the
time for response output ($r_i$ and $r_i$ for negative and positive responses,
respectively). Thus, the expected time for a correct response is

$$t(N_i) = \ell + r_0 + \left[ \int_{-\infty}^{\infty} \rho \phi(x; N_i) \, dx + \int_{0}^{\infty} (\rho + \kappa + \alpha m) \phi(x; N_i) \, dx \right]^{-1} \int_{-\infty}^{\infty} \phi(x; N_i) \, dx$$

for $i = 1, 2, 3$; and

$$t(P) = \ell + r_1 + \left[ \int_{-\infty}^{\infty} \rho \phi(x; P) \, dx + \int_{0}^{\infty} (\rho + \kappa + \alpha m) \phi(x; P) \, dx \right]^{-1} \int_{-\infty}^{\infty} \phi(x; P) \, dx$$

The expression $t(N_i)$ gives the time to respond correctly to an $N_i$ item, whereas
$t(P)$ gives the time for a correct response to a $P$ item. The preceding expressions
can be written more simply if we define

$$s_i = \left[ \int_{-\infty}^{\infty} \phi(x; N_i) \, dx \right]^{-1}, \quad \text{for } i = 1, 2, 3$$

Then

$$t(N_i) = [\ell + \rho + r_0] + s_i[\kappa + \alpha m], \quad \text{for } i = 1, 2, 3$$

$$t(P) = [\ell + \rho + r_1] + s[\kappa + \alpha m]$$

The quantities $s_i$ and $s$ are determined by the familiarity distributions and $c_1$
and $c_6$ and are not influenced by $m$. Thus $t(N_i)$ and $t(P)$ plotted as functions
of $m$ yield straight lines with slopes $s_i$ and $s$, respectively.

The latency data from the experiment are presented in Figure 13. Note that
latency increases with memory-set size and is ordered such that $P$ is
fastest, and $N_1$, $N_2$, and $N_3$ are progressively slower. To fit the model to these
data, we proceed in the same way as we did for the long-term experiment.
The observed probabilities of an error on $N_1$, $N_2$, and $N_3$ trials were 0.008,
0.018, and 0.058, respectively. Using these error probabilities and Equation
13 yields the following relations: $\mu_{N_3} = c_1 - 2.41; \mu_{N_2} = c_1 - 2.10; \mu_{N_1} =
c_1 - 1.56$. The probability of an error on a $P$ trial was 0.028; using Equation
13 yields $\mu_P = c_3 + 1.91$. Setting $c_0$ equal to zero leaves the following five
parameters to be estimated from the latency data: $c_1, (\ell + \rho + r_1), \rho, \kappa, \alpha,$
where $\rho$ is again defined as $r_0 - r_i$. An RMSD function equivalent to the one
presented in Equation 12 was specified for the 16 data points in Figure 13, and a computer was programmed to search the parameter space for a minimum.

Table 5 presents the parameter estimates, and the theoretical predictions are graphed as straight lines in Figure 13. In carrying out these fits, 9 param-eters were estimated from the data; however, there are 4 error probabilities and 16 latency measures to account for. Thus 9 of 20 degrees of freedom
TABLE 5
Parameter estimates for the short-term memory study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 )</td>
<td>2.52</td>
</tr>
<tr>
<td>( (\ell + \rho + r_t) )</td>
<td>499 msec</td>
</tr>
<tr>
<td>( r )</td>
<td>64 msec</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>70 msec</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>33.9 msec</td>
</tr>
</tbody>
</table>

Note: \( r = r_a = r_t \).

were used in the estimation process, leaving 11 against which to evaluate the goodness of fit.

The results in Figure 13 indicate that the familiarity value of the distractor item has a large effect, with the slopes and intercepts of the negative functions increasing with their expected familiarity values. These effects are captured by the model, which generally does a satisfactory job of fitting the data. The predicted slope of the \( t(P) \) function is 24 msec, whereas the predicted slopes for \( t(N_1) \), \( t(N_2) \), and \( t(N_3) \) go from 18 msec to 22 msec to 28 msec, respectively. If the subject ignored the familiarity measure and made a search of the memory list on every trial, then all four functions would have a slope equal to \( \alpha \), which was estimated to be 33.9 msec.\(^{13}\)

The results shown in Figure 13 support the proposition that familiarity effects play a role in short-term memory scanning experiments. Further, these effects can be accounted for with the same model that was developed for long-term recognition studies. However, examination of the parameter estimates for the short- and long-term cases indicates that the time constants for the two processes are not the same (see Tables 4 and 5). For example, the time to initiate the extended search, \( \kappa \), is 70 msec in the short-term study compared with 137 msec in the long-term study. In contrast, the search rate, \( \alpha \), is 33.9 msec in the short-term case and only 9.9 msec in the long-term case. Thus, the search is initiated more rapidly in the short-term case, but the search rate is faster in the long-term case. We will not pursue these comparisons here, but will return to them later.

In the next section the model is generalized to an experiment in which target items were stored in either STS or LTS, or in both. For this case, the theory must be elaborated to account for such possibilities as sequential or simultaneous search of the two memory stores and changes in the decision

\(^{13}\) Similar fits were carried out using Model I, which involved estimating both \( \alpha \) and \( \alpha' \). The estimate of \( \alpha' \) was somewhat below that of \( \alpha \), but the goodness of fit was only slightly improved over that obtained for Model II, using one less parameter.
criteria, depending on whether the test item is potentially a member of a list stored in LTS, in STS, or in both.

AN EXPERIMENT INVOLVING BOTH LONG- AND SHORT-TERM TARGET SETS

Experiments by Wescourt and Atkinson (1972) and Mohs, Wescourt, and Atkinson (1973) were designed to compare results for the cases in which the subject maintained target sets in LTS, in STS, or in both. Figure 14 presents a flow diagram for the case in which the test stimulus could be a member of a target set in either store. When the test stimulus is presented, it is encoded and the appropriate lexical node is accessed. If the familiarity value associated with that node is above the high criterion or below the low criterion, a fast response is emitted. If familiarity is of an intermediate value, the subject executes an extended search of the two memory stores. Again, it is likely that the internal representations of items in STS and the E/K store are different;

---

**Figure 14.**
A schematic representation for the case where part of the target set is in STS and part is in LTS. A test item is presented (1) and then matched to its node in the lexical store (2). The familiarity index of the node may lead to an immediate decision (3) and response output (7). Otherwise, an ST code and an LT code are extracted for the lexical node, and then used to search STS and LTS (4). A decision about the test item is eventually made based on the search of LTS (5) or of STS (6), and a response is output (7).
thus, different codes of the test item must be extracted from the test item's lexical node before this search can begin. The search continues until a match is obtained or until both sets are searched without finding a match, and then the appropriate response is made.

In the study considered here, two types of trial blocks were used. For one type, designated the S Block, the target set consisted of only short-term items (ST set). For the other, the M Block, the target set involved a 'mix' of both an ST set and an LT set. The ST set is distinguished from the LT set in two ways:

1. The ST set was presented on each trial before the onset of the test stimulus; it always involved a new set of words never before used in the experiment. On the other hand, the LT set was thoroughly memorized the day before the first test session and used throughout the experiment.
2. The ST set contained a small number of words (1 to 4), which could readily be maintained in short-term memory without taxing its capacity. The LT set consisted of a list of 30 words (memorized in serial order) stored in long-term memory.

The subjects were tested in three consecutive daily sessions (the data from the first day are not included in the results reported here). Each session was divided into M and S Blocks. On each trial of an M Block, 0 to 4 words (ST set) were presented prior to the onset of the test word. On positive trials, the test word was selected from either the LT set or the ST set if the ST set was nonempty (load condition); or the test word was selected from the LT set if there were no ST items (no-load condition). On negative trials, the test word was not in either the ST or LT set and had never been used before in the experiment. On each trial of the S Block, an ST set of from 1 to 4 words was presented prior to the onset of the test stimulus; on positive trials a word from the ST set was presented for test, and on negative trials a word never used before was presented.

Trials in the S Block are like those in a short-term memory-scanning experiment and are referred to as S trials. The no-load trials of the M Block correspond to those in a long-term recognition task such as the one reported earlier in this chapter; because tests involve only the long-term target set, these trials are called L trials. The load trials of the M Block require the subject to evaluate a test word against both an ST set and the LT set, and they are called M trials. Thus, S trials involve a pure test of short-term memory, L trials a pure test of long-term memory, and M trials involve a mix of both short- and long-term memories. Figure 15 illustrates the various trial types.

Studies of this sort have been reported by Forrin and Morin (1969) and Doll (1971). However, they have employed very small LT sets, and there is the possibility that the subject could enter the entire LT set into short-term memory on some or all of the trials. Thus a complete separation of the long- and short-term searches might not have been achieved.
Figure 15. Diagram representing the three types of trials. In all blocks, distractors involve words never presented before in the experiment.

Figure 16 presents the mean latencies of correct responses for the various trial types. The straight lines fitted to the data represent theoretical predictions and are discussed later. In discussing these results, it is useful to adopt the notation defined in Table 6. In all cases these measures refer to the latency of a correct response. The subscript on $t$ indicates the trial type (S, L, or M); the P in parentheses indicates that a positive response was correct (i.e., a
FIGURE 16.
Mean response latencies as functions of ST-set size (m) for the S Block (left panel) and the M Block (right panel). The linear functions fitted to the data are explained in the text.
TABLE 6
Definition of notation

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{h}(P)$</td>
<td>Time for a positive response on an S trial</td>
</tr>
<tr>
<td>$t_{h}(N)$</td>
<td>Time for a negative response on an S trial</td>
</tr>
<tr>
<td>$t_{l}(P)$</td>
<td>Time for a positive response on an L trial</td>
</tr>
<tr>
<td>$t_{l}(N)$</td>
<td>Time for a negative response on an L trial</td>
</tr>
<tr>
<td>$t_{m}(P \leftarrow \text{ST})$</td>
<td>Time for a positive response to a test item from the ST set on an M trial</td>
</tr>
<tr>
<td>$t_{m}(P \leftarrow \text{LT})$</td>
<td>Time for a positive response to a test item from the LT set on an M trial</td>
</tr>
<tr>
<td>$t_{n}(N)$</td>
<td>Time for a negative response on an M trial</td>
</tr>
</tbody>
</table>

A target item was presented for test), whereas N indicates that a negative response was correct (i.e., a distractor was presented for test).

Inspection of Figure 16 shows that the observed values for $t_{h}(P)$, $t_{h}(N)$, and $t_{m}(P \leftarrow \text{ST})$ are all increasing functions of $m$, the size of the ST set. In contrast, neither $t_{m}(P \leftarrow \text{LT})$ nor $t_{n}(N)$ appears to be systematically influenced by the size of the ST set. The presence or absence of an ST set in the M Block, however, does have an effect, as is evident by comparing responses on L trials with comparable ones on M trials. Specifically, note that the four observed values for $t_{m}(P \leftarrow \text{LT})$ are well above $t_{l}(P)$, and that the four $t_{n}(N)$ values are above $t_{n}(N)$.

The model to be tested against these data assumes that the extended searches are executed separately in STS and in the E/K store. The questions to be asked involve the notion of whether the two memory stores are searched sequentially or simultaneously. Figure 17 presents several flowcharts that represent the differences between serial and parallel searches of STS and the E/K store. The diagram in Figure 17(A) represents the sequence of events on an S trial and corresponds to the short-term recognition model presented.

**FIGURE 17.** (Facing page)

Flowcharts representing models for processing strategies in searching the memory stores. The model for S trials is shown in Panel A; arrows (1) and (2) represent fast responses based on familiarity alone, whereas (4) and (5) represent responses after a search of STS has occurred. The model for L trials is shown in Panel B and has the same interpretation as Panel A except that the search involves the E/K store. Two alternative models for M trials are presented in the bottom two panels. Panel C presents a parallel search. As before (1) and (2) indicate fast responses based on familiarity; (3) and (4) indicate that the searches of STS and the E/K store are done simultaneously. If the test item is found in the ST set (5) or in the LT set (7), a positive response is made; if the item is not found in the ST set (6) the subject has to wait for a similar outcome from the search of the LT set (8) before a negative response can be made. In Panel D, a sequential search model is presented for M trials. The arrows (1) and (2) represent fast responses based on familiarity. When a search is required, the ST set is examined first (3). If a match is found, a positive response is made (4); if not, the LT set is searched (5). When the LT-set search is complete, either a positive (6) or negative response (7) is output.
in the preceding section. It assumes that initially the subject makes a familiarity estimate of the test item, and on this basis he outputs a fast positive or negative response if its value is above the high criterion or below the low criterion, respectively. Otherwise, the subject delays his response until a search of STS has been made, the length of this search being a linear function of \( m \) (the size of the ST set). Figure 17(B) represents the stages involved on an L trial. Again, the subject can output a fast negative or positive response based on familiarity alone. Otherwise he initiates a search of the E/K store before responding; the time for this search is a linear function of \( d \) (the size of the LT set).\(^{14}\)

For \( M \) trials there are at least two search strategies that suggest themselves. First, it is possible that the subject might search both STS and the E/K store simultaneously, outputting a response when the test item is found or when both stores have been searched exhaustively without finding the target. This strategy is represented in Figure 17(C). Alternatively, it is possible that the two memory stores are searched sequentially. Because response time is less to a test item from the ST set than to one from the LT set, we assume that STS is searched first, as shown in Figure 17(D). For both of these M-trial strategies, a fast response will be emitted before a search of either store is made if the retrieved familiarity value is above the high criterion or below the low criterion.

Examination of the data in Figure 16 indicates that the sequential model of Figure 17(D) can be rejected. In this model, the search of the E/K store cannot begin until the STS scan has been completed. Because the length of the STS search depends on the size of the ST set, the beginning of the search of the E/K store and, in turn, \( t_a(P \leftarrow \text{LT}) \) and \( t_n(N) \) should increase as the ST set increases. The data in Figure 16 indicate that this is not the case; both \( t_a(P \leftarrow \text{LT}) \) and \( t_n(N) \) appear to be independent of ST-set size. However, these data are compatible with a parallel search model of the type shown in Figure 17(C), if it is assumed that the rate of search in the E/K store is independent of the number of ST items. In order to make a detailed analysis of the models shown in Figure 17, we must derive theoretical equations and fit them to the data.

THEORETICAL PREDICTIONS FOR THE STS–LTS INTERACTION STUDY

The decision stage of the general model, as represented in Figure 3, must be adapted to account for the experimental conditions of the experiment. It is necessary to allow for differences in the decision process, depending on

\(^{14}\) Throughout this chapter, \( d \) is used to denote the size of a long-term target set and \( m \) to denote the size of a short-term target set.
whether the test item is potentially located in STS only, in the E/K store only, or in both. These differences may be included in the model either by allowing the means of the familiarity distributions to vary as a function of the trial type, or by allowing the decision criteria to change. For the present analysis, we assume that the means of the familiarity distributions are constant over all conditions. This seems to be the most parsimonious assumption; familiarity should be a property of the test stimulus, but the subject could be expected to adjust his decision criteria differently depending on whether it is an S trial, an L trial, or an M trial. Three familiarity distributions are specified: one associated with a test item drawn from the ST set; another for a test item from the LT set; and the third for a distractor item. These distributions are assumed to be unit-normal, with cumulative distribution functions $\Phi_\text{d}(\cdot)$, $\Phi_\text{l}(\cdot)$, and $\Phi_\text{c}(\cdot)$, respectively. The means of the distributions are designated $\mu_d$, $\mu_l$, and $\mu_c$, and they are assumed to be fixed for the data analyzed in this chapter. The reasons for fixing the means are the following: distractor items and ST items appear only once during the experiment, and thus repetition effects on familiarity are not a factor; for the LT items, we treat data only after these items have had several prior tests, and their familiarity should be close to an asymptotic level.

Figure 18 presents a diagram of the familiarity distributions as they apply on S, L, and M trials. Note that the mean for each distribution is placed at the same point on the familiarity scale, no matter what type of trial is involved. Differences in the decision process arise because the subject can set his criteria at different values in anticipation of an S, L, or M trial. This possibility is indicated in Figure 18. The low and high criterion values are denoted as $c_{0.8}$ and $c_{1.8}$ for S trials; as $c_{0.1}$ and $c_{1.1}$ for L trials; and as $c_{0.0}$ and $c_{1.0}$ for M trials. How the subject sets the criteria depends on the trade-off he is willing to accept between speed and accuracy; the nature of the trade-off, of course, varies as a function of the trial type.

Notation comparable to that in Table 6 is used to denote error probabilities. For example, $E_{0.8}(\text{P})$ denotes the probability of an error on an S trial for which the correct response was positive. This probability is the tail of the ST distribution to the left of $c_{0.8}$ in Figure 18. Table 7 presents theoretical expressions for the various types of errors.

As before, it is possible to derive equations for response latencies by weighting each stage of the process by the probability that it occurs, and then summing over stages. On every trial the test stimulus must be encoded and the appropriate node in the lexical store accessed; time for this stage is $t$ and is assumed to be the same for all trial types. Next, the subject must make a decision based on the retrieved familiarity value; using Model II, we assume that this decision time is $\rho$ and also is independent of the trial type. If a fast positive or negative response is called for, based on the familiarity value, it will be executed with time $r_1$ or $r_0$, respectively.
FIGURE 18.
Distributions of familiarity values for the three trial types.

When the familiarity value falls between the two criterion values, a search of the stored target list or lists is required. The nature of this search depends on the trial type because different internal codes may be used and different memory stores scanned. Three classes are to be considered.

*S trials.* An ST code is extracted from the test item's lexical node and then is scanned against the target set in STS; the time to extract the code
TABLE 7
Theoretical expressions for the probabilities of seven types of errors

<table>
<thead>
<tr>
<th>S trials</th>
<th>L trials</th>
<th>M trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_s(P) = \Phi(z_s, \alpha_s)$</td>
<td>$E_s(P) = \Phi(z_s, \alpha_s)$</td>
<td>$E_m(P \leftarrow ST) = \Phi_2(r_m, \alpha)$</td>
</tr>
<tr>
<td>$E_s(N) = 1 - \Phi(z_s, \alpha_s)$</td>
<td>$E_s(N) = 1 - \Phi(z_s, \alpha_s)$</td>
<td>$E_m(P \leftarrow LT) = \Phi_2(r_m, \alpha)$</td>
</tr>
</tbody>
</table>

is denoted as $s_8$, and then time $m \cdot \alpha_8$ is required to scan the $m$ items in the ST set.\textsuperscript{18}

$L$ trials. An LT code is extracted from the lexical node, which takes time $s_L$, and then is scanned against the $d$ items in the LT set, which takes time $d \cdot \alpha_L$ ($d$ in the experiment is 30).

$M$ trials. Both an ST code and an LT code are extracted from the node, and each is scanned against the appropriate list. The extraction of the two codes takes time $s_M$, and the respective scans take times $m \cdot \alpha_S$ and $d \cdot \alpha_L$. (Thus, a positive response to an ST or LT item takes time $m \cdot \alpha_S$ or $d \cdot \alpha_L$, respectively; a negative response takes time $d \cdot \alpha_L$, because both lists must be scanned, and the time is determined by the slowest scan which always involves the LT set.)

Whichever of these three cases applies, a positive or negative response—once a decision has been made—requires time $r_1$ or $r_0$, respectively.\textsuperscript{18}

In terms of these assumptions, we can derive expressions for the latency of a correct response for each of the trial types. The derivation is similar to that for Equations 15 and 16, and only the results are presented:

\[ t_s(P) = (\ell + \rho + r_1) + s_8(s_8 + m \alpha_8); \quad (21a) \]
\[ t_s(N) = (\ell + \rho + r_0) + s_8(s_8 + m \alpha_8); \quad (21b) \]
\[ t_l(P) = (\ell + \rho + r_1) + s_L(s_L + d \alpha_L); \quad (22a) \]

\textsuperscript{18} The parameters $k$ and $\alpha$ are used here in the same way as in earlier accounts of the theory. The subscript indicates that $k$ depends on the code(s) to be extracted, and $\alpha$ on the memory store to be scanned.

\textsuperscript{18} It is assumed that $\alpha_L$ is independent of the size of the ST set, and that any differences in scanning the LT set on L trials and on M trials is due to $s_L$ and $s_M$, respectively. Independent support for this assumption comes from a study that replicated the M-Block trial sequence, except for the fact that all targets were drawn from the LT set. Subjects had to maintain a set of items in STS (that varied from 0 to 4 words); however, they knew that the test would involve either an LT item or a distractor. Under these conditions the latency of a positive response to an LT item and the latency of a negative response to a distractor were both constant as the ST-set size varied from 0 to 4 (i.e., no change in latency occurred when an ST set was or was not present). In this experiment the scan of the LT set was determined by $\alpha_L$ and $s_L$ on all trials; the parameter $s_M$ was not required because only the LT code had to be extracted from the lexical node on both L trials and M trials.
\[ t_s(N) = (\ell + \rho + r_0) + s'_s(\kappa_i + d\kappa_i); \]  
\[ t_s(P \leftarrow ST) = (\ell + \rho + r_1) + s_{MN}(s + m\alpha_m); \]  
\[ t_s(P \leftarrow LT) = (\ell + \rho + r_1) + s_{MN}(s + d\alpha_i); \]  
\[ t_0(N) = (\ell + \rho + r_0) + s'_s(s + d\alpha_i). \]  

The \( s \) functions in these equations represent the probability of an extended search conditional on the occurrence of a correct response; they are comparable to those in Equations 17 and 18 and are given in Table 8.

<table>
<thead>
<tr>
<th>( s ) function</th>
<th>Theoretical expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s'_s )</td>
<td>[ \Phi_0(c_{1,0}) - \Phi_0(c_{0,0}) \left[ 1 - \Phi_0(c_{1,0}) \right] ]</td>
</tr>
<tr>
<td>( s'_p )</td>
<td>[ \Phi_0(c_{1,0}) - \Phi_0(c_{0,0}) \left[ \Phi_0(c_{1,0}) \right] ]</td>
</tr>
<tr>
<td>( s'_l )</td>
<td>[ \Phi_0(c_{1,1}) - \Phi_0(c_{0,1}) \left[ 1 - \Phi_0(c_{1,1}) \right] ]</td>
</tr>
<tr>
<td>( s'_l' )</td>
<td>[ \Phi_0(c_{1,1}) - \Phi_0(c_{0,1}) \left[ \Phi_0(c_{1,0}) \right] ]</td>
</tr>
<tr>
<td>( s_{MN} )</td>
<td>[ \Phi_0(c_{1,0}) - \Phi_0(c_{0,0}) \left[ 1 - \Phi_0(c_{0,0}) \right] ]</td>
</tr>
<tr>
<td>( s_{MN} )</td>
<td>[ \Phi_1(c_{1,1}) - \Phi_1(c_{0,1}) \left[ 1 - \Phi_1(c_{0,1}) \right] ]</td>
</tr>
<tr>
<td>( s'_m )</td>
<td>[ \Phi_0(c_{1,1}) - \Phi_0(c_{0,1}) \left[ \Phi_0(c_{1,1}) \right] ]</td>
</tr>
</tbody>
</table>

In fitting the model to the data, we used a procedure somewhat different from the one employed in the previous experiments. An RMSD function comparable to that given in Equation 12 was defined, but it was composed of two components that were weighted and summed. The first component involved deviations between the 7 observed and predicted error probabilities of Table 7, and the second component involved deviations between the 22 observed and predicted latencies given by Equations 21 through 23. Parameter estimates were then obtained by using a computer to search the parameter space and obtain values that minimized the RMSD function; in the search \( \mu_0 \) was arbitrarily set at zero. The parameter estimates are given in Table 9. Fifteen parameters were estimated from the data, but there are 7 error probabilities and 22 latency measures to be predicted; thus 15 of 29 degrees of freedom were used in parameter estimation, leaving 14 against which to judge the goodness of fits.

The theoretical fits for the latency data are presented as straight lines in Figure 16. The most deviant point is that for \( t_0(P) \) when \( m = 1 \). This particular discrepancy is not unexpected in view of previous research (Juola & Atkinson, 1971); it appears that for a memory set of one item (in the pure
### Table 9
Parameter estimates

<table>
<thead>
<tr>
<th>Latency measures</th>
<th>Familiarity measures and decision criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\ell + r + r_i) = 408) msec</td>
<td>(\mu_D = 0)</td>
</tr>
<tr>
<td>(r = 30) msec</td>
<td>(\mu_L = 1.53)</td>
</tr>
<tr>
<td>(\kappa_D = 69) msec</td>
<td>(\mu_R = 1.51)</td>
</tr>
<tr>
<td>(\kappa_L = 140) msec</td>
<td>(c_{v,n} = -0.99)</td>
</tr>
<tr>
<td>(\kappa_M = 207) msec</td>
<td>(c_{l,n} = 2.13)</td>
</tr>
<tr>
<td>(\alpha_H = 35.0) msec</td>
<td>(c_{v,l} = -0.33)</td>
</tr>
<tr>
<td>(\alpha_L = 9.8) msec</td>
<td>(c_{l,l} = 1.56)</td>
</tr>
<tr>
<td></td>
<td>(c_{v,\mu} = -0.25)</td>
</tr>
<tr>
<td></td>
<td>(c_{l,\mu} = 1.72)</td>
</tr>
</tbody>
</table>

*Note: \(r = r_i - r_c\).*

short-term case) a decision can be based on a direct comparison between a sensory image of the memory item and the sensory input for the test item. Thus, a different process is operative on these particular trials, leading to unusually fast response times. Otherwise, the fits displayed in Figure 16 are quite good, given the linear character of the predictions. Also, the parameter estimates are ordered in the expected way. The estimate of \(\kappa_N\) is less than \(\kappa_{L_o}\) as would be expected by comparing the \(\kappa\) values for the long-term and short-term recognition experiments given in Tables 4 and 5; \(\kappa_M\) is the largest of the group and should be since it involves extracting both an ST and LT code. There is close agreement between the estimate of \(\kappa_M\) in this study (69 msec) and in the short-term study (70 msec); similarly, the estimate of \(\kappa_L\), (140 msec) agrees with the corresponding estimate in the long-term study (137 msec). The \(\alpha\) values are also ordered as expected, with a much slower search rate for the ST set than for the LT set. Note that the estimate of \(\alpha_H\) (35.0 msec) is close to the \(\alpha\) value estimated for the short-term study (33.9 msec), and that \(\alpha_L\) (9.8 msec) is virtually identical to the \(\alpha\) value estimated for the

---

*The curvilinear component in the data of the left panel of Figure 16 (excluding \(t_D(P)\) for \(m = 1\)) was unexpected, because a study by Juola and Atkinson (1971), using a similar procedure but employing only S-type trials, yielded quite straight lines. (For a comparison of the two procedures, see Wescourt & Atkinson, 1973.) The model presented in this chapter can be generalized to yield curvilinear predictions. One possibility is that the subject adjusts his decision criteria as a function of the ST-set size; when the large memory set is presented, he anticipates a slow response and attempts to compensate by adjusting the criteria to generate more fast responses based on familiarity alone. Another possibility is that, under certain experimental conditions, the familiarity of the target items depends on their serial position in the study list (Burrows & Okada, 1971). This assumption would lead to serial position effects and could also account for the curvilinear effects noted here. For a discussion of these possibilities see Atkinson, Herrmann, and Wescourt (1974).*
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long-term study (9.9 msec). Differences in response keys and stimulus displays make it doubtful that \((f + p + r)\) or \(r\) should agree across the three studies reported in this chapter. The parameters that one might hope to be constant over experiments do indeed seem to be, providing some support for the model beyond the goodness-of-fit demonstration.

**SUMMARY AND CONCLUSIONS**

In this chapter we have considered a model for recognition memory. The model assumes that, when a test stimulus is presented, the subject accesses the lexical store and retrieves a familiarity value for the stimulus. Response decisions based only on this familiarity value can be made very quickly, but result in a relatively high error rate. If the familiarity value does not provide the subject with sufficient information to respond with confidence, a second search of a more extended type is executed. This latter search guarantees that the subject will arrive at a correct decision, but with a consequent increase in response latency. By adjusting the criteria for emitting responses based on familiarity versus those based on an extended memory search, the subject can achieve a stable level of performance, matching the speed and accuracy of responses to the demand characteristics of the experiment.

The model provides a tentative explanation for the results of several recognition-memory experiments. The memory search and decision stages proposed in the present chapter are indicative of possible mechanisms involved in recognition. We do not, however, believe that they provide a complete description of the processes involved; the comparisons of data with theoretical predictions are reported mainly to demonstrate that many features of our results can be described adequately by the model.

There are several additional observations, however, that suggest that the memory and decision components of the model correspond to processing stages of the subject. Introspective reports indicate that subjects might indeed output a rapid response based on tentative, but quickly retrieved, information about the test stimulus. Subjects report that they are sometimes able to respond almost immediately after the word is presented without 'knowing for sure' if the item is a target or not. The same subjects report that on other trials they recall portions of the memorized list before responding. The fact that subjects are always aware of their errors supports the general outline of the model; even if the initial familiarity of an item produces a decision to respond immediately, the search of the appropriate memory store continues and, when completed, permits the subject to confirm whether or not his response was correct.

Additional support for the model comes from its generality to a variety of experimental paradigms (for examples, see Atkinson & Juola, 1973). As
reported here, the model can be used to predict response times in recognition tasks with target sets stored in LTS or STS, or in both. It can also handle results from other classes of recognition experiments, such as those employing the Shepard-Teghtsoonian paradigm (e.g., Hintzman, 1969; Okada, 1971). The differences in results from these various types of tasks can be explained in terms of the extended memory search stage; the likelihood that the subject delays his response and makes an extended search of memory is determined by the criteria he adopts to minimize errors while still insuring fast responses. Once the extended search is initiated, its exact nature depends on how the target set is stored in memory (Smith, 1968). If the target set is a well-ordered and thoroughly memorized list of words, the extended search will involve systematic comparisons between the test stimulus and the target items. On the other hand, the target set may be represented in memory as a list of critical attributes (Meyer, 1970). In this case, the extended search would involve checking features of the test stimulus against the attribute list (Neisser, 1967). The dependency of latency on target-set size then would be determined by the relationship between the number of attributes needed to unambiguously specify a target set and the set's size. Finally, target items may be weakly represented in memory (e.g., because they received only a single study presentation); then the extended search might be aimed at retrieving contextual information, with search time relatively independent of target-set size (Atkinson, Herrmann, & Wescourt, 1974; Atkinson & Wescourt, 1974).

These speculations about recognition memory and the nature of the specific task lead to certain testable hypotheses. If the subject adjusts his criteria to balance errors against response speed, different instructions could be used to alter the criteria. For example, if the target set is a well-memorized list of words, and the subject is instructed to make every effort to avoid errors, the appropriate strategy would be to always conduct the extended search before responding. Because the time necessary to complete this search depends on target-set size, both overall latency and list-length effects should increase. Alternatively, if response speed is emphasized in the instructions, the subject should respond primarily on the basis of familiarity. In this case, responses would be emitted without an extended search, and overall latency would decrease and there should be few, if any, list-length effects.

For the theory described in this chapter, the encoding process that permits access to the appropriate node in the lexical store is assumed to occur without error and at a rate independent of the size and make-up of the target set. For highly familiar and minimally confusable words, this assumption appears to be reasonable and is supported by our data. However, for many types of stimuli, increases in target-set size will lead to greater confusability and consequently to slower, as well as less accurate, responses (Juola et al., 1971). When this is the case, the explanation of the set-size effect given here will not be sufficient, for we have assumed that it is due entirely to the extended mem-
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ory search. Analyses of set-size effects in the framework of this theory would be inappropriate if the experiment were not designed to minimize confusions among stimuli. The theory can be extended to encompass confusion effects by reformulating the encoding scheme and perhaps the extended search process. However, the result would be a cumbersome model with so many interacting processes that it would be of doubtful value as an analytic tool. Trying to account for stimulus confusability in a theory of recognition memory is too ambitious a project, given our current state of knowledge. Greater progress can be made by employing experimental paradigms specifically designed to study recognition memory and other paradigms specifically designed to study confusions among stimuli.
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A LEARNING MODEL FOR FORCED-CHOICE DETECTION EXPERIMENTS

By R. C. Atkinson
Stanford University
and
R. A. Kinchla
New York University

Several signal detection experiments employing a forced-choice procedure are analysed in terms of a model that incorporates two distinct processes: a sensory process and a decision process. The sensory process specifies the relation between external signal events and hypothesized sensory states of the subject. The decision process specifies the relation between the sensory states and the observable responses of the subject. The sensory process is assumed to be fixed throughout an experiment, whereas the decision process is viewed as varying from trial to trial as a function of the particular sequence of preceding events. The changes in the decision process are assumed to be governed by a simple stochastic learning model. There are several ways of formulating the learning model and the experiments reported here were designed to select among these alternative approaches. The empirical results favour a linear-operator process with trial-to-trial changes in response probabilities that are a function not only of the signal and information events, but also of the particular sequence of sensory states activated.

1. Introduction

This paper examines a model for choice behaviour in a two-alternative forced-choice detection task. The model is restricted to experimental situations where the subject is given feedback on every trial regarding the correctness of his response, and to situations with a simple outcome structure. Thus the model has a limited range of applicability, but for appropriately contrived experiments it appears to provide an accurate account of the gross aspects of the data and certain sequential effects. The model represents a special case of a more general theory proposed by Luce (1963); it is also very similar in most details to a model of forced-choice behaviour proposed by Atkinson (1963). The relations of the model developed in this paper to these other theories of detection behaviour are examined in some detail by Atkinson, Bower and Crothers (1965, Chapter 5); they also discuss the relation of the model to various theories that have been proposed for probability learning experiments.

The model postulates that the observable relations between stimulus events and responses are a product of two processes: a sensory process and a decision process. The sensory process specifies the relation between the external stimulus event and hypothesised sensory states of the subject. The decision process

1Support for this research was provided by the National Aeronautics and Space Administration, no. NGR-05-020-036.
specifies the subject's response in terms of his current sensory state and information that he has acquired during the course of a given experiment. The two processes interact as follows: the stimulus is fed into the sensory process which converts the pattern of external energy changes into sensory information (sensory events); the decision process then operates on the sensory information to determine a response. Some theories of detection have assumed a continuum of sensory states (Green, 1960; Swets, 1961; Tanner and Swets, 1954), whereas others have argued for a finite representation (Atkinson, Carterette and Kincha, 1962; Fechner, 1860; Luce, 1963; Norman, 1964). Further, some have proposed that the sensory process is static over trials, whereas others have assumed that it varies within certain fixed limits from trial to trial as a function of preceding events (Atkinson, 1963). One point of agreement among all theories is that the decision process is dynamic, and undergoes change when the experimenter manipulates the presentation schedule or outcome structure. However, for a given experimental schedule some theories treat the decision process as fixed (independent over trials), whereas others represent it as changing from trial to trial as a function of the particular sequence of preceding events. This latter way of representing the decision process is an important feature of the model considered in this paper. The subject is viewed as adopting a pattern of decision making in each experimental situation by means of a simple stochastic learning mechanism. The learning mechanism that will be examined is similar to those proposed by Bush and Mosteller (1955).

As noted above, the type of psychophysical situation that we shall consider is a two-alternative forced-choice detection experiment. On each trial two temporal intervals are defined and the subject is instructed to report which interval contains a signal. It is a forced-choice task in that on each trial the subject must select one of the two intervals as containing a signal even if he is uncertain as to what occurred. The presentation of a signal plus noise in the first interval and noise alone in the second interval on trial n will be denoted as \( S_{1,n} \) and the presentation of noise in the first observation interval followed by signal plus noise in the second observation interval as \( S_{2,n} \). Further, the subject's responses will be denoted \( A_{1,n} \) and \( A_{2,n} \) to indicate which interval he reported contained the signal on trial n. Finally, \( E_{1,n} \) and \( E_{2,n} \) will denote the occurrence of an event at the end of trial n informing the subject that stimulus \( S_1 \) or \( S_2 \), respectively, was presented. Thus

\[
\begin{align*}
S_{1,n} &= \text{the presentation of stimulus } S_1 \text{ on trial } n, \\
A_{1,n} &= \text{the occurrence of response } A_1 \text{ on trial } n, \\
E_{2,n} &= \text{information event at the end of trial } n \text{ indicating that stimulus } S_2 \text{ was presented.}
\end{align*}
\]

Using this notation each trial can be described by the ordered triple \( \langle S_n, A_n, E_n \rangle \).

In experiments of the type described above the following variables can be manipulated: (a) physical parameters of the signal and noise; (b) presentation schedule of signal events; (c) information feedback; and (d) the outcome structure
which specifies the payoffs associated with correct and incorrect responses. In this paper we shall examine how these variables influence detection behaviour, but the experiments reported here deal only with manipulations involving presentation schedules and information feedback. The presentation of signal events will be specified by a probabilistic schedule; namely, events $S_1$ and $S_2$ will form a binomial sequence with parameter $\gamma$. Further, the experiments employ a simple outcome structure. The subject is instructed to make a correct response as often as possible, and each trial terminates with an information event which tells him whether he was correct or not. There are no monetary payoffs or penalties for correct and incorrect responses as is frequently the case in detection experiments.

The major dependent variable is the probability of an $A_j$ response on trial $n$, given that stimulus $S_t$ occurred. The four outcomes can be represented by the matrix

$$
P_n = \begin{bmatrix}
A_{1,n} & A_{2,n} \\
S_{1,n} & S_{2,n}
\end{bmatrix}
\begin{bmatrix}
Pr(A_{1,n} | S_{1,n}) & Pr(A_{2,n} | S_{1,n}) \\
Pr(A_{1,n} | S_{2,n}) & Pr(A_{2,n} | S_{2,n})
\end{bmatrix}
$$

This matrix will be called the performance matrix. In the literature the occurrence of an $A_1$ response to an $S_1$ stimulus is called a hit, and the occurrence of $A_1$ response to an $S_2$ stimulus is called a false alarm. We shall use this terminology, denoting them as $H_n$ and $F_n$, i.e.,

$$
Pr(H_n) = Pr(A_{1,n} | S_{1,n}) \\
Pr(F_n) = Pr(A_{1,n} | S_{2,n}).
$$

Fixing $Pr(H_n)$ and $Pr(F_n)$, then, completely specifies the performance matrix.

Other quantities of interest can be defined in terms of the hits and false alarms. Frequently we want to know the probability of an $A_1$ response on trial $n$ independent of the stimulus event; namely,

$$
Pr(A_{1,n}) = Pr(H_n)Pr(S_{1,n}) + Pr(F_n)Pr(S_{2,n}).
$$

Also of interest is the probability of a correct response on trial $n$ (which is denoted $C_n$):

$$
Pr(C_n) = Pr(H_n)Pr(S_{1,n}) + [1 - Pr(F_n)]Pr(S_{2,n}).
$$

2. Assumptions and Rules of Identification

Sensory and Decision Processes

The model assumes that one and only one sensory state can occur on each trial of the experiment. The sensory states will be denoted as $s_1, s_2, s_3, \ldots$. We do not suppose that the same sensory state necessarily results whenever a particular stimulus is presented, but rather that the state is determined by a random process. The sensory process on trial $n$ of an experiment can be represented by the sensory matrix
\[ S_n = \begin{bmatrix} s_0 & s_1 & s_2 & \ldots & s_k \end{bmatrix} \]

where \( d_{ij}^{(n)} \) denotes the probability of eliciting sensory state \( s_j \) on trial \( n \) given stimulus \( S_i \) on that trial. Similarly, the decision process can be represented by the matrix

\[
A = \begin{bmatrix}
A_1 & A_2 \\
& \\
& \\
& \\
\end{bmatrix}
\]

\[ D_n = \begin{bmatrix}
D_{11}^{(n)} & \ldots & D_{1k}^{(n)} \\
\vdots & \ddots & \vdots \\
D_{m1}^{(n)} & \ldots & D_{mk}^{(n)} \\
\end{bmatrix}
\]

where \( d_{ij}^{(n)} \) is the probability of eliciting response \( A_j \) on trial \( n \) given sensory state \( s_i \) on that trial. Then the performance matrix specified by eqn. (1) is obtained by taking the product of the sensory matrix and the decision matrix; i.e.,

\[ P_n = S_n D_n. \]

The model that we shall examine postulates three sensory states for the two-alternative forced-choice task:

\[ s_0 = \text{no detection} \]
\[ s_1 = \text{detection in observation interval 1} \]
\[ s_2 = \text{detection in observation interval 2}. \]

Further, the activation process and the decision process are defined by the following matrices:

\[
S_n = \begin{bmatrix}
1 - \sigma & \sigma & 0 \\
1 - \sigma & 0 & \sigma \\
\end{bmatrix}
\]

\[ A = \begin{bmatrix}
A_1 & A_2 \\
& \\
& \\
& \\
\end{bmatrix}
\]

\[ D_n = \begin{bmatrix}
P_n & 1 - P_n \\
1 & 0 \\
0 & 1 \\
\end{bmatrix}
\]

There are several points to note about these matrices. First, the entries in \( S_n \) are constants independent of the trial number; thus the sensory process is assumed to be fixed over all trials of the experiment. In contrast, the decision process may vary as a function of the trial number, and this dependence is indicated by affixing the trial index \( n \) to \( p \). Also, \( s_1 \) can occur only if \( S_1 \) is presented, and \( s_2 \) can occur only if \( S_2 \) is presented. Thus these sensory states
have an unambiguous relation to the stimulus, since the signal event can be inferred with probability 1 when they occur. In contrast, sensory state $t_n$ is ambiguously related to the stimulus, for it can occur following either signal event. The parameter $\sigma$ characterizes this stimulus ambiguity in the output of the sensory system. Both loss of stimulus information due to external noise and loss due to limitations on the resolving power of the sensory system are summarized by $\sigma$. Thus $\sigma$ may be interpreted as a measure both of the physical stimulus and of the subject's sensitivity; $\sigma$ will be referred to as the sensitivity parameter.

The decision matrix $D_n$ reflects the relative ambiguity of the sensory states. If the subject's instructions are to make an $A_1$ response given an $S_1$ stimulus, then the correct response is completely determined when an $t_1$ or $t_2$ sensory state occurs. However, the subject faces a dilemma if he must make a response on the basis of $t_n$; either stimulus could have evoked $t_n$, so the subject needs some strategy by which he can resolve the ambiguity and select a response. The quantity $p_n$ is a measure of the subject's tendency to resolve the ambiguity by making an $A_1$ response rather than an $A_2$; $p_n$ will be referred to as the response bias on trial $n$.

For the experimental variables discussed earlier it will be assumed that the presentation schedule, information feedback and the outcome structure influence $p_n$, but do not affect the sensitivity parameter $\sigma$. Also, it will be assumed that the sensitivity parameter, for a given subject, is determined solely by the physical aspects of the experimental situation. It is, of course, necessary to show experimentally that these interpretations are correct, and to examine how the parameters $\sigma$ and $p_n$ are related to the physical characteristics of a given experimental situation.

In order to see how the sensitivity parameter and the bias parameter interact, consider the relation between hits and false alarms as one or the other of these parameters is manipulated. Taking the product of the matrices in eqns. (4) and (5) yields the performance matrix $P_n$ for this model. The entries in the first column of $P_n$ are as follows:

$$
Pr(H_n) = (1 - \sigma)p_n + \sigma
$$

(6a)

$$
Pr(F_n) = (1 - \sigma)p_n.
$$

(6b)

If $\sigma$ is held constant and $p_n$ is manipulated, an exchange relation is established between $Pr(H_n)$ and $Pr(F_n)$. The equation of this relation can be obtained by eliminating $p_n$ from eqn. (6) yielding

$$
Pr(H_n) = \sigma + Pr(F_n).
$$

(7)

Thus, if $\sigma$ is held constant (fixed signal and noise levels) and $p_n$ is forced to vary (manipulations in the presentation schedule, outcome structure, etc.), the relation between hits and false alarms should be a linear function with slope 1. Plots of the relation between $Pr(H_n)$ and $Pr(F_n)$ under experimental conditions where the signal-to-noise ratio is held fixed and other variables are allowed to
vary are often referred to as receiver-operating-characteristic curves, or more simply as ROC curves.

If \( p_n \) is held constant and the sensitivity parameter changed, there is a well-defined relation between hits and false alarms. Eliminating \( o \) from eqn. (6) yields

\[
Pr(H_n) = 1 - Pr(F_n) \left[ \frac{1 - p_n}{p_n} \right].
\]

(8)

Plots of the relation between \( Pr(H_n) \) and \( Pr(F_n) \) when \( p_n \) is constant and \( o \) is varied are called iso-bias curves.

Learning Process

As indicated earlier, an important feature of the present analysis is to represent changes in the bias probability in terms of a learning process of the type proposed by Bush and Mosteller (1955). We assume that the bias on trial \( n+1 \) is a linear function of its value on trial \( n \). Specifically, if \( s_n \) occurs and is followed by \( E_1 \) (i.e., the experimenter informs the subject that the signal was in the first interval) then \( p_n \) will increase. If \( s_n \) occurs and is followed by information event \( E_2 \), then \( p_n \) will decrease. For all other contingencies no change will occur in \( p_n \). These statements can be summarized as follows:

\[
p_{n+1} = \begin{cases} 
(1 - \theta') p_n + \theta, & \text{if } s_{n,n} \text{ & } E_{1,n} \\
(1 - \theta) p_n, & \text{if } s_{n,n} \text{ & } E_{2,n} \\
p_n, & \text{otherwise.}
\end{cases}
\]

(9)

where \( 0 < \theta, \theta' \leq 1 \). Justification for this equation is postponed until later.

We now want to derive an expression for the expected value of \( p_n \) as a function of the presentation schedule and the sensitivity parameter. Recall that \( \gamma \) is the probability of an \( S_1 \) signal event and \( 1 - \gamma \) is the probability of activating sensory state \( s_n \) given either \( S_1 \) or \( S_2 \). Hence

\[
Pr(s_{n,n} \text{ & } E_{1,n}) = \gamma(1 - \alpha)
\]

\[
Pr(s_{n,n} \text{ & } E_{2,n}) = (1 - \gamma)(1 - \alpha)
\]

\[
Pr(\text{otherwise}) = \alpha.
\]

To compute the expected value of the bias probability on trial \( n+1 \), simply weight each of the possible outcomes listed in eqn. (9) by its probability of occurrence given above. That is, the expected value on trial \( n+1 \) given a fixed value \( p_n \) on trial \( n \) is

\[
E(\rho_{n+1}) = \gamma(1 - \alpha)[(1 - \theta) p_n + \theta] + (1 - \gamma)(1 - \alpha)[(1 - \theta') p_n + \alpha p_n]
\]

\[
= [1 - (1 - \alpha)(\theta + \theta'(1 - \gamma))][p_n + \theta(1 - \alpha)].
\]

It can be shown that \( p_n \) in the above equation can be replaced by its expected value (Atkinson, Bower and Crothers, 1965). Consequently we have a linear first-order difference equation in \( E(p_n) \) which has the solution

\[
E(p_n) = p_0 - (p_\infty - p_0) e^{-n}
\]
where

\[ p_\infty = \frac{\gamma}{\gamma + (1 - \gamma) \phi}, \]

\[ G = 1 - (1 - \sigma)(\theta_y + \theta'(1 - \gamma))] \]

and \( \phi = \theta' / \theta \). Note that \( p_\infty \), which is defined as \( \lim_{n \to \infty} E(p_n) \), does not depend on the absolute values of \( \theta \) and \( \theta' \) but only on their ratio.

Combining the results in eqns. (6) and (10) yields

\[ Pr(H_a) = \sigma + (1 - \sigma)[(p_\infty - p_0)G^{n-1}] \]

\[ Pr(F_a) = (1 - \sigma)[(p_\infty - p_0)G^{n-1}]. \]

From these equations it is clear that hits and false alarms will depend on \( p_0 \) at the start of an experimental session; however, over trials the subject's performance changes at a rate controlled by the quantity \( G \), and approaches an asymptote determined by \( \sigma \) and \( p_\infty \). The change in performance predicted by eqn. (11) is a well-known experimental phenomenon. Generally, however, most research workers have tended to ignore the changes that occur at the beginning of an experimental session, and instead have concentrated on an analysis of data after performance has settled down to a stable level. For the experiments analysed in this paper we shall adopt this policy; to do so makes matters simpler because fewer parameters need to be estimated. Since asymptotic performance will be stressed in subsequent discussions, the following notation will be useful:

\[ \lim_{n \to \infty} Pr(H_a) = Pr(H) \]

\[ \lim_{n \to \infty} Pr(F_a) = Pr(F). \]

That is, asymptotic expressions will be indicated by simply deleting the trial subscript. Making the appropriate substitutions in eqn. (11) yields

\[ Pr(H) = \sigma + \frac{(1 - \sigma)\gamma}{\gamma + (1 - \gamma) \phi} \]

\[ Pr(F) = \frac{(1 - \sigma)\gamma}{\gamma + (1 - \gamma) \phi}. \]

Similarly, for the asymptotic proportion of correct responses (see eqn. (3))

\[ Pr(C) = \sigma + (1 - \gamma)(1 - \sigma) + \frac{(1 - \sigma)\gamma(2\gamma - 1)}{\gamma + (1 - \gamma) \phi}; \]

and for the asymptotic proportion of \( A_1 \) responses (see eqn. (2)),

\[ Pr(A_1) = \gamma \sigma + \frac{\gamma(1 - \sigma)}{\gamma + (1 - \gamma) \phi}. \]

3. **Experimental Manipulation of the Presentation Schedule**

We now examine data collected from eight subjects in a forced-choice acoustic detection experiment. In this study the signal and noise levels were held
constant throughout the experiment and the subject was always given information at the end of each trial regarding the correctness of his response. The only experimental manipulation involved the use of three different presentation schedules. The probability, $\gamma$, of an $S_2$ event took on the following values:

- Schedule A: $\gamma = 0.25$
- Schedule B: $\gamma = 0.50$
- Schedule C: $\gamma = 0.75$

**METHOD**

Test sessions of 350 trials each were run on consecutive days. Each day a subject ran on one of the three schedules for the entire session. In successive 3-day blocks, a subject ran one day on each of the three schedules; within each 3-day block the order was randomly determined. The experiment involved 15 experimental sessions and therefore each schedule was run on five separate days.

Band-limited Gaussian noise was presented binaurally in the subject's headphones throughout a test session and the signal was a 1,000 c.p.s., sinusoidal tone; the tone was presented for 100 msec, including equal fall and rise times of 20 msec. The subject was seated before a display board. On each trial three lights flashed on briefly in succession: a red light, an amber light, and another amber light. Each light was on for 100 msec with a 500 msec delay between each successive on-period. The red light was simply a warning light, while the amber lights defined two observation intervals. The onset of the signal occurred simultaneously with the onset of one of the amber lights. After the second amber light went off, the subject had 2.5 sec to indicate his response by pressing a push-button located under the appropriate amber light. At the conclusion of the response period a green light flashed on for 200 msec above the correct response button. There was a 1.5 sec intertrial period, thus each trial lasted for 6 sec.

**RESULTS**

Table 1 presents the proportion of $A_1$ responses on both $S_1$ and $S_2$ trials over the last 250 trials of replications two through five of each presentation schedule; thus each estimate is based on $250 \times 4 = 1,000$ trials. The first replication of each presentation schedule has been deleted, because we view the subject as adapting to the detection task on early days of the experiment and want to treat his data only after he clearly understands the experimental routine and is well practiced. Also, the first 100 trials of each of the subsequent experimental sessions were deleted because, as noted earlier, our analyses are going to be restricted to asymptotic performance.

In this experiment the signal and noise levels were constant over all sessions and only the presentation schedule varied. Therefore, $\sigma$ should be fixed throughout the experiment, but $p_a$ should vary with changes in $\gamma$. It has already been shown that hits and false alarms should fall on the straight line $Pr(H) = \sigma + Pr(F)$. We now wish to fit this equation to the three data points corresponding to presentation schedules A, B and C. Figure 1 presents plots of $Pr(H)$ and $Pr(F)$ for individual subjects. In order to fit the above equation to the three points for each subject we use the method of least squares, i.e., $\sigma$ is selected so that it minimizes the sum of squared deviations between observed values and those
Table 1. Predicted and Observed Proportions of $Pr(H)$, $Pr(F)$, $Pr(C)$ and $Pr(A)$.
(The observed proportions are in parentheses)

<table>
<thead>
<tr>
<th>Subject</th>
<th>Schedule A</th>
<th>Schedule B</th>
<th>Schedule C</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Pr(H)$</td>
<td>$Pr(F)$</td>
<td>$Pr(C)$</td>
</tr>
<tr>
<td>1</td>
<td>0.001</td>
<td>0.154</td>
<td>0.785</td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.163)</td>
<td>(0.783)</td>
</tr>
<tr>
<td>2</td>
<td>0.543</td>
<td>0.125</td>
<td>0.792</td>
</tr>
<tr>
<td></td>
<td>(0.529)</td>
<td>(0.136)</td>
<td>(0.780)</td>
</tr>
<tr>
<td>3</td>
<td>0.507</td>
<td>0.106</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>(0.526)</td>
<td>(0.107)</td>
<td>(0.826)</td>
</tr>
<tr>
<td>4</td>
<td>0.529</td>
<td>0.127</td>
<td>0.787</td>
</tr>
<tr>
<td></td>
<td>(0.517)</td>
<td>(0.122)</td>
<td>(0.788)</td>
</tr>
<tr>
<td>5</td>
<td>0.520</td>
<td>0.120</td>
<td>0.790</td>
</tr>
<tr>
<td></td>
<td>(0.546)</td>
<td>(0.142)</td>
<td>(0.780)</td>
</tr>
<tr>
<td>6</td>
<td>0.542</td>
<td>0.141</td>
<td>0.780</td>
</tr>
<tr>
<td></td>
<td>(0.547)</td>
<td>(0.139)</td>
<td>(0.783)</td>
</tr>
<tr>
<td>7</td>
<td>0.618</td>
<td>0.125</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>(0.627)</td>
<td>(0.136)</td>
<td>(0.918)</td>
</tr>
<tr>
<td>8</td>
<td>0.570</td>
<td>0.125</td>
<td>0.799</td>
</tr>
<tr>
<td></td>
<td>(0.532)</td>
<td>(0.103)</td>
<td>(0.917)</td>
</tr>
<tr>
<td>Average</td>
<td>0.565</td>
<td>0.128</td>
<td>0.795</td>
</tr>
<tr>
<td></td>
<td>(0.571)</td>
<td>(0.132)</td>
<td>(0.794)</td>
</tr>
</tbody>
</table>
Figure 1. Observed and predicted values for \( Pr(H) \) and \( Pr(F) \).

predicted by the above equation. Applying the least squares method yields the estimates of \( \phi \) that are given in Figure 1; these estimates were used to generate the ROC curves displayed in the figure. As indicated by the figures there is good agreement between the observed data points and the predicted ROC curves. Recall that the signal and noise levels were the same for all subjects.
and consequently variations in $\sigma$ represent inter-subject differences in sensitivity level.

Next we evaluate the proposed bias process with regard to the data presented in Table 1. Note that if $\gamma$ and $\sigma$ are fixed in eqn. (12) and $\phi$ is varied from 0 to $\infty$, then the point $[Pr(F), Pr(H)]$ moves along the ROC curve and approaches the lower-left point $(0, \sigma)$ as $\phi \to \infty$, and the upper-right point $(1-\sigma, 1)$ as $\phi \to 0$. Stated differently, no matter where the point may fall on the ROC curve (for fixed values of $\gamma$ and $\sigma$) there exists a corresponding value of $\phi$. Hence, if the three observed points $[Pr(F), Pr(H)]$ fall on a straight line with slope 1, then perfect fits of the data can be obtained by estimating separate values of $\phi$ for each presentation schedule.

However, obtaining an estimate of $\phi$ for each presentation schedule would violate the basic rationale for the model. In formulating eqn. (9) it was assumed that $\theta$ and $\theta'$ characterize trial-to-trial adjustments to stimulus and information events, and did not depend on the overall presentation schedule. The values of $\theta$ and $\theta'$ may vary from subject to subject reflecting individual differences; however, for a given subject $\theta$ and $\theta'$ are assumed to be fixed and invariant with regard to the presentation schedule and the signal intensity. Earlier it was assumed that $\sigma$ was independent of the presentation schedule, and the same constraint is placed on $\phi$. Thus for each subject we want a single estimate of $\phi$ which then can be used to make predictions for all three presentation schedules.

The observed proportion of $A_1$ responses given in Table 1 was used to estimate $\phi$. Equation (1-1) gives the theoretical expression for $Pr(A_1)$; solving for $\phi$ yields

$$\phi = \frac{\gamma(1-\sigma)}{[Pr(A_1) - \sigma \gamma](1-\gamma) - 1-\gamma}.$$  

For each presentation schedule we have substituted the estimated value of $\sigma$ and the observed value of $Pr(A_1)$ in the above equation to obtain an estimate of $\phi$. For example, for Subject 1, $\sigma = 0.447$, $Pr(A_1) = 0.278$, and $\gamma = 0.25$ on schedule $A$; hence substituting in the above equation yields $\phi = 0.778$. Similarly $\phi_A$ and $\phi_C$ can be computed using the appropriate values of $\gamma$ and $Pr(A_1)$. An overall

<table>
<thead>
<tr>
<th>Subject</th>
<th>$\hat{\phi}$</th>
<th>$\hat{\phi}_A$</th>
<th>$\hat{\phi}_B$</th>
<th>$\hat{\phi}_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.860</td>
<td>0.777</td>
<td>1.099</td>
<td>0.705</td>
</tr>
<tr>
<td>2</td>
<td>1.219</td>
<td>1.162</td>
<td>1.400</td>
<td>1.096</td>
</tr>
<tr>
<td>3</td>
<td>1.265</td>
<td>1.155</td>
<td>1.390</td>
<td>1.251</td>
</tr>
<tr>
<td>4</td>
<td>1.238</td>
<td>1.324</td>
<td>1.446</td>
<td>0.945</td>
</tr>
<tr>
<td>5</td>
<td>1.329</td>
<td>1.063</td>
<td>1.449</td>
<td>1.472</td>
</tr>
<tr>
<td>6</td>
<td>1.083</td>
<td>1.485</td>
<td>1.147</td>
<td>1.018</td>
</tr>
<tr>
<td>7</td>
<td>1.016</td>
<td>0.914</td>
<td>1.028</td>
<td>1.105</td>
</tr>
<tr>
<td>8</td>
<td>1.148</td>
<td>1.384</td>
<td>1.280</td>
<td>0.775</td>
</tr>
</tbody>
</table>

| Average | 1.145        | 1.108          | 1.280          | 1.046          |
estimate of $\phi$ was obtained for each subject by taking the average of the three estimates; namely $\hat{\phi} = \frac{1}{3}(\hat{\phi}_A + \hat{\phi}_B + \hat{\phi}_C)$. The various estimates of $\phi$ are presented in Table 2. Note that for all but one subject $\hat{\phi}$ is greater than one, indicating that $\theta' > \theta$. The interpretation of this result is that the $E_2$ event has a slightly greater effect on increasing the probability of an $A_4$ response than the $E_4$ event has on increasing the probability of an $A_4$ response.

Using the estimates of $\sigma$ and $\phi$, predictions can be computed for $Pr(H)$, $Pr(F)$, $Pr(C)$ and $Pr(A_4)$ from eqns. (12) to (14). These predicted values and the corresponding observed quantities are presented in Table 1. Also in Figure 1 the predicted and observed values of $Pr(H)$ and $Pr(F)$ are plotted in the ROC space. In this figure the predicted point for each presentation schedule is at the intersection of the predicted iso-bias curve and the ROC curve. Overall, the correspondence between predicted and observed values is quite good. Only Subject 8 appears to display systematic discrepancies. To a degree, this subject's performance deviated from the theoretical values in the direction of optimizing the probability of a correct response; that is, for fixed $\alpha$, to maximize the probability of a correct response the subject should set the bias parameter at unity when $\gamma > \frac{1}{4}$, and at zero when $\gamma < \frac{1}{4}$ (see eqn. (13)). If the subject adopted this strategy, then the ROC curve would reduce to three points; one at $(0, \alpha)$ for $\gamma < \frac{1}{4}$, another at $(1-\alpha, 0)$ for $\gamma > \frac{1}{4}$, and a third point for the presentation schedule where $\gamma = \frac{1}{4}$. Undoubtedly if monetary payoffs for correct responses and penalties for incorrect responses were introduced into the experimental situation, more subjects would deviate from the theoretical values in the direction of optimization. We shall return to a discussion of this point later.

**Time-order Effect**

In the forced-choice detection task the term time-order effect is used to refer to the fact that subjects generally are more accurate in detecting signals embedded in the second observation interval than in the first. For example, on schedule B (which has $S_1$ and $S_2$ events occurring equally often), every subject had a higher probability of being correct when the signal was in the second interval than in the first interval. In terms of the present analysis there are two explanations for this time-order effect. One is that the bias parameter tends to favour the $A_4$ response. Hence when sensory state $S_4$ is activated, the subject makes the $A_4$ response more frequently, which insures that he will have a higher probability of being correct on $S_4$ than on $S_1$ trials. Another possibility is that the time-order effect occurs because the subject's sensitivity level changes from one observation interval to the next; specifically, that there are two sensitivity parameters $\sigma_1$ and $\sigma_2$ associated with the two intervals and $\sigma_2 > \sigma_1$. Thus a time-order effect can be accounted for by postulating a bias process that tends to favour the $A_4$ response, or by postulating a sensory mechanism that is more sensitive to stimuli presented in the second observation interval.

Both of these explanations are tenable and one would like to have some means for selecting between them; fortunately the model makes quite different
predictions depending on which explanation is offered. If the explanation is in terms of the bias function (as was the case in our analysis of these data) then the ROC curve has slope 1 and the time-order effect is simply due to the fact that $\phi > 1$. If, however, the effect is explained in terms of different sensitivity levels, then

$$\Pr(H) = \sigma_1 + (1 - \sigma_1)\phi$$
$$\Pr(F) = (1 - \sigma_2)\phi.$$

Under these conditions the ROC curve is

$$\Pr(H) = \frac{1 - \sigma_1}{1 - \sigma_2} \Pr(F) + \sigma_1.$$

If $\sigma_1 > \sigma_2$, the slope of the ROC curve is greater than one. Thus to decide whether the time-order effect is due to the bias process alone, or whether it also may be due to differential sensitivity levels, we must determine whether the ROC curve has slope greater than one. Inspection of Figure 1 indicates that there is no evidence (except possibly for Subject 2) to suggest that the observed points would be better fit by a line with slope greater than one. Therefore, for this experiment, the conclusion is that the time-order effect is due to the bias process, and there is no need to postulate changes in sensitivity over the two observation intervals.

4. Blank Trials and False Information

We now examine two modifications of the forced-choice detection task used in the previous experiment. One involves the introduction of blank trials and the other the use of false-information feedback. By blank trials we mean that on occasion a trial will occur on which the signal has been omitted entirely; the subject is not told that blank trials are being introduced and (because of the forced-choice nature of the task) continues to make $A_1$ and $A_2$ responses. A blank trial will be denoted as $S_b$. By false-information feedback we mean that on some trials the subject will be told that a signal occurred in a particular observation interval when in fact it did not. The introduction of these two modifications in the detection task permits us to make some sharp predictions that differentiate this model from others with similar assumptions.

In the present experiment the subject was given the same instructions that were used in the first experiment, i.e., he was told that a signal would occur on every trial and that the information events at the end of each trial indicated the interval in which the signal occurred. Actually, however, the presentation schedule involved $S_a$, $S_b$ and $S_c$ type trials; on $S_a$ trials an $E_1$ always occurred, on $S_b$ trials an $E_2$ always occurred, and on $S_c$ trials sometimes $E_1$ occurred and sometimes $E_2$. The presentation schedule used in this study can be characterized by the parameters $\gamma$, $\pi$ and $x$ as follows: (a) with probability $x\gamma$ a signal was presented in the first interval and, after the response, $E_1$ occurred, (b) with probability $x(1-\gamma)$ a signal was presented in the second interval and followed by
\( E_a \) and \((e)\) with probability \(1 - x\) a blank trial was presented and an \( E_s \) occurred with probability \(\pi\) and an \( E_s \) event with probability \(1 - \pi\). Thus, the probability of presenting a signal in the first interval was \(xy\); but the probability of telling the subject that the signal occurred in the first interval was \(Pr(E_{s1}) = xy + (1 - x)\pi\). Similarly, the probability of presenting the signal in the second interval was \(x(1 - y)\); however, the probability that the subject was told that the signal occurred in the second interval was \(Pr(E_{s2}) = x(1 - y) + (1 - x)(1 - \pi)\). The model presented earlier is directly applicable to this experiment. No new assumptions are necessary; we need only apply the axioms and carry out the appropriate derivations. First of all, consider the sensory matrix for this experiment. In terms of the assumptions

\[
\begin{bmatrix}
S_0 & S_1 & S_2 \\
1 & 1 - \sigma & 0 \\
1 - \sigma & 0 & 1 \\
0 & 1 & 0
\end{bmatrix}
\]

Using the matrix \( S^* \) and the decision matrix \( D^* \) specified by eqn. (5), a performance matrix \( F^* \) can be derived whose rows are the events \( S_1, S_2 \) and \( S_0 \) and whose columns are the responses \( A_1 \) and \( A_2 \). The entries in the first column of the matrix \( F^* \) are:

\[
\begin{align*}
Pr(H_0) &= Pr(A_{1,n} \mid S_{1,n}) = \sigma + (1 - \sigma)p_n \\
Pr(F_n) &= Pr(A_{1,n} \mid S_{2,n}) = (1 - \sigma)p_n \\
Pr(A_{1,n} \mid S_{0,n}) &= p_n.
\end{align*}
\]

From eqns. (15a) and (15b) it is clear that the ROC curve is the same as one given in eqn. (7) for the first experiment. Also, from eqns. (15a) and (15c) it follows that \(Pr(H_0)\) and \(Pr(A_{1,n} \mid S_{0,n})\) are linearly related as follows:

\[
Pr(H_0) = \sigma + (1 - \sigma)Pr(A_{1,n} \mid S_{0,n}).
\]

Equation (9) presented the axioms describing possible changes in \(p_n\). These axioms are directly applicable to the present experiment. Given eqn. (9) we need only to compute the probability of the events \((t_{s,n} \& E_{s1,n})\) and \((t_{s,n} \& E_{s2,n})\). The tree in Figure 2 describes the possible events that can occur on a given trial. From the figure we obtain

\[
\begin{align*}
Pr(t_{s,n} \& E_{s1,n}) &= xy(1 - \sigma) + (1 - x)\pi \\
Pr(t_{s,n} \& E_{s2,n}) &= x(1 - y)(1 - \sigma) + (1 - x)(1 - \pi) \\
Pr(\text{otherwise}) &= x\sigma.
\end{align*}
\]

Given these results an expression can be derived for \(E(p_n)\). We shall not carry out the derivation, for it involves precisely the same arguments that were employed in developing eqn. (10). Invoking these arguments yields the following equation:

\[
E(p_n) = p_n \cdot (p_n - p_1)C^{n-1}.
\]
Here

\[ G = 1 - \theta' [xy(1 - \sigma) + (1 - x) \pi] - \theta' [x(1 - \gamma)(1 - \sigma) + (1 - x)(1 - \pi)], \]

and

\[ P = \frac{xy(1 - \sigma) + (1 - x) \pi}{[xy(1 - \sigma) + (1 - x) \pi] + [x(1 - \gamma)(1 - \sigma) + (1 - x)(1 - \pi)] \phi}, \quad (17) \]

where \( \phi = \theta' / \theta \).

**METHOD**

The same experimental procedures were employed in this study as in the first one except for the pretraining phase. Pretraining took three days and involved running each subject on the schedule B routine used in the first experiment. The signal intensity was held fixed throughout the experiment, but during pretraining the experimenter manipulated the noise level in an attempt to establish a signal-to-noise ratio for each subject that yielded a correct response percentage of approximately 79; the rationale for selecting this particular value will be given later. The manipulation of the noise was done strictly by trial and
error, but the procedure proved to be quite successful for by the end of pretraining a level had been established for each subject that yielded a correct response probability fairly close to the desired value. During the remainder of the experiment the noise level was fixed for each subject at the value determined for him during pretraining. Also, any subject who tended to strongly favor one response over the other, during pretraining, was eliminated from the experiment. Only subjects whose overall proportion of \( A_1 \) responses was between 0.40 and 0.60 for the second and third days of pretraining were included in the main experiment. Four subjects from a group of 18 were eliminated on this basis. Pretraining, therefore, involved two special features: (a) noise levels were determined individually for each subject, and (b) subjects were eliminated from the experiment who showed a strong preference for one of the response alternatives. The first requirement guaranteed that the sensitivity parameter \( \sigma \) was approximately the same for all subjects. The second insured that \( \phi \) was fairly close to 1 for all subjects. Thus, in a rough sense, a homogeneous group of subjects was formed by using this pretraining procedure; homogeneous in the sense that all subjects were characterized by approximately the same values of \( \sigma \) and \( \phi \).

In the experiment proper, four presentation schedules were used. The probability \( \tau \) of a signal trial was 0.50 for all schedules, but the schedules differed in the values of \( \gamma \) and \( \pi \) as follows:

\[
\begin{align*}
\pi &= 0.25 & \pi &= 0.75 \\
\gamma &= 0.75 & \text{Schedule A'} & \text{Schedule C'} \\
\gamma &= 0.25 & \text{Schedule B'} & \text{Schedule D'}
\end{align*}
\]

Test sessions of 400 trials were run on consecutive days. Each day a subject ran on one of the above presentation schedules for the entire session. In successive 4-day blocks a subject completed one day on each of the four schedules; within each 4-day block the order of schedules was randomly determined. The experiment involved 20 test sessions and therefore each schedule was repeated on five separate days.

**RESULTS**

Table 3 presents the average proportion of \( A_1 \) responses conditional upon the various trial types; these averages are based on 14 subjects. Proportions

<table>
<thead>
<tr>
<th>Schedule A'</th>
<th>Schedule B'</th>
<th>Schedule C'</th>
<th>Schedule D'</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Pr(H) )</td>
<td>0.641</td>
<td>0.722</td>
<td>0.755</td>
</tr>
<tr>
<td>( Pr(F) )</td>
<td>0.656</td>
<td>0.100</td>
<td>0.174</td>
</tr>
<tr>
<td>( Pr(A_1</td>
<td>S_0) )</td>
<td>0.213</td>
<td>0.234</td>
</tr>
<tr>
<td>( Pr(A_1) )</td>
<td>0.219</td>
<td>0.238</td>
<td>0.508</td>
</tr>
</tbody>
</table>

were computed for each subject based on the last 350 trials of replications two through five of a given presentation schedule; thus the estimates for each subject are based on a sequence of \( 4 \times 350 = 1,400 \) trials. The averages of these individual subject proportions are the quantities presented in the table. Although data were analyzed for individual subjects in the first experiment, there is a theoretical rationale for treating group data in the present experiment. The rationale is based on the pretraining procedure, which was designed to insure that both \( \sigma \) and \( \phi \) would be approximately the same for all subjects. By inspection of eqns. (15) and (17) we see that \( Pr(H), Pr(F) \) and \( Pr(A_1 | S_0) \) depend only
Figure 3. Observed and predicted values for $P(rH)$ and $P(rF)$.

Figure 4. Observed and predicted values for $P(rH)$ and $P(r, I_1 \mid S_0)$.
\( \sigma \) and \( \phi \). If \( \sigma \) and \( \phi \) are identical for all subjects, then the model makes the same predictions for the group average as for individual subjects.

Figure 3 presents plots of the observed values of \( \Pr(H) \) and \( \Pr(F) \) as given in Table 3. The theory predicts that these points should fall on a linear curve with slope 1 and intercept \( \sigma \). We estimated \( \sigma \) from these four data points by using the method of least squares and obtained \( \hat{\sigma} = 0.572 \). This estimate was used to generate the ROC curve displayed in Figure 3. The four observed points (one from each schedule) fall fairly close to the predicted line.

Figure 4 presents a plot of \( \Pr(A_1 \mid S_0) \) versus \( \Pr(H) \). As indicated in eqn. (16) these points should be related by a linear function with slope \( 1 - \sigma \) and intercept \( \sigma \). The straight line in Figure 4 was generated using our previous estimate of \( \sigma \). Once again the linear relation seems to be reasonably well supported.

To generate numerical predictions for \( \Pr(A_1 \mid S_i) \) an estimate of \( \phi \) is required in addition to the estimate of \( \sigma \). Estimation of this parameter is attained using the same method employed earlier. The overall probability of an \( A_1 \) response is

\[
\Pr(A_1) = \gamma \Pr(A_1 \mid S_2) + (1 - \gamma) \Pr(A_1 \mid S_2) + (1 - \gamma) \Pr(A_1 \mid S_0)
\]

\[
\approx \sigma \gamma + (1 - \gamma) \phi .
\]  

(18)

Substituting in the expression for \( \phi \), given in eqn. (17) yields an expression in \( \phi \). For each presentation schedule we have substituted the estimated value of \( \sigma \) and the observed value of \( \Pr(A_1) \) in the above equation and solved for \( \phi \). For example, for schedule \( \lambda \) the observed value of \( \Pr(A_1) \) is 0.219; letting \( \hat{\sigma} = 0.572 \), \( \gamma = 0.25 \) and \( \pi = 0.25 \) in the above equation yields \( \hat{\phi} = 1.281 \). Similarly, for the other schedules we obtain \( \hat{\phi} = 0.969 \), \( \hat{\phi} = 1.229 \) and \( \hat{\phi} = 0.597 \). It is interesting to note that \( \hat{\phi} \) seems to be correlated more with \( \gamma \) than with \( \pi \). For \( \lambda \) and \( \lambda' \) \( (\gamma = 0.25 \) both yield \( \hat{\phi} \approx 1 \), whereas schedules \( \lambda' \) and \( \lambda' \) \( (\gamma = 0.75 \) yield \( \hat{\phi} < 1 \). Recall that \( \phi = \theta' \theta \) and that \( \gamma \) is the probability of a signal in the first interval (if there is a signal). The present estimates of \( \phi \) suggest that \( \theta' \) is greater than \( \theta \) if the probability of the signal being in the second interval exceeds \( \frac{1}{4} \), whereas the reverse relation holds otherwise. Hence the change in the bias parameter \( \rho \) seems to be dominated by the interval with the higher probability of bracketing the signal. Despite this departure from independence of the parameters \( \phi \) and \( \gamma \), very little damage is done to the accuracy of the predictions from the model, as will be seen shortly.

To obtain an overall estimate of \( \phi \) we have taken the average of the separate estimates of \( \phi \), i.e.,

\[
\hat{\phi} = \frac{1}{4}( \phi_{\lambda} + \phi_{\lambda'} + \phi_{\gamma} + \phi_{\gamma'})
\]

\( = 1.094 \).

With these estimates of \( \sigma \) and \( \phi \), eqns. (15) and (17) can now be used to generate predictions for \( \Pr(H) \), \( \Pr(F) \), \( \Pr(A_1 \mid S_0) \) and \( \Pr(A_1) \). These predicted quantities are given in Table 3; they also are displayed in Figures 3 and 4 as cross marks on the appropriate line segments. There are no constraints on the relations.
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among the quantities $Pr(A_1 \mid S_1)$, $Pr(A_1 \mid S_2)$ and $Pr(A_1 \mid S_3)$, and therefore twelve independent predictions are being made on the basis of two parameters. An inspection of the array of observed and predicted quantities indicates that the correspondence between theoretical and observed values is quite satisfactory.

For both schedules $B'$ and $C'$ the $E_1$ and $E_2$ events occurred equally often, i.e., on both schedules the subject was told (via the trial-to-trial feedback) that the signal was occurring equally often in the two observation intervals. However, the signal actually occurred more frequently in the first interval for schedule $B'$ than for schedule $C'$. These experimental manipulations are clearly reflected in the data. On an $S_6$ trial the probability of an $A_1$ response was greater for schedule $C'$ than for schedule $B'$ (0.553 vs. 0.401), whereas over all trials the probability of an $A_1$ response was greater for schedule $B'$ than for schedule $C'$ (0.505 vs. 0.464). Both of these relations are predicted by the model.

**Sequential Effects**

The model predicts not only hit and false-alarm rates but also sequential properties of response protocols. In terms of the axioms, sequential effects in the observable response events are produced by trial-to-trial fluctuations in $p_a$. Such fluctuations, of course, can take place on any trial and are not restricted to pre-asymptotic data. For example, even at asymptote the likelihood of making a correct response to an $S_1$ stimulus depends in a very definite way on whether an $E_1$ or an $E_2$ occurred on the preceding trial. The sequential effects of particular interest deal with the influence of stimulus and response events on trial $n$ as they influence the response on trial $n+1$; specifically

$$Pr(A_{1,n+1} \mid S_{1,n}, A_{1,n} S_{2,n}).$$

However, we shall not examine the correspondence between these particular sequential effects and theoretical predictions, because there are 18 such independent quantities for each of the experimental conditions and the analysis would involve too much detail. Rather, we consider $Pr(A_{1,n+1} \mid E_{1,n})$ and $Pr(A_{1,n+1} \mid E_{2,n})$. For these probabilities the stimulus events on trials $n$ and $n+1$ are suppressed, and we only ask for the overall likelihood of an $A_1$ response conditional on the information event of the preceding trial. The $A_1$ could be elicited by $S_1$, $S_2$, or $S_3$ on trial $n+1$; similarly the information event $E_1$ on trial $n$ could follow an $S_1$ or $S_2$ stimulus, and the $E_2$ on $S_3$ or $S_6$ stimulus. Asymptotic expressions for these quantities can be readily obtained (see Atkinson, Bower and Crothers, 1965) and are as follows:

$$\lim_{n \to \infty} Pr(A_{1,n+1} \mid E_{1,n}) = Pr(A_1) + (1 - \alpha \gamma) \theta p_\alpha \frac{\pi(1-x) + \alpha y(1-x)}{\pi(1-x) + \alpha y},$$

$$\lim_{n \to \infty} Pr(A_{1,n+1} \mid E_{2,n}) = Pr(A_1) - (1 - \alpha \gamma) \theta p_\alpha \frac{(1 - \pi)(1-x) + \alpha y(1-x)}{(1 - \pi)(1-x) + \alpha y(1-x)},$$

where $p_\alpha$ is given by eqn. (17) and $Pr(A_1)$ by eqn. (18).
Table 4 presents the observed values for \( \Pr(A_{1,n+1} | E_{1,n}) \) and \( \Pr(A_{1,n+1} | E_{2,n}) \). Estimates of these quantities were obtained for individual subjects; the average of these estimates are the quantities presented in the table. These estimates are based on the same set of trials as the data presented in Table 3 and therefore will be regarded as asymptotic. The above equations can be used to generate predictions for these observed values. By inspection of the equations we see that values are needed for \( \sigma, \theta \) and \( \theta' \) in order to make numerical predictions. Since estimates of \( \sigma \) and \( \theta \) have already been made, it is only necessary to estimate \( \theta' \); that is, if we fix on some value of \( \theta' \) then \( \theta \) is determined because \( \theta/	heta \) must equal the previous estimate of \( \theta = 1.094 \). For present purposes, one method for estimating \( \theta' \) is to select its value so as to minimize the sum of squared deviations between the eight predicted and observed quantities displayed in Table 4. To carry out this minimization analytically yields unwieldy expressions, and to avoid this complication we have simply calculated the sum of the eight squared deviations for \( \theta' \) ranging from 0.01 to 1.00 in successive increments of 0.01. Over this range of values the sum of squared deviations takes on its minimum when \( \theta' = 0.98 \). This value of \( \theta' \) was used to generate the predictions in Table 4.

In general, the correspondence between predicted and observed sequential statistics is reasonably good. In evaluating the goodness-of-fit it should be kept in mind that all of the quantities in the table are independent, and thus there are eight degrees of freedom. The model requires that \( \Pr(A_{1,n+1} | E_{1,n}) > \Pr(D1) > \Pr(A_{1,n+1} | E_{2,n}) \), and this relation is supported by all four sets of data. Also the model requires that \( \Pr(A_{1,n+1} | S_{1,n+1} E_{1,n}) > \Pr(A_{1,n+1} | S_{1,n+1} E_{2,n}) \) for \( i = 0, 1, 2 \). Although not presented here, a breakdown of the data into this form indicates that these inequalities hold over all four experimental conditions.

5. DISCUSSION

An alternative model for the bias process that has considerable intuitive appeal involves trial-by-trial changes in \( p_n \) that are determined solely by the information events \( E_1 \) and \( E_2 \). Formally stated, the idea is that

\[
p_{n+1} = \begin{cases} \frac{(1 - \theta)p_n + \theta}{\theta}', & \text{if } E_{1,n} \\ \frac{(1 - \theta)p_n}{\theta}', & \text{if } E_{2,n} \end{cases}
\]

(20)

This formulation of the bias process (which will be called Model 2) is to be contrasted with eqn. (9) (Model 1), where changes in \( p_n \) can occur only when
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sensory state \( z_0 \) is activated. In spite of the difference between these two sets of assumptions, the models yield identical predictions in the first experiment for the asymptotic probabilities of \( \Pr(H) \), \( \Pr(F) \), \( \Pr(A_1) \) and \( \Pr(C) \). Only by a detailed analysis of sequential statistics and pre-asymptotic data can it be shown that Model 1 is slightly better than Model 2.

However, the two models make strikingly different predictions in the second experiment even for asymptotic hit and false-alarm proportions. For example, applying Model 2 to the false-information study yields

\[
P_\infty = \frac{xy + (1-x)y}{[xy + (1-x)y] + [x(1-y) + (1-x)(1-y)]} \]

From this equation, we see that \( p_\infty \) is identical for both schedules \( B' \) and \( C' \) of the second experiment; whereas, using Model 1, \( p_\infty \) is greater for schedule \( C' \) than for schedule \( B' \). This relation, of course, is reflected in \( \Pr(H) \), and \( \Pr(F) \) and \( \Pr(A_1 | S_0) \). For Model 2

\[
\begin{align*}
\Pr_\infty'(H) &= \Pr^C(H) \\
\Pr_\infty'(F) &= \Pr^C(F) \\
\Pr_\infty'(A_1 | S_0) &= \Pr^C(A_1 | S_0)
\end{align*}
\]

where \( \Pr_\infty'(H) \) denotes the asymptotic probability of a hit on schedule \( B' \), etc.

In contrast, for Model 1

\[
\begin{align*}
\Pr_\infty'(H) &< \Pr^C(H) \\
\Pr_\infty'(F) &< \Pr^C(F) \\
\Pr_\infty'(A_1 | S_0) &< \Pr^C(A_1 | S_0)
\end{align*}
\]

The inequalities predicted by Model 1 for schedules \( B' \) and \( C' \) are borne out by the group averages presented in Table 3; it also is the case that the relations hold individually for all 14 subjects.

To further illustrate the differential predictions of Models 1 and 2 in the second experiment, we have plotted iso-bias curves in Figure 5 for the case where

![Figure 5. Iso-bias curves for Models 1 and 2.](image)
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\( \phi = 1 \). Note that the iso-bias curve for Model 2 is a straight line for all four presentation schedules, and also that the iso-bias curves for schedules B' and C' are identical. For Model 1 the iso-bias curves for schedules A' and D' are the same as for Model 2; however, under the assumptions of Model 1, schedules B' and C' generate different, non-linear curves.

Using Model 1, a distance function can be defined between corresponding points on the iso-bias curves for schedules B' and C'. The maximum of this function can be obtained by taking its derivative with respect to \( \sigma \) and setting the result equal to zero. Carrying out these operations yields

\[
\sigma = 2 - \sqrt{2} \approx 0.59.
\]

Therefore, under the assumptions of Model 1, the maximum difference between corresponding points on the iso-bias functions of schedules B' and C' will be observed when \( \sigma \) is approximately 0.59. One of the principal reasons for running the second experiment was to determine whether such a difference would be observed. Therefore, to maximize the likelihood of discovering an effect if it existed, we wanted to set the signal-to-noise level at a value corresponding to a \( \sigma \) of 0.59. Recall that pretraining involved only \( S_1 \) and \( S_2 \) trials, and they were presented with equal likelihood; hence \( P_r(C) = \sigma + (1 - \sigma) \). Consequently, to fix \( \sigma \) at approximately 0.59 required adjusting the noise level during pretraining to yield a correct-response probability of approximately \( 0.79 \approx 0.59 + (0.41) \). The pretraining procedure was fairly successful, inasmuch as the estimate of \( \sigma \) during the actual experiment was 0.572.

In both of the experiments reported in this paper, response times were obtained on each trial. The response-time data are reasonably orderly and are clearly affected by the presentation schedule. For example, in the first experiment the time for an incorrect response was about 50 msec longer than for a correct response. Also, the response time for an incorrect response appeared to be independent of the stimulus presentation schedule, whereas the time for a correct response decreased somewhat as \( \gamma \) increased. An attractive feature of the present model is that it can be easily generalized to treat response-time data. The generalization is simply to assume that response time on a given trial is determined by the sensory state activated on the trial. More specifically, we assume that if sensory state \( S_i (i = 0, 1, 2) \) occurs on trial \( n \), then the response-time distribution for that trial has probability density \( f_i(t) \) with mean \( t_i \). On the basis of this assumption a number of predictions can be derived concerning the events on the current trial (and on preceding trials) as they influence response time. For example, in the first experiment the mean asymptotic response times conditional respectively on a correct and incorrect response are as follows:

\[
E(T \mid C) = \frac{\sigma[y(1 - y)]t_i + (1 - \sigma)[\gamma P_m + (1 - \gamma)(1 - P_m)]t_0}{\sigma + (1 - \sigma)[\gamma P_m + (1 - \gamma)(1 - P_m)]}
\]

\[
E(T \mid \overline{C}) = t_0.
\]

If \( t_0 < t_2 < t_4 \) then these conditional response-time measures are appropriately
ordered as $y$ increases. We are currently analyzing an experiment specifically designed to evaluate the response-time assumption outlined above. The analyses are still incomplete, but it appears that if parameter estimates are made from the time distributions conditional on correct and incorrect responses, then reasonably accurate predictions can be made for distributions conditional on responses and signal events of the current trial (and the immediately preceding trial). This approach to response times needs more exploration but appears promising.

The experiments and model analyses considered in this paper have been confined to symmetric outcome structures involving no explicit payoffs. If we were to generalize the model to situations involving manipulation of monetary payoffs then it would be necessary to offer a more general theory of the decision process. Obviously there are outcome structures that will displace the subject off the linear ROC curve specified by eqn. (7). For example, consider the payoff matrix

\[
\begin{bmatrix}
A_1 & A_2 \\
S_1 & -1 & +10 \\
S_2 & +10 & -1
\end{bmatrix}.
\]

In this case the subject is heavily rewarded for incorrect detection responses and penalized for correct ones. Undoubtedly, over time the subject would generate a point $[\Pr(F), \Pr(H)]$ that fell in the lower right-hand sector of the ROC space; i.e., $\Pr(F) > \Pr(H)$. Such effects cannot be predicted merely by generalizing the assumptions governing $p_a$. No matter how $p_a$ is permitted to vary, the model still requires that performance points fall on a linear curve with intercept $a$. Of course, several modifications of the theory seem able to account for experimental manipulations that generate performance points off the ROC curve. One approach is to develop a more elaborate conceptualization of the decision process. For example, one can redefine the decision matrix as

\[
D_a = \begin{bmatrix}
A_1 & A_2 \\
S_1 & p_a & 1-p_a \\
S_2 & d_a^{(1)} & 1-d_a^{(1)} \\
S_3 & 1-d_a^{(2)} & d_a^{(2)}
\end{bmatrix}.
\]

For this process experimental manipulations of the outcome structure might affect not only $p_a$ but also the values of $d_a^{(1)}$. Thus, depending on the postulated relation of $d_a^{(1)}$ to the payoff matrix it would be possible to generate virtually any ROC curve. When this type of modification is introduced one obtains a model that is very close in structure to those proposed for discrimination learning (Atkinson and Estes, 1963, p. 238; Bush, Luce and Rose, 1964). Another possible modification of the detection model would be to develop a more general formulation of the sensory process. Pursuing this line, one might assume that the subject's sensitivity level could vary within certain fixed limits as a function of the outcome structure and other variables. Both of these alternatives represent
potential lines of theoretical development for models of this type. They raise an important question: can changes in performance induced by manipulation of the outcome structure be explained by elaborating the theory of the bias process, or do they also necessitate postulating a more complex sensory mechanism?
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Eight human observers were tested on a signal recognition task involving two tones of different amplitudes. The independent variables were (a) three binomial schedules for presenting the two signals, with parameter values 0.2, 0.5, and 0.8, and (b) four conditions varying the information given to an observer about the signal presentation schedules. The information that an observer was given about the presentation schedules markedly influenced hit and false alarm rates (the probabilities of reporting a loud signal when a loud and soft signal, respectively, occurred). The influence of the preceding trial's signal and response on hits and false alarms also varied as a function of both the presentation schedule and the information given about the schedules. A mathematical model of signal recognition is shown to provide a fairly accurate account of the various conditions investigated.

Findings from experiments by Kinchla (1966) and Tanner, Haller, and Atkinson (1967) suggest that signal recognition is a function of both the signal presentation probabilities and the amount of information given observers about these probabilities. Both experiments involved the recognition of two amplitudes of a 1000 Hz tone; whenever a signal was presented, the observer was required to judge whether it was the louder or the softer of two tones. A major independent variable in both studies was the signal presentation schedule. The schedules were binomial sequences of loud and soft tones. For Kinchla the probability of the loud tone (p) took on three values: 0.25, 0.50, and 0.75; for Tanner et al., five values were used: 0.1, 0.3, 0.5, 0.7, and 0.9. In order to compare their findings with research on signal detection (Green and Swets,
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1966), these authors (Kinchla, 1966; and Tanner et al., 1967) defined a hit as a report that the loud signal occurred when in fact it did occur, and a false alarm as a report that the loud signal occurred when the soft signal was presented.

In Kinchla’s experiment two types of information were given to observers about the presentation schedules. In one condition observers were told the signal presentation probabilities at the start of each experimental session and were given feedback identifying the correct response on every trial. In the other condition they were told the presentation probabilities, but were not given trial-by-trial feedback. For both of these conditions Kinchla reported results that were similar to those of signal detection studies (Green and Swets, 1966). \textit{viz.}, that both hit and false alarm probabilities increased as $\gamma$ increased, although the effect was less pronounced when feedback was omitted.

In the study of Tanner et al., however, observers were not told the signal presentation probabilities and were not given trial-by-trial feedback, and both hit and false alarm rates decreased as $\gamma$ increased. Under the no-feedback conditions of both studies, hit and false alarm rates were strongly influenced by the signal and response that occurred on the immediately preceding trial; these sequential effects were in sharp contrast with the relatively weak sequential effects that typically have been reported for signal detection experiments (Atkinson and Kinchla, 1965). Results similar to those obtained by Tanner et al. have been reported by Parducci and Sanfusky (1965) for recognition of visual displacement.

In order to provide a theoretical account of their results, Tanner et al. presented a model which incorporates both memory and detection processes. This model will be referred to as the Memory-Recognition Model or more simply, the MR-Model. Tanner et al. applied the model to their data and indicated how it might be modified to account for the data obtained in Kinchla’s feedback condition.

The study reported here had the following objectives: (a) to replicate the findings of Kinchla in his feedback condition and of Tanner et al. in their no-feedback condition; (b) to determine whether the inverse relationship between $\gamma$ and the hit and false alarm rates, reported by Tanner et al., depends on observers not being informed about changes in the presentation schedule; and (c) to test the ability of the MR-Model to predict performance both in a feedback condition and in three no-feedback conditions.

The MR-Model

The following notation will be used in discussing the experiment and model:

- $S_a$: presentation of the loud signal; $S_s$: presentation of the soft signal; $A_q$: the response identifying a signal as loud; $A_s$: the response identifying a signal as soft; and $\gamma$: the presentation probability of the loud signal. Thus on any trial of an experimental session, either $S_a$ is presented with probability $\gamma$, or $S_s$ with probability $1 - \gamma$. After each presentation, the observer is required to make either an $A_q$ or $A_s$ response identifying his judgment of which signal was presented. The observer may or may not be told the signal presentation probabilities, and may or may not be given
feedback after each response. As defined here, the feedback condition involves both trial-by-trial feedback and telling the observer the signal presentation probabilities at the start of a session.

The principal dependent variables are the hit and false alarm probabilities and the (first order) sequential probabilities, defined as follows: \( \Pr(A_1 | S_i) \) the probability of a hit; \( \Pr(A_1 | S_o) \) the probability of a false alarm; \( \Pr(A_1 | S_i, A_p S_e) \) the probability of a hit, given that an \( A_j \) was made to an \( S_i \) on the preceding trial \( (j, k = 0 \) or \( 1) \); and \( \Pr(A_1 | S_o, A_p S_e) \) the probability of a false alarm, given that an \( A_j \) was made to an \( S_e \) on the preceding trial \( (j, k = 0 \) or \( 1) \).

A graphic representation of the MR-Model is shown in Fig. 1. The model assumes three processes: a **memory process** which maintains an image of the signal presented on the preceding trial, a **comparison process** that calculates a difference function on the stored image and the incoming signal, and a **decision process** that selects a response on the basis of the comparison process. We assume that an observer has in memory an image of the signal presented on the immediately preceding trial. This stored image will be referred to as the **trace**. Due to the influence of various noise sources, the trace of signal \( S_i \) will take on different values from presentation to presentation and is best described as a random variable \( T_i \). It is assumed that \( T_i \) is normally distributed with mean \( t_i \) and variance \( \sigma_T^2 \). More specifically, the trace distributions for the signals \( S_i \) and \( S_o \) have different means, \( t_i \) and \( t_o \), but a common variance \( \sigma_T^2 \).

On each trial of the experiment, the observer processes both the presented signal and the trace of the last signal. We shall call the sensory event associated with the occurrence of \( S_i \) the **input**, a random variable denoted as \( I_i \), which is normally distributed with mean \( s_i \) and variance \( \sigma^2 \). Thus, the two signals \( S_i \) and \( S_o \) are characterized by two input distributions with means \( s_i \) and \( s_o \) but a common variance \( \sigma^2 \).

2 A similar model has been presented by Kinchla and Allan (1969) and Kinchla and Snyzer (1967).
The values of $s_t$ and $s_a$ are regarded as scaling parameters, and for mathematical convenience are set arbitrarily at $s_1 = 1$ and $s_a = 0$. For reasons discussed by Haller (1969) it is assumed that $t_1$ and $t_a$ depend on $\gamma$. The postulated relationship is linear and is specified by the parameter $\alpha$ as follows:

$$t_1 = \alpha ! \gamma,$$
$$t_a = (1 - \alpha) \gamma,$$  \hspace{1cm} (1)

where $0 < \alpha < 1$. Thus, the more probable signal is remembered with the least amount of distortion, and the greater the value of $\alpha$ the more accurate the memory for both signals.

According to the model, on each trial the observer compares the trace from the preceding signal with the input of the current signal. He then computes the difference between the trace and the input on the relevant dimension (the dimension on which he is asked to base his judgment). If signal $S_i$ was presented on the preceding trial and signal $S_i$ is presented on the current trial, then the difference score $d_{ik}$ is distributed as a random variable $D_{ik}$ that is specified by the equation

$$D_{ik} := L_i - T_k.$$  \hspace{1cm} (2)

To avoid confusion, it should be noted that whereas the trace on any trial is determined by the stimulus input on the preceding trial, the input on a trial is assumed to be independent of the trace active on that trial. Thus $D_{ik}$ is normally distributed with mean $s_t - t_k$ and variance $\sigma_{D_{ik}}^2 := \sigma^2 + \sigma^2$.

The decision process uses the output of the comparison process to generate a response as follows:

$$\begin{cases}
    \text{If } d_{ik} \geq \delta_0 & \text{ then respond } A_1 \\
    \text{otherwise} & \text{ respond } A_a \\
    \text{repeat response made on the preceding trial}
\end{cases}$$  \hspace{1cm} (3)

where $\delta_0 \geq \delta_1$. If the difference between the input and the trace is greater than some criterion value $\delta_0$, then $A_1$ occurs; if the difference is less than some criterion value $\delta_1$, then $A_a$ occurs; if the difference does not exceed either the lower or the upper criterion, then the response made on the preceding trial is repeated. In essence, when the observer subtracts the trace of the last signal from the image of the current signal and obtains a "large" positive difference, he calls the current signal loud; when he obtains a "large" negative difference, he calls the current signal soft; and when he obtains little or no difference, he identifies the current signal as a repetition of the preceding one and repeats his last response.

From the above assumptions, Haller (1969) and Tanner et al. (1967) have shown that

$$\Pr(A_1 \mid S_i, S_i) = \Phi \left( \frac{s_t - t_k - \delta_1}{\sigma_D} \right).$$  \hspace{1cm} (4)
where $i$, $j$, and $k$ can take on the values 0 or 1, and $\Phi(x)$ is the integral of the unit normal density function; i.e.,

$$\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt.$$ 

If the predicted sequential probabilities are plotted as points in a receiver-operating-characteristic (ROC) space, then the points [$Pr(A_i | S_0 A_j S_k)$, $Pr(A_i | S_i A_j S_k)$] fall on a symmetric, bow-shaped curve that is defined by the parameter $\sigma_D$, and is of the type predicted by signal detectability theory (Green and Swets, 1966).²

For the feedback condition, Tanner et al. (1967) proposed that, if $d_{ik}$ falls between the lower criterion $\delta_l$ and the upper criterion $\delta_u$, then the observer reports that $S_k$, the signal presented on the preceding trial, has been repeated. More specifically, in the feedback condition the observer always knows on a given trial which signal occurred on the last trial, since the feedback event has given him that information. Therefore, when the trace from $S_k$ and the input from $S_i$ are perceived to be approximately the same (i.e., when $d_{ik}$ falls between $\delta_l$ and $\delta_u$), the observer makes the response that was designated by feedback as correct on the last trial. For this assumption,

$$Pr(A_i | S_i A_j S_k) = \Phi \left( \frac{s_i - t_k - \delta_l}{\sigma_D} \right).$$ 

A more general assumption when $d_{ik}$ falls between $\delta_l$ and $\delta_u$ is that the observer’s response strategy is influenced by any information from the preceding trial. Specifically, we assume that the observer responds according to a weighted combination of the tendencies, a tendency to repeat the response he made on the preceding trial and a tendency to report a repetition of the signal (signified by the feedback event) that occurred on the preceding trial. Under this assumption,

$$Pr(A_i | S_i A_j S_k) = \omega \Phi \left( \frac{s_i - t_k - \delta_l}{\sigma_D} \right) + (1 - \omega) \Phi \left( \frac{s_j - t_k - \delta_l}{\sigma_D} \right)$$ 

where $\omega$ is the weighting parameter. Note that Eq. 8 is simply a weighted average of Eqs. 5 and 7. The no-feedback condition of Tanner et al., is a special case when $\omega = 0$ and Eq. 8 reduces to Eq. 5. At the other extreme, if the observer ignores his last response, then $\omega = 1$ and Eq. 8 reduces to Eq. 7.

For the feedback condition, the point [$Pr(A_i | S_0 A_j S_k)$, $Pr(A_i | S_i A_j S_k)$] generated by Eq. 8 lies on a smooth ROC curve defined by $\sigma_D$ only when $j = k$, i.e., when the response on the preceding trial was correct. When $j \neq k$, the points generated by Eq. 8 fall below the ROC curve that passes through the points generated when $j = k$. In fact, the points [$Pr(A_i | S_0 A_j S_k)$, $Pr(A_i | S_i A_j S_k)$] and [$Pr(A_i | S_0 A_j S_k)$, $Pr(A_i | S_i A_j S_k)$]

² A point in the ROC space is represented by the ordered pair $(x, y)$, where $x$ denotes the value on the abscissa and $y$ denotes the value on the ordinate.
generated by Eq. 8, each lie on a straight line between the corresponding points generated by Eqs. 5 and 7, which lie on the ROC curve.

**METHOD**

The observers were two male college sophomores (Nos. 1 and 3) and five female housewives (Nos. 2, 4, 5, 6, and 7) ranging in age from 20 to 21 and 31 to 42, respectively. Audiometric tests established that all observers had normal hearing. The observers were paid at the rate of $2.25 per hour plus 50.75 per hour upon completion of the experiment. In addition, they received $0.01 for every 4 correct responses.

The task required the observer to judge which of two auditory amplitudes occurred on each of a series of trials. Responses were recorded by having the observer press one of two buttons on a panel directly before him. The buttons were separated horizontally 4.25 inches from each other. For three observers (Nos. 3, 6, and 7), the buttons were labeled from left to right, **loud signal, soft signal**; for the other four observers, the order was reversed.

The sequence of events on each trial of the experiment was as follows: a 1-sec ready period, designated by the illumination of a small white light on the observer's panel; the presentation of one of the two signals for 0.1 sec; a 1.9-sec response period, designated by both response buttons being illuminated; a 2-sec interval, followed by the ready light for the next trial. Thus, a total of 5 sec elapsed between signal presentations. When trial-by-trial feedback was given, a red light illuminated the correct response button during the last 2-sec interval of the trial; otherwise the interval contained no information.

The signals were 1000-Hz sinusoidal tones, presented through earphones for a duration of 100 msec. The equipment and method of tone generation were the same as reported by Tanner et al. (1967). No background noise was presented. The amplitude of $S_1$, the loud signal, was constant throughout the experiment at a sound pressure level of 70 dB. The amplitude of $S_2$, the soft signal, was adjusted individually for each observer, contingent on his performance during four practice sessions. The adjustment was made after each block of 50 trials so that by the end of the fourth practice session the observer was responding correctly on about 70% of the trials. At that time the amplitude settings of $S_2$ were as follows (Nos. 1 to 7): 67.4, 63.0, 67.4, 67.1, 65.6, 67.6, and 66.4 (mean = 66.4); these amplitudes were held constant for the remainder of the experiment. During the practice sessions $\gamma$ was set at 0.5.

The experiment involved 63 sessions plus 4 practice sessions for each observer, who was tested individually for 2 sessions a day with a 15-min break between sessions. Each session consisted of 350 trials. Within a session the proportion of $S_1$ trials was determined by one of three presentation schedules defined by $\gamma : \gamma = 0.2, 0.5$, and 0.8. Within each block of 50 trials, $\gamma$ defined a random sequence with the restriction that
there were $\gamma \times 50$ loud signals and $(1 - \gamma) \times 50$ soft signals. The order of presenting the schedules was randomly determined with two restrictions: in successive 3-session blocks the observer was tested for 1 session on each of the three schedules, and he was not tested on the same schedule in any 2 consecutive sessions.

Observers were not given information about the signal presentation probabilities either before the experiment or during the practice sessions. Following the practice sessions the experiment involved four major parts (conditions), described in their order of occurrence: NF/N, F, NF/E, NF/EL.

**Condition NF/N (no feedback/naive).** The observer was not given trial-by-trial feedback and was not told that the presentation schedule varied from one session to another. This condition lasted for 12 sessions, 4 sessions with each of the three presentation schedules. Condition NF/N was designed to be comparable to the no-feedback condition of Tanner et al. (1967).

**Condition F (feedback).** This condition followed NF/N and lasted for 12 sessions, 4 with each schedule. On each trial during Condition F, the observer was given feedback identifying the signal that had occurred on that trial. In addition, he was told the presentation probabilities at the start of each session. Condition F was designed to be comparable to Kinchla's (1966) feedback condition.

**Condition NF/E (no feedback/experienced).** This condition followed Condition F and lasted for 30 sessions, 10 with each presentation schedule. As in Condition NF/N, the observer did not receive trial-by-trial feedback and was not told the presentation probabilities. However, since the observer had participated in Condition F, he was now aware that the presentation probabilities might be varying from session to session. The extended duration of this condition was designed to allow investigation of possible changes in performance as a function of elapsed time following Condition F.

**Condition NF/EL (no feedback/experienced, later).** This condition started 1 month after the completion of Condition NF/E and lasted for 9 sessions, 3 with each presentation schedule. Observers were not told at the end of Condition NF/E that they would be asked to return (No. 3 did not participate in Condition NF/EL). As in Condition NF/N and NF/E, the observer was not given trial-by-trial feedback and was not told the presentation probabilities. Condition NF/EL was included to determine if the elapse of a fairly long period of time would dissipate any influence that Condition F might have on subsequent performance in a no-feedback condition.

**Results and Discussion**

Table 1 presents the sequential probabilities, hit and false alarm probabilities, the probability of an $A_1$, and the probability of a correct response, $Pr(C)$. The figures also
### TABLE 1
Oberved (Ob) and Theoretical (Th) Response Probabilities and Parameter Estimates

<table>
<thead>
<tr>
<th>RESPONSE PROBABILITIES AND PARAMETER ESTIMATES</th>
<th>NO FEEDBACK NAIVE</th>
<th>FEEDBACK</th>
<th>NO FEEDBACK EXPERIENCED</th>
<th>NO FEEDBACK EXPERIENCED, LATER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>q1</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S1,A2S1)</td>
<td>.81</td>
<td>.95</td>
<td>.61</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S2A1S1)</td>
<td>.43</td>
<td>.45</td>
<td>.34</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S2A1S2)</td>
<td>.27</td>
<td>.92</td>
<td>.86</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S3A1S1)</td>
<td>.61</td>
<td>.60</td>
<td>.55</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S1A2S1)</td>
<td>.61</td>
<td>.69</td>
<td>.61</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S1A2S2)</td>
<td>.32</td>
<td>.25</td>
<td>.26</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S1A2S3)</td>
<td>.77</td>
<td>.81</td>
<td>.76</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S2A2S1)</td>
<td>.28</td>
<td>.32</td>
<td>.25</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S2A2S2)</td>
<td>.81</td>
<td>.85</td>
<td>.78</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S2A2S3)</td>
<td>.47</td>
<td>.47</td>
<td>.34</td>
</tr>
<tr>
<td>Pr(A1</td>
<td>S3A2S1)</td>
<td>.54</td>
<td>.55</td>
<td>.55</td>
</tr>
<tr>
<td>Pr(C)</td>
<td>.59</td>
<td>.59</td>
<td>.72</td>
<td>.71</td>
</tr>
</tbody>
</table>

| a0  | .12 | .78 | .45 | .02 | .39 | .25 | .17 | .22 | .23 | .07 |
| a1  | .30 | .30 | .30 | .73 | .34 | .44 | .53 | .11 | .27 | .48 |
| b   | .32 | .65 | .42 | .26 | .52 | .49 |
| c   | .86 | .72 | .73 | .73 | .73 |
| m   | 9.57| 10.75| 11.01| 3.97 |
present the sequential probabilities (Fig. 2), hit and false alarm rates (Fig. 3), and the $A_t$ probability (Fig. 4). These data were calculated for observers individually and for the group as a whole. To conserve space, data for individual observers are not presented; however, they are reasonably well represented by the group values. The adequacy of the representation is comparable to that displayed in Tanner et al. (1967).

The data represent performance over all of the sessions of a given schedule and a given condition. Data for single sessions were also examined to determine if there were systematic changes over sessions. Such changes were not observed, even for Condition NF/E where they were most expected. Thus the data presented are representative of individual sessions as well as individual observers.

To obtain predictions for the MIN-Model, it is necessary to make estimates of $\alpha$, $\sigma_D$, $\delta_0$, $\delta_1$, and $\omega$. For the present study the parameters were estimated by minimizing the following function:

$$
\hat{\xi}(\alpha, \sigma_D, \delta_0, \delta_1, \omega) = \sum_{k=1}^{2} \sum_{j=1}^{3} \sum_{i=1}^{3} \left[ \hat{\Pr}(A_i \mid S_i A_j S_k) - \Pr(A_i \mid S_i A_j S_k) \right]^2 \Pr(A_i S_i A_j S_k),
$$

(9)

where $\hat{\Pr}(A_i \mid S_i A_j S_k)$ denotes the observed sequential probability and $\Pr(A_i S_i A_j S_k)$ denotes the corresponding observed frequency. The parameter estimates were obtained using a high-speed computer to calculate the function $\hat{\xi}(\alpha, \sigma_D, \delta_0, \delta_1, \omega)$ over a grid of possible values of the parameters, then selecting those values that approximated the minimum of the function (see Atkinson, Bower, and Crothers, 1965, p. 386).

Two estimation procedures, designated as Methods A and B, were employed. In Method A, which was used for Condition NF/N, the five parameter values were estimated simultaneously for all three presentation schedules. In Method B, $\delta_0$ and $\delta_1$ were estimated separately for each presentation schedule, while $\alpha$, $\sigma_D$, and $\omega$ were estimated simultaneously over all three schedules. Thus in Method B, one value each for $\alpha$, $\sigma_D$, and $\omega$, but three values each for $\delta_0$ and $\delta_1$ (a total of nine parameters) were estimated. Method B was used for Conditions F, NF/E, and NF/EEL, because it was assumed that $\delta_0$ and $\delta_1$ would vary with $\gamma$ when observers were aware that the signal presentation probabilities were being varied from session to session. The parameter estimates and the minimum values of $\hat{\xi}(\alpha, \sigma_D, \delta_0, \delta_1, \omega)$ are presented in Table 1.

The sequential probabilities are discussed first, since the principal predictions of the MIN-Model are based on sequential relations. These probabilities are presented in Fig. 2. The columns of Fig. 2 correspond to the four experimental conditions, and the rows to the three presentation schedules. The circles and squares in each graph (see the figure legend) plot the observed points $[\Pr(A_i \mid S_0 A_j S_k), \Pr(A_i \mid S_1 A_j S_k)]$. The bow-shaped curves are the ROC functions predicted by the MIN-Model. The curves are determined by the single parameter $\sigma_D$ (Tanner, 1969; Tanner et al., 1967). Therefore, each condition (having its own estimated value of $\sigma_D$) has a different curve, but the three schedules of a condition (having the same value of $\sigma_D$) have the same curve.
The intersections of the ROC curves and the short lines drawn perpendicularly to them plot the predicted points in Fig. 2. For the no-feedback (NF) conditions, the order of the predicted and observed points along the ROC curve is the same, and this order is independent of the presentation schedule. Both hit and false alarm rates increased as a function of the signal and response on the preceding trial as follows: an $A_0$ made to an $S_1$, an $A_0$ made to an $S_0$, an $A_1$ made to an $S_1$, an $A_1$ made to an $S_0$. Thus there was a general tendency to repeat the response made on the preceding trial but not to report the signal that occurred on the preceding trial. Also, there was a strong tendency to repeat a response that was incorrect on the preceding trial. The order of the observed points for all three NF conditions is the same as that reported by Kinehla (1966) and by Tanner et al. (1967) for their no-feedback conditions. Also, the accuracy of the MR-Model for predicting the sequential probabilities in the present study appears comparable to the accuracy reported by Tanner et al.

As noted above, for Condition F the model predicts that only two of the points for the sequential probabilities, viz., $[Pr(A_1 \mid S_0A_0S_0)$, $Pr(A_1 \mid S_1A_0S_0)]$ and $[Pr(A_1 \mid S_0A_1S_1)$, $Pr(A_1 \mid S_1A_1S_1)]$ will fall on the ROC curve. The predicted values for these two points are indicated by the intersection of short lines with the ROC curve; the predicted and observed values for these two points have the same order in the ROC space. For the two points that are predicted to lie below the curve, viz,
\[ \text{Pr}(A_1 \mid S_0A_1S_0), \text{Pr}(A_1 \mid S_1A_1S_0) \] and \[ \text{Pr}(A_1 \mid S_0A_0S_1), \text{Pr}(A_1 \mid S_1A_0S_1) \] the predicted values are designated by small crosses and a line connects these crosses with the corresponding observed points.

For Condition F (in contrast to the NF conditions) the order of the four observed points along the ROC curve is not consistent over presentation schedules. However, the order within each of the two pairs of points (the pair predicted to fall on the ROC curve, and the pair predicted to fall below the curve) is the same for each presentation schedule as the corresponding order in the three NF conditions; i.e., both hit and false alarm rates were greater when an \( A_1 \) was made to an \( S_1 \) than when an \( A_0 \) was made to an \( S_0 \) on the preceding trial, and were greater when an \( A_1 \) was made to an \( S_0 \) than when an \( A_0 \) was made to an \( S_1 \). Inspection of Kincila's data shows these same relationships when observers received trial-by-trial feedback.

Kincila reported that the influence of the preceding trial's signal and response on hit and false alarm rates was much stronger when observers did not receive feedback than when they did. Similarly, in Fig. 1 of the present study, the sequential effects appear greater for the NF conditions than for Condition F; i.e., the spread of the four points in the ROC space is generally greater for the NF conditions than for Condition F. In both studies, however, the two points \[ \text{Pr}(A_1 \mid S_0A_1S_0), \text{Pr}(A_1 \mid S_1A_0S_0) \] and \[ \text{Pr}(A_1 \mid S_0A_0S_1), \text{Pr}(A_1 \mid S_1A_1S_1) \] were spread about as far apart when feedback was given as when it was not. The decrease in the overall spread for Condition F was due specifically to a decrease in the sequential effects when an error \( (A_0S_1 \text{ or } A_1S_0) \) was made on the preceding trial. Thus in Condition F (in contrast to the NF conditions) there was not a consistent tendency to repeat a response that was incorrect on the preceding trial, but (similar to the NF conditions) there was a tendency to repeat a response made on the preceding trial whether or not it was correct.

The two points that are predicted to lie below the ROC curves in Condition F are not as well fit by the model as are the points (in all four conditions) that are predicted to lie on the curves. However, in all conditions the theoretical fits for the points that are predicted to lie on the ROC curves appear reasonably accurate; and, as noted previously, even for the points in Condition F that are predicted to lie below the curve, the relative location in the ROC space, with respect to the direction of shifts along the curve, is predicted.

Figure 3 presents observed values for hit and false alarm rates plotted on ROC graphs. As would be expected from previous research, hit and false alarm rates varied systematically as a function of \( \gamma \) in all experimental conditions. For all three NF conditions both the hit and false alarm probabilities decreased, as \( \gamma \) increased, the same relation reported by Tanner et al. (1967). Qualitatively then, the relationship between \( \gamma \) and hit and false alarm rates was the same for the three conditions. However, note that the spread of the points is greater in Condition NF/N than in Conditions NF/F and NF/EL. This evidence indicates that the influence of \( \gamma \) on hit and false alarm rates is reduced in a no-feedback condition that is presented after an observer.
has previously experienced feedback. This reduced influence apparently was not affected by the elapsed month between Conditions NF/E and NF/EL.

For Condition F both hit and false alarm rates increased as \( \gamma \) increased. This relationship is the same as that reported by Kinchla for his feedback condition. The influence of \( \gamma \) on hit and false alarm rates appears to have been stronger in Condition F than in Condition NF/N and this difference between the two conditions also is consistent with the results of previous research. Inspection of Kinchla's feedback data and Tanner and co-worker's no-feedback data suggests that the influence of \( \gamma \) on hit and false alarm rates was stronger in the former even though the range of \( \gamma \) values (0.25 to 0.75 and 0.1 to 0.9, respectively) was greater in the latter study.

Predicted values for \( \Pr(A_1 \mid S_i) \) and \( \Pr(A_1 \mid S_0) \) were obtained as weighted averages of appropriate sequential probabilities:

\[
\Pr(A_1 \mid S_i) = \sum_{k=1}^{2} \sum_{j=1}^{2} \left[ \Pr(A_1 \mid S_j, A_0, S_k) \Pr(A_1 \mid S_k) \Pr(S_k) \right].
\]  

(10)

The predictions for \( \Pr(A_1 \mid S_i) \) and \( \Pr(A_1 \mid S_0) \) are presented in Table 1, where they can be compared with observed values. For each of the four conditions the model predicts the observed values quite accurately. The largest discrepancy between observed and predicted values is 0.04, and the discrepancy for 17 of the 24 pairs of values is less than or equal to 0.01.

Figure 4 presents the observed values for \( \Pr(A_1) \) as a function of \( \gamma \). It is clear that feedback had a marked influence on \( \Pr(A_1) \). While \( \Pr(A_1) \) remained virtually constant
over the presentation schedules in Condition NF/N, it approximately matched the value of $\gamma$ in Condition F. These results are consistent with those of Tanner and co-worker's no-feedback condition and Kinciala's feedback condition. For Conditions NF/E and NF/EL, $Pr(A_1)$ increased as $\gamma$ increased but less markedly than in Condition F. Thus, Conditions NF/E and NF/EL lie between Conditions NF/N and F in their influence on the relationship between $\gamma$ and the $A_1$ response probability, just as they did for the relationship between $\gamma$ and the hit and false alarm rates. As in the case of hit and false alarm rates and sequential probabilities, the elapsed month between Conditions NF/E and NF/EL did not appear to influence $Pr(A_1)$.

The predictions for $Pr(A_1)$ and $Pr(C)$ were obtained as weighted averages of the predicted hit and false alarm rates as follows:

$$Pr(A_1) = Pr(A_1 \mid S_a) \gamma + Pr(A_1 \mid S_n)(1 - \gamma),$$  

$$Pr(C) = Pr(A_1 \mid S_a) \gamma + [1 - Pr(A_1 \mid S_n)](1 - \gamma).$$

The values of $Pr(A_1)$ and $Pr(C)$ are presented in Table 1; note that 23 of the 24 predictions are within 0.01 of the observed values.

In the application of the MR-Model to Conditions F, NF/E, and NF/EL, certain assumptions were added to the basic model. To evaluate these additional assumptions some alternatives were considered.

For Condition F the predictions generated by Eq. 8 (shown in Table 1) were compared with those generated by Eq. 7. The estimation procedure used for Eq. 8 (Method B) was repeated for Eq. 7, since $\delta_a$ and $\delta_i$ obviously were dependent on $\gamma$ (note in
Fig. 5 that for Condition F both $\delta_u$ and $\delta_i$ decreased markedly as $\gamma$ increased. For $\Pr(A_1 | S_1)$, $\Pr(A_1 | S_u)$, $\Pr(A_1)_{_{\gamma}}$, and $\Pr(C)$, Eqs. 7 and 8 yielded essentially equivalent results; the predicted values for the two equations are all within 0.01 of each other. However, for the sequential probabilities, the predictions of Eq. 8 provided a far better fit to the data than those of Eq. 7; the respective minimum values of $\xi(\alpha, \sigma_p, \delta_u, \delta_i, \omega)$ are 10.8 and 27.9.

Method B was used originally to estimate parameters for Conditions NF/E and NF/EL, since it was assumed that an observer might guess the values of the signal presentation probabilities and adjust his criterion values appropriately. Figure 5 shows that the estimates $\delta_u$ and $\delta_i$ decreased as $\gamma$ increased in these two conditions, but the relationship was not as strong as it was for Condition F. Therefore, a new set of predictions was generated for Conditions NF/E and NF/EL using Method A, which required $\delta_u$ and $\delta_i$ to be constant over $\gamma$. Method B proved to be more accurate for all of the probabilities shown in Table 1 for the two conditions. For Conditions NF/E and NF/EL, respectively, the minimum values of $\xi(\alpha, \sigma_p, \delta_u, \delta_i, \omega)$ obtained by Method A are 75.6 and 40.2; these values are much larger than those obtained by Method B (see Table 1).

The data appear to support the assumption that $\delta_u$ and $\delta_i$ vary as a function of $\gamma$ in Conditions F, NF/E, and NF/EL. As an additional test of the MR-Model another set of predictions was generated for Condition NF/N using Method B, i.e., allowing $\delta_u$ and $\delta_i$ to vary with $\gamma$. However, the estimation of additional parameters in Method B did not substantially improve the predictions for Condition NF/N. For all the response probabilities in Condition NF/N, the predictions generated by Methods A
and B are nearly identical. The values of δ₀ and δ₁ for Condition NF/N obtained using Method B are shown in Fig. 5, and it is apparent that they are virtually constant over γ. Thus the assumption that observers do not adjust their criterion values from one presentation schedule to the next in Condition NF/N appears to be supported.

CONCLUSION

The findings of this study, we believe, justify the following conclusions:

1. The results of Kinchla's (1966) feedback condition and Tanner and co-worker's (1967) no-feedback condition have been replicated in Condition F and NF/N, respectively. It has been verified that in a signal recognition task the relationship between γ and hit and false alarm probabilities depends on whether or not an observer is given information about the signal presentation probabilities.

2. The results of this study considered in relation to those of Kinchla (1966) and Tanner et al. (1967) suggest that the information an observer receives about the signal presentation probabilities and the influence this information has on his decisions are ordered along a dimension from (a) to (d) as follows: (a) At one end is Kinchla's feedback condition and Condition F of the present study; the observer is told the signal presentation probabilities and is given trial-by-trial feedback. As a result, the hit and false alarm rates clearly increase as γ increases. (b) Next on the dimension is Kinchla's no-feedback condition; the observer is told the signal presentation probabilities, but is not given trial-by-trial feedback. In this condition hit and false alarm rates also increase as γ increases but the effect is weaker than when trial-by-trial feedback is given. (c) Further along the dimension lie Conditions NF/E and NF/EL of the present study; the observer is not told of the signal presentation probabilities and is not given trial-by-trial feedback, but as a result of previous experience, he may realize that the signal presentation probabilities vary from session to session. Under these conditions hit and false alarm rates decrease slightly as γ increases. (d) At the other end of the dimension is Tanner and co-worker's no-feedback condition and Condition NF/N of the present study; the observer is not told that the signal presentation probabilities may change from session to session and is not given trial-by-trial feedback. With no information about the signal probabilities, the observer's hit and false alarm rates decrease markedly as γ increases.

3. The sequential effects appear to be stronger when trial-by-trial feedback is omitted than when it is given. The influence of the preceding trial's signal and response on hit and false alarm rates appears to have been equally strong in Kinchla's and Tanner and co-worker's no-feedback conditions, and the three NF conditions of the present study. The relationship was weaker in both Kinchla's feedback condition and Condition F of the present study.
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4. The Memory-Recognition Model provided accurate predictions for \( \Pr(I_1), \Pr(I_1 | S_1), \) and \( \Pr(I_1 | S_2) \) in all conditions of the present study. For the sequential probabilities, \( \Pr(I_1 | S_1, I_1, S_2) \), the predictions are quite accurate for the three NF conditions. For Condition F, however, the predictions for two of the points in the ROC space, the points predicted to fall below the ROC curve, are less accurate; for the two points that are predicted to fall on the curve, the accuracy of the predictions is comparable to that of the NF conditions.
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Adaptive Instructional Systems: Some Attempts to Optimize the Learning Process

Richard C. Atkinson

Stanford University

INTRODUCTION

One cannot help but question the significance of psychology's contribution to the development of effective instructional procedures. On the one hand, psychology has been very influential in the field of education. In the last 25 years almost every major innovation in education—programmed textbooks, behavioral objectives, ungraded schools, individually prescribed instruction, computer managed and assisted instruction, token economies, and tailored testing to name a few—can be traced to psychology. In many cases these innovations have not been due to psychologists primarily identified with education, but rather to laboratory scientists whose research has suggested new approaches to instruction. Psychology can be proud of that record of accomplishment. But upon closer examination, it is evident that these accomplishments are not as closely linked to psychological research as many might believe. Psychology has suggested new approaches to education, but these suggestions have not led to sustained research programs that have the promise of producing a truly effective theory of instruction. Rather, psychology seems to provide the stimulus for innovation, but innovation that has not in turn led to a deeper understanding of the learning process.

Why has psychology not had a more substantial impact? There are several reasons. The brightest and ablest young psychologists usually are not attracted to educational research, and the research that has been done tends to be piecemeal, not pursuing problems in real depth. This picture may change in the near future due to the limited number of jobs for new Ph.D.s and to society's

\[1\] Present affiliation: Deputy Director, National Science Foundation, Washington, D.C. 20550.
increasing emphasis on applied research. The more serious problem, however, is that psychologists know a great deal about the acquisition of individual facts and skills, but very little about how these combine to form a meaningful mental structure. Effective methods for acquiring skills and facts are important, but the major problem is the development of knowledge structures that are more than the sum of individual facts. In order to deal effectively with educational problems, we need theories that tell us how knowledge is represented in memory, how information is retrieved from that knowledge structure, how new information is added to the structure, and how the system can expand that knowledge structure by self-generative processes. The development of such theories is under way, and increasingly work in cognitive psychology is moving in that direction. The contributions of Anderson and Bower (1973), Newell and Simon (1972), Rumelhart, Lindsay, and Norman (1972), and Schank (1972) are examples of substantial efforts to develop comprehensive theories of cognition, and it is already evident that this work will have implications for education. Such theories will not simply add another wrinkle to educational research, but will lay the foundations for research encompassing a larger set of educationally significant problems than has been considered in the past.

In this paper I want to review the ongoing work in my laboratory that has implications for instruction. Some of that work represents attempts to deal with the issue of complex knowledge structures, whereas some is more restrictive dealing with the acquisition of specific skills and facts. All of the work involves computer-based programs of instruction used on a daily basis in schools and colleges. These programs can best be described as *adaptive instructional systems*. By that term I mean two things: (1) the sequence of instructional actions taken by the program varies as a function of a given student's performance history, and (2) the program is organized to modify itself automatically as more students complete the course and their response records identify defects in instructional strategies.

Our work on adaptive instructional systems has three foci. One is the development of a course in computer programming for junior college and college students; the second is a course for teaching reading in the first three grades of elementary schools; and the third is a foreign-language vocabulary program being used at the college level. Here I will review research on each of these projects.

**INSTRUCTION IN COMPUTER PROGRAMMING**

Our first efforts to teach computer programming involved the development of a computer-assisted instruction (CAI) curriculum to teach the AID (Algebraic Interpretive Dialogue) programming language; this course has been used extensively in colleges and junior colleges as an introduction to computer programming (Beard, Lorton, Searle, & Atkinson, 1973). However, it is a linear, "frame-
oriented” CAI program and does not provide individualized instruction during the problem-solving activity itself. After working through lesson segments on syntax, expressions, etc., the student is assigned a problem to solve in AID. He must then leave the instructional program, call up a separate AID interpreter, perform the required programming task, and return to the instructional program with an answer. As the student writes a program with AID, the only sources of assistance are the error messages provided by the noninstructional interpreter.

An inadequacy of the AID course, especially for research purposes, is its limited ability to characterize individual students’ knowledge of specific skills, and its inability to relate students’ skills to the curriculum as anything more than a ratio of problems correct to problems attempted. The program cannot make fine distinctions between a student’s strengths and weaknesses, and cannot present instructional material specifically appropriate to that student beyond “harder” or “easier” lessons. In order to explore the effects of different curriculum selection strategies in more detail, we developed another introductory programming course, capable of representing both its subject matter and student performance more adequately. The internal representation of programming skills and their relationships to the curriculum is similar in some ways to the semantic networks used in the “generative” CAI programs developed by Carbonell and others (Carbonell, 1970; Collins, Carbonell, & Warnock, 1973).

The BASIC Instructional Program

An important feature of a tutorial CAI program is to provide assistance as the student attempts to solve a problem. The program must contain a representation of the subject matter that is complex enough to allow the program to generate appropriate assistance at any stage of the student’s solution attempt. The BASIC (Beginners All-purpose Symbolic Instruction Code) Instructional Program (BIP) contains a representation of information appropriate to the teaching of computer programming that allows the program both to provide help to the student and to perform a limited but adequate analysis of the correctness of the student’s program as a solution to the given problem.

To the student seated at a terminal, BIP looks very much like a typical time-sharing BASIC operating system. The BASIC interpreter, written especially for BIP, analyzes each program line after the student types it, and notifies the student of syntax errors. When the student runs his or her program it is checked for structural illegalities, and during runtime “execution” errors are indicated. A file storage system, a calculator, and utility commands are available.

Residing above the simulated operating system is the “tutor,” or instructional program (IP). It overlooks the entire student/BIP dialogue and motivates the instructional interaction. In addition to selecting and presenting programming problems to the student, the IP identifies the student’s problem areas, suggests simpler “subtasks,” gives hints or model solutions when necessary, offers debug-
ging aids, and supplies incidental instruction in the form of messages, interactive lessons, or manual references.

At the core of BIP is an information network whose nodes are concepts, skills, problems, subproblems, prerequisites, BASIC commands, remedial lessons, hints, and manual references. The network is used to characterize both the logical structure of the course and our estimate of the student’s current state of knowledge; more will be said about the network later. Figure 1 illustrates the interactions of the parts of the BIP program.

The curriculum is organized as a set of programming problems whose text includes only the description of the problem, not lengthy descriptions of programming structures or explanations of syntax. There is no fixed ordering of the tasks; the decision to move from one task to another is made on the basis of the information about the tasks (skills involved, prerequisites, subtasks available) stored in BIPs network.

A student progresses through the curriculum by writing, and running, a program that solves the problem presented on the terminal. Virtually no limitations are imposed on the amount of time the student spends, the number of lines he writes, the number of errors he is allowed to make, the number of times he chooses to execute the program, etc. The task on which the student is working is stored on a stack-like structure, so that he may work on another task, for whatever reason, and return to the previous task automatically. The curriculum structure can accommodate a wide variety of student aptitudes and skills. Most
of the curriculum-related options are designed with the less competent student in mind. A more competent student may simply ignore the options. Thus, BIP gives students the opportunity to determine their own "challenge levels" by making assistance available but not inevitable.

BIP offers the student considerable flexibility in making task-related decisions. The student may ask for hints and subtasks to help solve the given problem, or may ponder the problem, using only the manual for additional information. The student may request a different task by name either completing the new task or not, as he or she chooses. On the student's return to the original task, BIP tells him or her the name of the again-current task, and prints the text of the task if requested. The student may request the model solution for any task at any time, but BIP will not print the model for the current task unless the student has exhausted the available hints and subtasks. Taken together, the curriculum options allow for a wide range of student preferences and behaviors.

The Information Network of BIP

Task selection, remedial assistance, and problem area determination require that the program have a flexible information store interrelating tasks, hints, manual references, etc. This store has been built using the associative language LEAP, a SAIL (Stanford Artificial Intelligence Laboratory) sublanguage, in which set, list and ordered triple data structures are available (Feldman, Low, Swinehart, & Taylor, 1972; Swinhart & Sproull, 1971; VanLehn, 1973). Figure 2 presents a
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**FIG. 2** A segment of BIP information network.
simplified relationship among a few programming concepts, specific observable skills that characterize the acquisition of the concepts, and programming problems that require the use of those skills. The network is constructed using the associative triple structure, and is best described in terms of the various types of nodes:

**TASKS:** All curriculum elements exist as task nodes in the network. They are linked to each other as subtasks, prerequisite tasks, or "must follow" tasks.

**SKILLS:** The skill nodes are intermediaries between the concept nodes and the task nodes (Fig. 2). Skills are very specific, e.g., "concatenating string variables" or "incrementing a counter variable." By evaluating success on the individual skills, the program estimates competence levels in the concept areas. In the network, skills are related to the tasks that require them and to the concepts that embody them.

**CONCEPTS:** The principal concept areas covered by BIP are the following: interactive programs; variables and literals; expressions; input and output; program control—branching; repetition—loops; debugging; subroutines; and arrays.

**OPERATORS:** Each **BASIC** operation (PRINT, LET, . . .) is a node in the network. The operations are linked to the tasks in two ways: either as elements that must be used in the solution of the problem, or as those that must not be used in the solution.

**HINTS:** The hint nodes are linked to the tasks for which they may be helpful. Each time a new skill, concept or **BASIC** operator is introduced, there is an extra hint that gives a suitable manual reference.

**ERRORS:** All discoverable syntax, structural, and execution errors exist as nodes in the network, linked to the relevant "help" messages, manual references and remedial lessons.

Clearly in some cases, a hierarchy among skills or problems is implicit; more frequently, however, such a relationship cannot be assumed. By imposing only a very loose hierarchy (e.g., requiring that all students begin the course with the same problem), it is possible to select curriculum and provide assistance on the basis of a student's demonstrated competence level on specific skills, rather than on the basis of a predetermined, nonindividualized, sequence of problems. Students who acquire competence in skills in some manner other than that assumed by subject-matter experts to be standard should benefit most from this potential for individualization.

Upon completion of a task, the student is given a "post task interview" in which BIP presents the model solution stored for that problem. The student is encouraged to regard the model as only one of many possible solutions. BIP asks the student whether he or she has solved the problem, then asks (for each of the
skills associated with the task) whether more practice is needed on that skill. In addition to the information gained from this student self-analysis, BIP also stores the result of a comparison between the student's program and the model solution, based on the output of both programs when run on a set of test data. The student's responses to the interview and the results of the program comparison are used in future BIP-generated curriculum decisions. BIP informs the student that the task has been completed, and either allows the student to select the next task by name (from an off-line printed list of names and problem texts), or makes the selection for the student.

An example of the role of the Information Network in BIPs tutorial capabilities is the BIP-generated curriculum decisions mentioned above. By storing the student's own evaluation of his or her skills, and by comparing the student's solution attempts to the stored models, BIP can be said to "learn" about each student as an individual who has attained a certain level of competence in the skills associated with each task. For example, BIP might have recorded the fact that a given student had demonstrated competence (and confidence) in the skill of assigning a literal value to a variable (e.g., \( N = 1 \)), but had failed to master the skill of incrementing a counter variable (e.g., \( N = N + 1 \)). BIP can then search the network to locate the skills that are appropriate to each student's abilities and present tasks that incorporate those skills. The network provides the base from which BIP can generate decisions that take into account both the subject matter and the student, behaving somewhat like a human tutor in presenting material that either corrects specific weaknesses or challenges and extends particular strengths, proceeding into as yet unencountered areas.

The BIP program has been running successfully with both junior college and university students. However, the program is still very much in an experimental stage. From a psychological viewpoint, the principal research issues deal with (1) procedures for obtaining on-line estimates of student abilities as represented in the information network, and (2) alternative methods for using the current estimates in the information network to make instructional decisions. Neither of these issues is restricted to this particular course, and a major goal in the development of BIP is to provide an instructional model suitable to a variety of different subject areas. Two topics must be discussed in relation to this goal: the nature of appropriate subject areas and the general characteristics of the BIP-like structure that make it particularly useful in teaching such subjects.

A subject well suited to this approach generally fits the following description: it has clearly definable, demonstrable skills, whose relationships are well known; the real content of the subject matter is of a problem-solving, rather than a fact-acquiring, nature; the problems presented to the student involve overlapping sets of skills; and a student's solution to a given problem can be judged as adequate or inadequate with some degree of confidence. The BASIC language, as taught by BIP, is one such subject, but the range of appropriate curriculums goes well beyond the area of computer science. For example, elementary statistics could be taught by a similar approach, as could algebra, navigation, accounting,
or organic chemistry. All these subject areas involve the manipulation of information by the student toward a known goal, all involve processes that can be carried out or simulated by a computer, and all are based on a body of skills whose acquisition by the student can be measured with an acceptable degree of accuracy.

Because they require the development of problem-solving skills, rather than the memorization of facts, these subject areas are frequently difficult to master and difficult to tutor, especially using standard CAI techniques. One limitation of such standard techniques is their dependence on a "right" answer to a given question or problem, which precludes active student participation in a problem-solving process consisting of many steps, none of which can be evaluated as correct or incorrect except within the context of the solution as a whole. In addition, standard CAI techniques usually consist of an instructional facility alone—a mechanism by which information is presented and responses are judged. This facility can be linked to a true problem-solving facility that allows the student to proceed through the steps to a solution, but the link does not allow the transfer of information between the instructional and the problem-solving portions of the program. The complete integration of the two parts is a key feature of BIP, making it appropriate to instruction in subject areas that have been inadequately treated in CAI.

The most general characteristics of the "network" structure include a representation of the curriculum in terms of the specific skills required in its mastery and a representation of the student's current levels of competence in each of the skills he has been required to use. Individual record-keeping relates each student's progress to the curriculum at all times, and any number of schemes may be used to apply that relationship to the selection of tasks or the presentation of additional information, hints, advice, etc.

An important element of our network structure is the absence of an established path through the curriculum, providing the built-in flexibility (like that of a human tutor) to respond to individual students' strengths and weaknesses as each student works with the course. This can only be accomplished through a careful analysis and precise specification of the skills inherent in the subject matter, the construction of a thorough curriculum providing in-depth experience with all the skills, and a structure of associations among elements of the curriculum that allows for the implementation of various instructional strategies. Instructional flexibility is complemented by research flexibility in such a structure, because the nature of the associations can be modified for different experimental purposes. Once the elements of the network have been established, it is easy, for example, to change the prerequisite relationship between two problems, or to specify a higher level of competence in a given skill as a criterion measure.

The considerable complexity involved in programming this kind of flexible structure imposes a certain limitation. Standard CAI "author languages" are not appropriate to this network approach, and constructing a CAI course on BIP's
pattern is not a task to be undertaken by the educator (or researcher) who has no programming support. The usefulness of author languages is their simplicity, which allows subject-matter experts to prepare course material relatively quickly and easily. Most author languages provide for alternative paths through a curriculum, for alternative answer-matching schemes, and so forth; considerable complexity is certainly possible. However, the limits, once reached, are real, and the author simply cannot expand the sophistication of his course beyond those limits.

The programming support required by the network approach, on the other hand, implies (1) the use of a general, powerful language allowing access to all the capabilities of the computer itself, and (2) a programming group with the training and experience to make full use of the machine. It has been our experience that the flexibility of a general purpose language, while expensive in a number of ways, is worth the costs by virtue of the much greater freedom it allows in the construction of the curriculum and the implementation of experimental conditions. For a more complete description of BIP and a review of our plans for further research see Barr, Beard, and Atkinson (1974).

INSTRUCTION IN INITIAL READING
(GRADES 1–3)

Our first efforts to teach reading under computer control were aimed at a total curriculum that would be virtually independent of the classroom teacher (Atkinson, 1968). These early efforts proved reasonably successful, but it soon became apparent that the cost of such a program would be prohibitive if applied on a large-scale basis. Further, it was demonstrated that some aspects of instruction could be done very effectively using a computer, but that there were other tasks for which the computer did not have any advantages over classroom teaching. Thus, during the last four years, our orientation has changed and the goal now is to develop low-cost CAI that supplements classroom teaching and concentrates on those tasks in which individualization is critically important.  

Reading Curriculum

Reading instruction can be divided into two areas which have been referred to as "decoding" and "communication." Decoding is the rapid, if not automatic, association of phonemes or phoneme groups with their respective graphic repres...
sentations. Communication involves reading for meaning, aesthetic enjoyment, emphasis, and the like. Our CAI program provides instruction in both types of tasks, but focuses primarily on decoding. The program is divided into eight parts or strands. As indicated in Fig. 3, entry into a strand is determined by the student's level of achievement in the other strands. Instruction begins in Strand 0, which teaches the skills required to interact with the program. Entry into the other strands is dependent on the student's performance in earlier strands. For example, the letter identification strand starts with a subset of letters used in the earliest sight words. When a student reaches a point in the letter identification strand where he has exhibited mastery over the letters used in the first words of the sight-word strand, the student enters that strand. Similarly, entry into the spelling-pattern strand and the phonics strand is controlled by the student's placement in the sight-word strand. On any given day, a student may be seeing exercises drawn from as many as five strands. The dotted vertical lines in Fig. 3 represent "maximal rate contours," which control the student's progress in each strand relative to progress in other strands. The rationale underlying these contours is that learning particular material in one strand facilitates learning in another strand; thus, the contours are constructed so that the student learns specific items from one strand in conjunction with specific items from other strands.
The CAI program is highly individualized so that a trace through the curriculum is unique for each student. Our problem is to specify how a given subject's response history should be used to make instructional decisions. The approach that we have adopted is to develop mathematical models for the acquisition of the various skills in the curriculum, and then use these models to specify optimal sequencing schemes. Basically, this approach is what has come to be known in the engineering literature as "optimal control theory," or, more simply, "control theory." In the area of instruction, the system to be controlled is the human learner rather than a machine or group of industries. If a learning model can be specified, then methods of control theory can be used to derive optimal instructional strategies.

Some of the optimization procedures will be reviewed later, but in order for the reader to have some idea of how the CAI program operates, let us first describe a few of the simpler exercises used in Strands II, III, and IV. Strand II provides for the development of a sight-word vocabulary. Vocabulary items are presented in five exercise formats; only the copy exercise and the recognition exercise will be described here. The top panel of Table I illustrates the copy exercise, and the lower panel illustrates the recognition exercise. Note that when a student makes an error, the system responds with an audio message and prints

<table>
<thead>
<tr>
<th>Copy exercise</th>
<th>Audio message</th>
</tr>
</thead>
<tbody>
<tr>
<td>The program outputs</td>
<td>PEN</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>PEN</td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
</tr>
<tr>
<td>The program outputs</td>
<td>EGG</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>EFF</td>
</tr>
<tr>
<td>The program outputs</td>
<td>////EGG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Recognition exercise</th>
<th>Audio message</th>
</tr>
</thead>
<tbody>
<tr>
<td>The program outputs</td>
<td>PEN NET EGG</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>PEN</td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
</tr>
<tr>
<td>The program outputs</td>
<td>PEN EGG NET</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>.NET</td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
</tr>
</tbody>
</table>

aThe top panel displays the copy exercise and the bottom the recognition exercise. Rows in the table correspond to successive lines on the teletypewriter printout.
out the correct response. In earlier versions of the program, the student was required to copy the correct response following an error. Experiments demonstrated that the overt correction procedure was not particularly effective; simply displaying the correct word following an error provided more useful feedback.

Strand III offers practice with spelling patterns and emphasizes the regular grapheme–phoneme correspondences that exist in English. Table 2 illustrates exercises from this strand. For the exercise in the top panel of Table 2, the student is presented with three words involving the same spelling pattern and is required to select the correct one based on its initial letters. Once the student has learned to use the initial letter or letter sequence to distinguish between words, he moves to the recall exercise illustrated in the bottom panel of Table 2. Here the student works with a group of words, all involving the same spelling pattern. On each trial the audio system requests a word that requires adding an initial consonant or consonant cluster to the spelling pattern mastered in the preceding exercise. Whenever a student makes a correct response, a “+” sign is printed on the teletypewriter. In addition, every so often the program will give an audio feedback message; these messages vary from simple ones like “great,” “that’s fabulous,” “you’re doing brilliantly,” to some that have cheering, clapping, or bells ringing in the background. These messages are not generated at random, but depend on the student’s performance on that particular day.

When the student has mastered a specified number of words in the sight-word strand, he or she begins exercises in the phonics strand; this strand concentrates on initial and final consonants and consonant clusters in combination with medial vowels. As in most linguistically orientated curricula, students are not required to rehearse or identify consonant sounds in isolation. The emphasis is on patterns of vowels and consonants that bear regular correspondences to

<p>| TABLE 2 |
| Examples of the Recognition and Recall Exercises Used in Strand III (Spelling Patterns) |</p>
<table>
<thead>
<tr>
<th>Teletypewriter display</th>
<th>Audio message</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recall exercise</strong></td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>The student responds by typing</td>
</tr>
<tr>
<td>CREPT</td>
<td>KEPT</td>
</tr>
<tr>
<td>(Type crept.)</td>
<td>(Type kept.)</td>
</tr>
<tr>
<td><strong>Recall exercise</strong></td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>The student responds by typing</td>
</tr>
<tr>
<td>CREPT</td>
<td>+</td>
</tr>
</tbody>
</table>
TABLE 3
Examples of Two Exercises from Strand IV (Phonics)

<table>
<thead>
<tr>
<th></th>
<th>Teletypewriter display</th>
<th>Audio message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition exercise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>-IG -IT -IG</td>
<td>(Type /IG/ as in fig.)</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>IG</td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
<td>(Good!)</td>
</tr>
<tr>
<td>The program outputs</td>
<td>-IT -IN -IG</td>
<td>(Type /IT/ as in fig.)</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>IT</td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Build-a-word exercise</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>-IG -IT -IG</td>
<td>(Typo pin.)</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>PIN</td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>+</td>
<td>(Great!)</td>
</tr>
<tr>
<td>The program outputs</td>
<td>-IG -IN -IT</td>
<td>(Type fig.)</td>
</tr>
<tr>
<td>The student responds by typing</td>
<td>FIN</td>
<td></td>
</tr>
<tr>
<td>The program outputs</td>
<td>/////FIG</td>
<td>(No, we wanted fig.)</td>
</tr>
</tbody>
</table>

phonemes. The phonic strand is the most complicated one of the group and involves eight exercise formats; two of the formats will be described here. The upper panel of Table 3 illustrates an exercise in which the student is required to identify the graphic representation of phonemes occurring at the end of words. Each trial begins with an audio presentation of a word that includes the phonemes, and the student is asked to identify the graphic representation. After mastering this exercise the student is transferred to the exercise illustrated in the bottom panel of Table 3. The same phonemes are presented, but now the student is required to construct words by adding appropriate consonants.

Optimal Sequences for Individual Students

This has been a brief overview of some of the exercises used in the curriculum; a more detailed account of the program can be found in Atkinson, Fletcher, Lindsay, Campbell, and Barr (1973). The key to the curriculum is the optimization schemes that control the sequencing of the exercises; these schemes can be classified at three levels. One level involves decision making within each strand. The problem is to decide which items to present for study, which exercise formats to present them in, and when to schedule review. A complete response history exists for each student, and this history is used to make trial-by-trial
decisions regarding what to present next. The second level of optimization deals with decisions about allocation of instructional time among strands for a given student. At the end of an instructional session, the student will have reached a certain point in each strand and a decision must be made about the time to be allocated to each strand in the next session. The third level of optimization deals with the distribution of instructional time among students. The question here is to allocate computer time among students to achieve instructional objectives that are defined not for the individual student but for the class as a whole. In some global sense, these three levels of optimization should be integrated into a unified program. However, we have been satisfied to work with each separately, hoping that later they can be incorporated into a single package.

Optimization within a strand (what has been called Level I) can be illustrated using the sight-word strand. The strand comprises a list of about 1,000 words; the words are ordered in terms of their frequency in the student’s vocabulary, and words at the beginning of the list have highly regular grapheme-phoneme correspondences. At any point in time a student will be working on a limited pool of words from the master list; the size of this working pool depends on the student’s ability level and is usually between 5 and 10 words. When one of these words is mastered, it is deleted from the pool and replaced by the next word on the list or by a word due for review. Figure 4 presents a flow chart for the strand. Each word in the working pool is in one of five possible instructional states. A trial involves sampling a word from the working pool and presenting it in an appropriate exercise format. The student is pretested on a word the first few times it is presented to eliminate words already known. If the student knows the word it will be dropped from the working pool. If not, the student first studies the word using the recognition exercise. If review is required, the student studies the word again in what is designated in Fig. 4 as Exercises 4 and 5.

As indicated in Fig. 4, a given word passes from one state to the next when it reaches criterion. And this presents the crux of the optimization problem, which is to define an appropriate criterion for each exercise. This has been done using simple mathematical models to describe the acquisition process for each exercise and the transfer functions that hold between exercises (Atkinson & Paulson, 1972). These models are simple Markov processes that provide reasonably accurate accounts of performance on our tasks. Parameters of the models are defined as functions of two factors: (1) the ability of the particular student and (2) the difficulty of the particular word. An estimate of the student’s ability is obtained by analyzing his or her response record on all previous words, and an estimate of a word’s difficulty is obtained by analyzing performance on that

FIG. 4 Partial flow chart for Strand II (sight-word recognition). The various decisions represented in the bottom part of the chart are based on fairly complicated computations that make use of the student’s response history. The same recognition exercise is used in both state $S_2$ and $S_4$. 
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particular word for all students run on the program. The student records are continually updated by the computer and are used to compute a maximum likelihood estimate of each student's ability factor and each word's difficulty factor. Given a well-defined model and estimates of its parameters, we can use the methods of control theory to define an optimal criterion for each exercise. The criterion will vary depending on the difficulty of the item, the student's ability level, and the precise sequence of correct and incorrect responses made by the student to the item. It is important to realize that the optimization scheme is not a simple branching program based on the student's last response, but depends in a complicated way on the student's complete response history.

Optimization between strands (what has been called Level II) was mentioned earlier in the description of maximum-rate contours. In some respects this optimization program is the most interesting of the group, but it cannot be explained without going into considerable mathematical detail. In essence, a learning model is developed that specifies the learning rate on each strand as a function of the amount of material that has been mastered in each of the other strands. Using mathematical methods of control theory, an optimal instructional strategy is determined based on the model. This strategy defines a closed-loop feedback controller that specifies daily instructional allocations for each strand based on the best current estimate of how much the student has mastered in each strand. An account of the theoretical rationale for the program is presented in Chant and Atkinson (1973).

Optimizing Class Performance

Next let us consider an example of optimization at what has been called Level III. The effectiveness of the CAI program can be increased by optimally allocating instructional time among students. Suppose that a school has budgeted a fixed amount of time for CAI and must decide how to allocate that time among a class of first-grade students. For this example, maximizing the effectiveness of the CAI program will be interpreted as meaning that we want to maximize the class performance on a standardized reading test administered at the end of the first grade.

On the basis of prior studies, the following equation has been developed to predict performance on a standardized reading test as a function of the time a student spends on the CAI system:

\[ P(t; i) = A(i) - B(i) \exp[-tC(i)]. \]

The equation predicts Student i's performance on a standardized test as a function of the time, \( t \), spent on the CAI system during the school year. The parameters \( A(i) \), \( B(i) \), and \( C(i) \) characterize Student i, and vary from one student to another. These parameters can be estimated from scores on reading readiness tests and from the student's performance during his first hour of CAI. After
estimates of these parameters have been made, the above equation can be used to predict end-of-year test scores as a function of the CAI time allocated to that student.

Let us suppose that a school has budgeted a fixed amount of time \( T \) on the CAI system for a first-grade class of \( N \) students; further, suppose that students have had reading readiness tests and a preliminary run on the CAI system so that estimates of the parameters \( A, B, \) and \( C \) have been made for each student. The problem then is to allocate time \( T \) among the \( N \) students so as to optimize learning. In order to do this, it is first necessary to have a model of the learning process. Although the above equation does not offer a very detailed account of learning, it suffices as a model for purposes of this problem. This is an important point to keep in mind; the nature of the specific optimization problem determines the level of complexity that needs to be represented in the learning model. For some optimization problems, the model must provide a relatively detailed account of learning to specify a viable strategy, but for other problems a simple descriptive equation may suffice.

In addition to a model of the learning process, we must also specify an instructional objective. Only three possible objectives will be considered here:

I. Maximize the mean value of \( P \) over the class of students.
II. Minimize the variance of \( P \) over the class of students.
III. Maximize the mean value of \( P \) under the constraint that the resulting variance of \( P \) is less than or equal to the variance that would be obtained if no CAI were administered.

Objective I maximizes the gain for the class as a whole; Objective II reduces differences among students by making the class as homogeneous as possible; and Objective III attempts to maximize the class performance while insuring that differences among students are not amplified by CAI. If we select Objective I as the instructional objective, then the problem of deriving an optimal strategy reduces to maximizing the function:

\[ f(t(1), t(2), \ldots, t(N)) = \sum_i \left\{ A(i) - B(i) \exp \left[ -C(i)t(i) \right] \right\}, \]

\[ t(1) + t(2) + \cdots + t(N) = T, \]

where \( t(i) \) is the time allocated to Student \( i \). This maximization can be done using the methods of dynamic programming. To illustrate the approach, computations were made for a first-grade class for which the parameters \( A, B, \) and \( C \) had been estimated for each student. Employing these estimates, computations were carried out to determine the time allocations that maximized the above equation. For the optimal policy, the predicted mean performance level of the class on the end-of-year tests was 14% higher than a policy that allocated time equally among students (i.e., an equal-time policy, where \( t(i) = T/N \) for all \( i \)).
TABLE 4
Predicted Percent Gain in the Mean of $P$ and in the Variance of $P$ When Compared with the Mean and Variance of the Equal-Time Policy

<table>
<thead>
<tr>
<th>Instructional objective</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain in mean of $P$ (%)</td>
<td>14</td>
<td>-15</td>
<td>8</td>
</tr>
<tr>
<td>Gain in variance of $P$ (%)</td>
<td>15</td>
<td>-12</td>
<td>-6</td>
</tr>
</tbody>
</table>

This gain represents a substantial improvement; the drawback is that the class variance is roughly 15% greater than the variance for the class using an equal-time policy. This means that if we are only interested in raising the class average, we will have to give the rapid learners substantially more time on the CAI system and let them progress far beyond the slow learners.

Although a time allocation that complies with Objective I does increase overall class performance, other objectives need to be considered. For comparison, time allocations also were computed for Objectives II and III. Table 4 presents the predicted gain in average class performance as a percentage of the mean value for the equal-time policy. Objective II yielded a negative gain in the mean; and so it should, since its goal was to minimize variability, which is accomplished by reducing the time allocations for rapid learners and giving more attention to the slower ones. The reduction in variability for Objective II is 12%. Objective III, which strikes a balance between Objective I and Objective II, yields an 8% gain in mean performance yet reduces variability by 6%.

In view of these results, Objective III would be preferred by most educators and laymen. It offers a substantial increase in average performance while maintaining a low level of variability. These computations make it clear that the selection of an instructional objective should not be done in isolation but should involve a comparative analysis of several objectives, taking into account more than one dimension of performance. Even if the principal goal is to maximize the class average, it is inappropriate in most educational situations to select Objective I over III if it is only slightly better for the class average, while permitting variability to mushroom.³

Effectiveness of the Reading Program

Several evaluation studies of the reading program have been conducted in the last few years. Rather than review these here, I would prefer to describe one in some detail (Fletcher & Atkinson, 1972). In this particular study, 50 pairs of

³For a more detailed discussion of some of the issue involved in selecting objective functions see Jamison, Fletcher, Suppes, and Atkinson (1973).
kindergarten students were matched on a number of variables, including sex and readiness scores. At the start of the first grade, one member of each pair was assigned to the experimental group and the other to the control group. Students in the experimental group received CAI, but only during the first grade; students in the control group received no CAI. The CAI lasted approximately 15 min per day*: during this period the control group studied reading in the classroom. Except for this 15 min period, the school day for the CAI group was like that of the control group. Standardized tests were administered at the end of the first grade and again at the end of the second grade. All the tests showed roughly the same pattern of results; to summarize the findings, only data from the California Cooperative Primary Reading Test will be described. At the end of the first grade, the experimental group showed a 5.05-month gain over the control group. The groups, when tested a year later (with no intervening CAI treatment), showed a difference of 4.90 months. Thus, the initial difference observed following one year of CAI was maintained, although not amplified, during the second year when no CAI was administered to either group.

No definitive conclusions can be drawn from evaluation studies of this sort about the specific contributions of CAI versus other aspects of the situation. Obviously the curriculum materials used in the CAI program are important, as well as other factors. To do the type of study that would isolate the important variables is too large an undertaking to be worthwhile at this juncture in the development of the reading program. Thus, to some extent it is a matter of judgment in deciding which variables account for the differences observed in the above study. In my view, individualizing instruction is the key factor in successfully teaching reading. This does not mean that all phases of instruction should be individualized, but certain skills can be mastered only if instruction is sensitive to the student's particular difficulties. A reading teacher interacting on a one-to-one basis with a student may be more effective than our CAI program. However, when working with a group of children (even as few as four or five), it is unlikely that the teacher can match the computer's effectiveness in making instructional decisions over an extended period of time.

SECOND-LANGUAGE VOCABULARY LEARNING

In this section, research on CAI programs for second-language vocabulary learning will be discussed. As noted elsewhere in this chapter, the principal goal of our research on computerized instruction has been to develop adaptive teaching procedures—procedures that make moment-by-moment decisions about which instructional action should be taken next based on the student's unique response history. To help guide the theoretical aspects of this work, some years ago we

*In this study no attempt was made to allocate time optimally among students in the experimental group; rather, an equal-time policy was employed.
initiated a series of experiments on the very restricted but well-defined problem of optimizing the teaching of a foreign-language vocabulary. This is an area where mathematical models provide an accurate description of learning, and these models can be used in conjunction with the methods of control theory to derive precise algorithms for sequencing instruction among vocabulary items. Although our original interest in this topic was primarily theoretical, the work has proved to have significant practical applications. These applications involve computerized vocabulary learning programs designed to supplement college-level courses in second-language instruction. A particularly interesting effort involves a supplementary Russian program in use at Stanford University. Students are exposed to approximately 1,000 words per academic quarter using the computer; in conjunction with normal classroom work this program enables them to develop a substantial vocabulary. Many foreign-language instructors believe that the major obstacle to successful instruction in a second language is not learning the grammar of the language, but rather in acquiring a sufficient vocabulary so that the student can engage in meaningful conversations and read materials other than the textbook.

In examining the work on vocabulary acquisition I will not describe the CAI programs, but will review some research on optimal sequencing schemes that provide the theoretical rationale for the programs. It will be useful to describe one experiment in some detail before considering more general issues.

An Experiment on Optimal Sequencing Schemes

In this study a large set of German–English items are to be learned during an instructional session that involves a series of trials. On each trial, one of the German words is presented and the student attempts to give the English translation; the correct translation is then presented for a brief study period. A predetermined number of trials is allocated for the instructional session, and after some intervening period a test is administered over the entire vocabulary. The problem is to specify a strategy for presenting items during the instructional session so that performance on the delayed test will be maximized.

Four strategies for sequencing the instructional material will be considered. The random-order strategy (RO), is to cycle through the set of items randomly; this strategy is not expected to be particularly effective, but it provides a benchmark against which to evaluate other procedures. The self-selection strategy (SS), is to let the student determine how best to sequence the material. In this mode, the student decides on each trial which item is to be presented; the learner rather than an external controller determines the sequence of instruction.

These CAI vocabulary programs make use of optimal sequencing schemes of the sort to be discussed in this section, as well as certain mnemonic aids. For a discussion of these mnemonic aids see Raugh and Atkinson (1975) and Atkinson and Raugh (1975).
The third and fourth schemes are based on a decision-theoretic analysis of the task. A mathematical model that provides an accurate account of vocabulary acquisition is assumed to hold in the present situation. The model is used to compute, on a trial-by-trial basis, an individual student's current state of learning. Based on these computations, items are selected for test and study so as to optimize the level of learning achieved at the termination of the instructional session. Two optimization strategies derived from this type of analysis will be examined. In one case, the computations for determining an optimal strategy are carried out assuming that all vocabulary items are of equal difficulty; this strategy is designated OE (i.e., optimal under the assumption of equal item difficulty). In the other case, the computations take into account variations in difficulty level among items; this strategy is called OU (i.e., optimal under the assumption of unequal item difficulty). The details of these two strategies will be described later.

The experiment was carried out under computer control; the details of the experimental procedure are given in Atkinson (1972b). The students participated in two sessions: an “instructional session” of approximately two hours and a briefer “delayed-test session” administered one week later. The delayed test was the same for all students and involved a test over the entire vocabulary. The instructional session was more complicated. The vocabulary items were divided into seven lists, each containing 12 German words; the seven lists were arranged in a round-robin order. On each trial of the instructional session a list was displayed on a projection screen, and the student inspected it for a brief period of time; the list involved only the 12 German words and not their English translations. Then one of the items on the list was selected for test and study. In the RO, OE, and OU conditions the item was selected by the computer; in the SS condition the item was chosen by the student. After an item was selected for test, the student attempted to provide a translation by typing it on the computer console; then feedback regarding the correct translation was given. The next trial began with the computer displaying the next list in the round robin, and the same procedure was repeated. The instructional session continued in this fashion for 336 trials.

The results of the experiment are summarized in Fig. 5. Data are presented on the left side of the figure for performance on successive blocks of trials during the instructional session; on the right are results from the test session administered one week after the instructional session. The data from the instructional session are presented in successive blocks of 84 trials; for the RO condition this means that on the average each item was presented once in each of these blocks. Note that performance during the instructional session is best for the RO condition, next best for the OE condition which is slightly better than the SS condition, and poorest for the OU condition. The order of the groups is reversed on the delayed test. (Two points are displayed in the figure for the delayed test to indicate that the test involved two random cycles through the entire vocabu-
FIG. 5 Proportion of correct responses in successive trial blocks during the instructional session and on the delayed test administered one week later.

lary; however, the values given are the average over the two test cycles.) The OU condition is best with a correct response probability of .79; the SS condition is next with .58; the OE condition follows closely at .54 and the RO condition is poorest at .38. The observed pattern of results is what one would expect. In the SS condition, the students are trying to test themselves on items they do not know; consequently, during the instructional session, they should have a lower proportion of correct responses than students run on the RO procedure where items are tested at random. Similarly, the OE and OU conditions involve a procedure that attempts to identify and test those items that have not yet been mastered and should produce high error rates during the instructional session.

The ordering of groups on the delayed test is reversed since all words are tested in a nonselective fashion; under these conditions the proportion of correct responses provides a measure of a student's true mastery of the total set of vocabulary items.

The magnitude of the effects observed on the delayed test are of practical significance. The SS condition (when compared to the RO condition) leads to a relative gain of 53%, whereas the OU condition yields a relative gain of 108%. It
is interesting that students were somewhat effective in determining an optimal study sequence, but not so effective as the best of the two adaptive teaching systems.

Rationale for Sequencing Scheme

Both the OU and OE schemes assume that vocabulary learning can be described by a fairly simple model. We postulate that a given item is in one of three states \((P, T, \text{ and } U)\) at any moment in time. If the item is in State \(P\), then its translation is known and this knowledge is "relatively" permanent in the sense that the learning of other items will not interfere with it. If the item is in State \(T\), then it is also known but on a "temporary" basis; in State \(T\) the learning of other items can give rise to interference effects that cause the item to be forgotten. In State \(U\) the item is not known, and the student is unable to give a translation.

When Item \(i\) is presented on a trial during the instructional session, the following transition matrix describes the possible change in its state:

\[
L(i) = \begin{bmatrix}
P & T & U \\
1 & 0 & 0 \\
x(i) & 1 - x(i) & 0 \\
y(i) & z(i) & 1 - y(i) - z(i)
\end{bmatrix}
\]

Rows of the matrix represent the state of the item at the start of the trial, and columns the state at the end of the trial. On a trial when some item other than Item \(i\) is presented for test and study, transitions in the state of Item \(i\) also may take place. Such transitions can occur only if the student makes an error to the other item; in that case the transition matrix applied to Item \(i\) is as follows:

\[
F(i) = \begin{bmatrix}
P & T & U \\
1 & 0 & 0 \\
0 & 1 - f(i) & f(i) \\
0 & 0 & 1
\end{bmatrix}
\]

Basically, the idea is that when some other item is presented that the student does not know, forgetting may occur for Item \(i\) if it is in State \(T\).

To summarize, when Item \(i\) is presented for test and study, transition matrix \(L(i)\) is applied; when some other item is presented that elicits an error, matrix \(F(i)\) is applied. It is also assumed that at the start of the instructional session Item \(i\) is either in State \(P\), with probability \(g(i)\), or in State \(U\), with probability \(1 - g(i)\); the student either knows the translation without having studied the item or does not. The above assumptions provide a complete description of the learning process. The parameter vector \([x(i), y(i), z(i), f(i), g(i)]\) characterizes
the learning of Item \( i \) in the vocabulary set. The first three parameters govern the acquisition process; the next parameter, forgetting; and the last, the student’s knowledge prior to entering the experiment.

We now turn to a discussion of how the OE and OU procedures were derived from the model. Prior to conducting the experiment reported here, a pilot study was run using the same word lists and the RO procedure described above. Data from the pilot study were employed to estimate the parameters of the model; the estimates were obtained using the minimum chi-square procedures described in Atkinson (1972b). Two separate estimates of parameters were made. In one case it was assumed that the items were all equally difficult, and data from all 84 items were lumped together to obtain a single estimate of the parameter vector; this estimation procedure will be called the equal-parameter case (\( E \) case). In the second case the data were separated by items, and an estimate of the parameter vector was made for each of the 84 items; this procedure will be called the unequal-parameter case (\( U \) case). The two sets of parameter estimates were then used to generate the optimization schemes previously referred to as the OE and OU procedures.

In order to formulate an instructional strategy, it is necessary to be precise about the quantity to be maximized. For the present experiment the goal is to maximize the total number of items the student correctly translates on the delayed test.\(^6\) To do this, we need to specify the relationship between the state of learning at the end of the instructional session and performance on the delayed test. The assumption made here is that only those items in State \( P \) at the end of the instructional session will be translated correctly on the delayed test; an item in State \( T \) is presumed to be forgotten during the intervening week. Thus, the problem of maximizing delayed-test performance involves maximizing the number of items in State \( P \) at the end of the instructional session.

Having numerical values for parameters and knowing a student’s response history, it is possible to estimate the student’s current state of learning.\(^7\) Stated

\(^6\) Other measures can be used to assess the benefits of an instructional strategy; for example, in this case weights could be assigned to items measuring their relative importance. Also costs may be associated with the various actions taken during an instructional session. Thus, for the general case, the optimization problem involves assessing costs and benefits and finding a strategy that maximizes an appropriate function defined on them. For a discussion of these points see Dear, Silverman, Estes, and Atkinson (1967), and Smallwood (1962, 1971).

\(^7\) The student’s “response history” is a record for each trial of the vocabulary item presented and the response that occurred. It can be shown that there exists a “sufficient history” that contains only the information necessary to estimate the student’s current state of learning; the sufficient history is a function of the complete history and the assumed learning model (Groen & Atkinson, 1966). For the model considered in this paper the sufficient history is fairly simple. It is specified in terms of individual vocabulary items for each student; we need to know the ordered sequence of correct and incorrect responses to a given item plus the number of errors (to other items) that intervene between each presentation of the item.
more precisely, the learning model can be used to derive equations and, in turn, compute the probabilities of being in States $P$, $T$, and $U$ for each item at the start of any trial, conditionalized on the student's response history up to that trial. Given numerical estimates of these probabilities, a strategy for optimizing performance is to select that item for presentation that has the greatest probability of moving into State $P$. This strategy has been termed the one-stage optimization procedure because it looks ahead one trial in making decisions. The true optimal policy (i.e., an $N$-stage procedure) would consider all possible item–response sequences for the remaining trials and select the next item so as to maximize the number of items in State $P$ at the termination of the instructional session. Unfortunately, for the present case the $N$-stage policy cannot be applied because the computations are too time consuming even for a large computer. Monte Carlo studies indicate that the one-stage policy is a good approximation to the optimal strategy; it was for this reason, as well as the relative ease of computing, that the one-stage procedure was employed. For a discussion of one-stage and $N$-stage policies and Monte Carlo studies comparing them see Groen and Atkinson (1966), Caifé (1970), and Laubach (1970). The optimization procedure described above was implemented on the computer and permitted decisions to be made for each student on a trial-by-trial basis. For students in the OE group, the computations were carried out using the five parameter values estimated under the assumption of homogeneous items ($E$ case); for students in the OU group the computations were based on the 420 parameter values estimated under the assumption of heterogeneous items ($U$ case).

The OU procedure is sensitive to inter-item differences and consequently generates a more effective optimization strategy than the OE procedure. The OE procedure, however, is almost as effective as having the student make his own instructional decisions and far superior to a random presentation scheme. The study reported here is one in a series of experiments dealing with optimal sequencing schemes. It was selected because it is easily described and permits direct comparison between a learner-controlled procedure versus procedures based on a decision-theoretic analysis. For a review of other studies similar to the one reported above see Chiang (1974), Delaney (1973), Laubach (1970), Kimball (1973), Paulson (1973), and Atkinson and Paulson (1972). Some of these studies examine procedures that are more powerful than the ones described here, but they are complicated and difficult to describe without going into mathematical detail. The major improvements involve two factors: (1) methods for estimating the model's parameters during the course of instruction, and (2) more sophisticated ways of interpreting the parameters of the model to take account of both differences among students and differences among items. For example, let $P(i, j)$ be a generic symbol for a parameter vector characterizing student $i$ learning vocabulary item $j$. In these studies $P(i, j)$ is specified as a function of a vector $A(i)$ measuring the ability of student $i$ and a vector $D(j)$
measuring the difficulty of item \( j \). The problem then is to estimate the ability level of each student and the difficulty of each item while the student is running on the program. In a study reported in Atkinson and Paulson (1972), rather dramatic results were obtained using such a procedure. A special feature of the study was that students were run in successive groups, each starting after the prior group had completed the experiment. As would be expected, the overall gains increased from one group to the next. The reason is that for the first group of students the estimates of item difficulty, \( D(j) \), were crude but improved with the accumulation of data from each successive wave of students. Near the end of the study estimates of \( D(j) \) were quite precise and were essentially constants in the system. The only task that remained when a new student came on the system was to estimate \( A(i) \); that is, the parameters characterizing his particular ability level. This study provides an example of an adaptive instructional system that meets both of the requirements stated earlier in this chapter. The sequencing of instruction varies as a function of each student's history record, and over time the system improved in efficiency by using data from previous students to sharpen its estimates of the difficulty of instructional materials.

CONCLUDING REMARKS

The projects described in this chapter have one theme in common, namely, developing computer-controlled procedures for optimizing the instructional process. For several of the instructional tasks considered here, mathematical models of the learning process were formulated which made it possible to use formal methods in deriving optimal policies. In other cases the "optimal schemes" were not optimal in a well-defined sense, but were based on our intuitions about learning and some relevant experiments. In a sense, the diversity represented in these examples corresponds to the state of the art in the field of instructional design. For some tasks we can use psychological theory to help define optimal procedures; for others our intuitions, modified by experiments, must guide the effort. Hopefully, our understanding of these matters will increase as more projects are undertaken to develop sophisticated instructional procedures.

Some have argued that any attempt to devise optimal strategies is doomed to failure, and that the learner is the best judge of appropriate instructional actions. I am not sympathetic to a learner-controlled approach to instruction, because I believe its advocates are trying to avoid the difficult but challenging task of developing a viable theory of instruction. There obviously is a place for the learner's judgments in making instructional decisions; for example, such judgments play an important role in several parts of our BIP course. However, using the learner's judgment as one of several items of information in making instructional decisions is different from proposing that the learner should have complete control. Results presented in this chapter and those cited in Beard,
Lorton, Searle, and Atkinson (1973) indicate that the learner is not a particularly effective decision maker in guiding the learning process.

Elsewhere I have defined the criteria that must be satisfied before an optimal instructional procedure can be derived using formal methods (Atkinson, 1972a). Roughly stated, they require that the following elements of an instructional situation be clearly specified:

1. The set of admissible instructional actions.
2. The instructional objectives.
3. A measurement scale that permits costs to be assigned to each of the instructional actions and payoffs to the achievement of instructional objectives.
4. A model of the learning process.

If these four elements can be given a precise interpretation, then it is usually possible to derive an optimal-instructional policy. The solution for an optimal policy is not guaranteed, but in recent years powerful tools have been developed for discovering optimal, or near optimal, procedures if they exist. I will not discuss these four elements here except to note that the first three can usually be specified with a fair degree of consensus. Issues of short-term versus long-term assessments of costs and payoffs raise important questions regarding educational policy, but at least for the types of instructional situations examined here reasonable specifications can be offered for the first three elements. However, the fourth element—the specification of a model of the learning process—represents a major obstacle. Our theoretical understanding of learning is so limited that only in very special cases can a model be specified in enough detail to enable the derivation of optimal procedures. Until we have a much deeper understanding of the learning process, the identification of truly effective strategies will not be possible. However, an all-inclusive theory of learning is not a prerequisite for the development of optimal procedures. What is needed is a model that captures the essential features of that part of the learning process being tapped by a given instructional task. Even models that have been rejected on the basis of laboratory investigations may be useful in deriving instructional strategies. Several of the learning models considered in this chapter have proven unsatisfactory when tested in the laboratory and evaluated using standard goodness-of-fit criteria; nevertheless, the optimal strategies they generate are often quite effective. My own preference is to formulate as complete a learning model as intuition and data will permit and then use that model to investigate optimal procedures. When possible the learning model should be represented in the form of mathematical equations, but otherwise as a set of statements in a computer-simulation program. The main point is that the development of a theory of instruction cannot progress if one holds the view that a comprehensive theory of learning is a prerequisite. Rather, advances in learning theory will affect the development of a theory of instruction, and conversely the develop-
development of a theory of instruction will influence the direction of research on learning.
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COMPUTERIZED INSTRUCTION AND THE LEARNING PROCESS

RICHARD C. ATKINSON
Stanford University

In recent years there has been a tremendous number of articles and news releases dealing with computer-assisted instruction, or as it has been abbreviated, CAI. One might conjecture that this proliferation is an indicator of rapid progress in the field. Unfortunately, I doubt that it is. A few of the reports about CAI are based on substantial experience and research, but the majority are vague speculations and conjectures with little if any data or real experience to back them up. I do not want to denigrate the role of speculation and conjecture in a newly developing area like CAI. However, of late it seems to have produced little more than a repetition of ideas that were exciting in the 1950s but, in the absence of new research, are simply well-worn cliches in the late 1960s.

These remarks should not be misinterpreted. Important and significant research on CAI is being carried on in many laboratories around the country, but certainly not as much as one is led to believe by the attendant publicity. The problem for someone trying to evaluate developments in the field is to distinguish between those reports that are based on fact and those that are disguised forms of science fiction. In my paper, I shall try to stay very close to data and actual experience. My claims will be less grand than many that have been made for CAI, but they will be based on a substantial research effort.

In 1964 Patrick Suppes and I initiated a project under a grant from the Office of Education to develop and implement a CAI program in initial reading and mathematics. Because of our particular research interests, Suppes has taken responsibility for the mathematics curriculum and I have been responsible for the initial reading program. At the beginning of the project, two major hurdles had to be overcome. There was no lesson material in either mathematics or reading suitable for CAI, and an integrated CAI system had not yet been designed and produced by a single manufacturer. The development of the curricula and the development of the system have been carried out as a parallel effort over the last 3 years with each having a decided influence on the other.

Today I would like to report on the progress of the reading program with particular reference to the past school year when for the first time a sizable group of students received a major portion of their daily reading instruction under computer control. The first year's operation must be considered essentially as an extended debugging of both the computer system and the curriculum materials. Nevertheless, some interesting comments can be made on the basis of this experience regarding both the feasibility of CAI and the impact of such instruction on the overall learning process.

Before describing the Stanford Project, a few general remarks may help place it in perspective. Three levels of CAI can be defined. Discrimination between levels is based not on hardware considerations, but principally on the complexity and sophistication of the student-system interaction. An advanced student-system interaction may be achieved with a simple teletype terminal, and the most primitive interaction may require some highly sophisticated computer programming and elaborate student terminal devices.

At the simplest interactional level are those systems that present a fixed, linear sequence of problems. Student errors may be corrected in a variety of ways, but no real-time decisions are made for modifying the flow of instructional material as a function of the student's response history. Such systems have been termed "drill-and-practice" systems and at Stanford University are exemplified by a series of fourth-, fifth-, and sixth-grade programs in arithmetic and language arts that are designed to supplement classroom instruction. These particular programs are being used in several different areas of California and also in Kentucky and Mississippi, all under control of one central

3 Invited address presented at the meeting of the Division of Educational Psychology, American Psychological Association, Washington, D. C., September 1967.
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computer located at Stanford University. Currently as many as 2,000 students are being run per day; it requires little imagination to see how such a system could be extended to cover the entire country. Unfortunately, I do not have time to discuss these drill-and-practice programs in this paper, but there are several recent reports describing the research (Fishman, Keller, & Atkinson, 1968; Suppes, 1966; Suppes, Jerman, & Groen, 1966).

At the other extreme of our scale characterizing student-system interactions are “dialogue” programs. Such programs are under investigation at several universities and industrial concerns, but to date progress has been extremely limited. The goal of the dialogue approach is to provide the richest possible student-system interaction where the student is free to construct natural-language responses, ask questions in an unrestricted mode, and in general exercise almost complete control over the sequence of learning events.

“Tutorial” programs lie between the above extremes of student-system interaction. Tutorial programs have the capability for real-time decision making and instructional branching contingent on a single response or on some subset of the student’s response history. Such programs allow students to follow separate and diverse paths through the curriculum based on their particular performance records. The probability is high in a tutorial program that no two students will encounter exactly the same sequence of lesson materials. However, student responses are greatly restricted since they must be chosen from a prescribed set of responses, or constructed in such a manner that a relatively simple text analysis will be sufficient for their evaluation. The CAI Reading Program is tutorial in nature, and it is this level of student-interaction that will be discussed today.

**The Stanford CAI System**

The Stanford Tutorial System was developed under a contract between the University and the IBM Corporation. Subsequent developments by IBM of the basic system have led to what has been designated the IBM-1500 Instructional System which should soon be commercially available. The basic system consists of a central process computer with accompanying disc-storage units, proctor stations, and an interface to 16 student terminals. The central process computer acts as an intermediary between each student and his particular course material which is stored in one of the disc-storage units. A student terminal consists of a picture projector, a cathode ray tube (CRT), a light pen, a modified typewriter keyboard, and an audio system which can play pre-recorded messages (see Figure 1).

The CRT is essentially a television screen on which alpha-numeric characters and a limited set of graphics (i.e., simple line drawings) can be generated under computer control. The film projector is a rear-view projection device which permits us to display still pictures in black and white or color. Each film strip is stored in a self-threading cartridge and contains over 1,000 images which may be accessed very quickly under computer control. The student receives audio messages via a high-speed device capable of selecting any number of messages varying in length from a few seconds to over 15 minutes. The audio messages are stored in tape cartridges which contain approximately 2 hours of messages and, like the film cartridge, may be changed very quickly. To gain the student's attention, an arrow can be placed at any point on the CRT and moved in synchronization with an audio message to emphasize given words or phrases, much like the “bouncing ball” in a singing cartoon.
The major response device used in the reading program is the light pen, which is simply a light-sensitive probe. When the light pen is placed on the CRT, coordinates of the position touched are sensed as a response and recorded by the computer. Responses may also be entered into the system through the typewriter keyboard. However, only limited use has been made of this response mode in the reading program. This is not to minimize the value of keyboard responses, but rather to admit that we have not as yet addressed ourselves to the problem of teaching first-grade children to handle a typewriter keyboard.

The CAI System controls the flow of information and the input of student responses according to the instructional logic built into the curriculum materials. The sequence of events is roughly as follows: The computer assembles the necessary commands for a given instructional sequence from a disc-storage unit. The commands involve directions to the terminal device to display a given sequence of symbols on the CRT, to present a particular image on the film projector, and to play a specific audio message. After the appropriate visual and auditory materials have been presented, a "ready" signal indicates to the student that a response is expected. Once a response has been entered, it is evaluated and, on the basis of this evaluation and the student’s past history, the computer makes a decision as to what materials will subsequently be presented. The time-sharing nature of the system allows us to handle 16 students simultaneously and to cycle through these evaluative steps so rapidly that from a student’s viewpoint it appears that he is getting immediate attention from the computer whenever he inputs a response.

THE CAI READING CURRICULUM

The flexibility offered by this computer system is of value only if the curriculum materials make sense both in terms of the logical organization of the subject matter and the psychology of the learning processes involved. Time does not permit a detailed discussion of the rationale behind the curriculum that we have developed. Let me simply say that our approach to initial reading can be characterized as applied psycholinguistics. Hypotheses about the reading process and the nature of learning to read have been formulated on the basis of linguistic information, observations of language use, and an analysis of the function of the written code. These hypotheses have been tested in a series of pilot studies structured to simulate actual teaching situations. On the basis of these experimental findings, the hypotheses have been modified, retested, and ultimately incorporated into the curriculum as principles dictating the format and flow of the instructional sequence. Of course, this statement is somewhat of an idealization, since very little curriculum material can be said to have been the perfect end product of rigorous empirical evaluation. We would claim, however, that the fundamental tenets of the Stanford reading program have been formulated and modified on the basis of considerable empirical evidence. It seems probable that these will be further modified as more data accumulate.

The introduction of new words from one level of the curriculum to the next is dictated by a number of principles (Rodgers, 1967). These principles are specified in terms of a basic unit that we have called the vocatic center group (VCG). The VCG in English is defined as a vowel nucleus with zero to three preceding and zero to four following consonants. The sequencing of new vocabulary is determined by the length of the VCG units, and the regularity of the orthographic and phonological correspondences. Typical of the principles are the following:

1. VCG sets containing single consonant elements are introduced before those containing consonant clusters (tap and rap before trap).
2. VCG sets containing initial consonant clusters are introduced before those containing final consonant clusters (stop before post).
3. VCG sets containing check (short) vowels are introduced before those containing long vowel (met and mat before meat or mate).
4. Single VCG sequences are introduced before multiple VCG sequences (mat before matter, stut before stutter).

More detailed rules are required to determine the order for introducing specific vowels and consonants within a VCG pattern, and for introducing specific VCG patterns in polysyllabic words. These rules frequently represented a compromise between linguistic factors, pattern productivity, item frequency, and textual “usefulness,” in that order of significance.
The instructional materials are divided into eight levels each composed of about 32 lessons. The lessons are designed so that the average student will complete one in approximately 30 minutes, but this can vary greatly with the fast student finishing much sooner and the slow student sometimes taking 2 hours or more if he hits most of the remedial material. Within a lesson, the various instructional tasks can be divided into three broad areas: (a) decoding skills, (b) comprehension skills, (c) games and other motivational devices. Decoding skills involve such tasks as letter and letter-string identification, word list learning, phonic drills, and related types of activities. Comprehension involves such tasks as having the computer read to the child or having the child himself read sentences, paragraphs, or complete stories about which he is then asked a series of questions. The questions deal with the direct recall of facts, generalizations about main ideas in the story, and inferential questions which require the child to relate information presented in the story to his own experience. Finally, many different types of games are sequenced into the lessons primarily to encourage continued attention to the materials. The games are similar to those played in the classroom and are structured to evaluate the developing reading skills of the child.

Matrix construction. To illustrate the instructional materials focusing on decoding skills let me describe a task that we have called matrix "construction." This task provides practice in learning to associate orthographically similar sequences with appropriate rhyme and alliteration patterns. Rhyming patterns are presented in the columns of the matrix, and alliteration patterns are presented in the rows of the matrix as indicated in Figure 4.

The matrix is constructed one cell at a time. The initial consonant of a CVC word is termed the initial unit, and the vowel and the final consonant are termed the final unit. The intersection of an initial unit row and a final unit column determines the entry in any cell.

The problem format for the construction of each cell is divided into four parts: Parts A and D are standard instructional sections and Parts B and C are remedial sections. The flow diagram in Figure 2 indicates that remedial Parts B and C are branches from Part A and may be presented independently or in combination.

To see how this goes, let us consider the example illustrated in Figure 3. The student first sees on the CRT the empty cell with its associated initial and final units and an array of response choices. He hears the audio message indicated by response request I (RR 1) in Part A of Figure 3. If the student makes the correct response (CA) (i.e., touches rau with his light pen), he proceeds to Part D where he sees the word written in the cell and receives one additional practice trial.

In the initial presentation in Part A, the array of multiple-choice responses is designed to identify three possible types of errors:

1. The initial unit is correct, but the final unit is not.
2. The final unit is correct, but the initial unit is not.
3. Neither the initial unit nor the final unit is correctly identified.

If, in Part A, the student responds with \textit{Jan} he is branched to remedial Part B where attention is focused on the initial unit of the cell. If a correct response is made in Part B, the student is returned to Part A for a second attempt. If an incorrect response (WA) is made in Part B, an arrow is displayed on the CRT to indicate the correct response, which the student is then asked to touch.

If, in Part A, the student responds with \textit{rat}, he is branched to remedial Part C where additional instruction is given on the final unit of the cell.

---

\textsuperscript{2} For a detailed account of the curriculum materials see Wilson and Atkinson (1967) and Rodgers (1967). See also Atkinson and Hansen (1966) and Hansen and Rodgers (1965).
The procedure in Part C is similar to Part B. However, it should be noted that in the remedial instruction the initial letter is never pronounced (Part B), whereas the final unit is always pronounced (Part C). If, in Part A, the student responds with bat, then he has made an error on both the initial and final unit and is branched through both Part B and Part C.

When the student returns to Part A after completing a remedial section, a correct response will advance him to Part D as indicated. If a wrong answer response is made on the second pass, an arrow is placed beside the correct response area and held there until a correct response is made. If the next response is still an error, a message is sent to the proctor and the sequence is repeated from the beginning.

When a student has made a correct response on Parts A and D, he is advanced to the next word cell of the matrix which has a problem format and sequence identical to that just described. The individual cell building is continued block by block until the matrix is complete. The upper left-hand panel of Figure 4 indicates the CRT display for adding the next cell in our example. The order in which row and column cells are added is essentially random.

When the matrix is complete, the entries are reordered and a criterion test is given over all cell entries. The test involves displaying the full matrix with complete cell entries as indicated in the lower left-hand panel of Figure 4. Randomized requests are made to the student to identify cell entries. Since the first pass through the full matrix is viewed as a criterion test, no reinforcement is given. Errors are categorized as initial, final, and other; if the percentage of total errors on the criterion test exceeds a predetermined value, then remedial exercises are provided of the type shown in the two right-hand panels of Figure 4. If all the errors are recorded in one category (initial or final), only the remedial material appropriate to that category is presented. If the errors are distributed over both categories, then both types of remedial material are presented. After working through one or both of the remedial sections, the student is branched back for a second pass through the criterion matrix. The second pass is a teaching trial as opposed to the initial test cycle; the student proceeds with the standard correction and optimization routines.

An analysis of performance on the matrix task is still incomplete, but some preliminary results are available. On the initial pass (Part A) our students were correct about 45% of the time; however, when an error did occur, 21% of the time it in-
volved only the final unit, 53% of the time only the initial unit, and 26% of the time both initial and final units. The pattern of performances changed markedly on the first pass through the criterion test. Here the subject was correct about 65% of the time when an error occurred, 32% of the time it involved only the final unit, 33% of the time only the initial unit, and 35% of the time both units. Thus performance showed a significant improvement from Part A to the criterion test; equally important, initial errors were more than twice as frequent as final errors in Part A, but were virtually equal on the criterion test.

The matrix exercise is a good example of the material used in the curriculum to teaching decoding skills. We now consider two examples ("form class" and "inquiries") of tasks that are designed to teach comprehension skills.

Form class. Comprehension of a sentence involves an understanding of English syntax. One behavioral manifestation of a child's syntactic sophistication is his ability to group words into appropriate form classes. This task provides lesson materials that teach the form-class characteristics of the words just presented in the matrix section of a lesson. The following type of problem is presented to the student (the material in the box is displayed on the CRT and below are audio messages; the child answers by appropriately placing his light pen on the CRT):

```
Dan saw the tan hat.
```

Only one of the words in the column will make sense in the sentence. Touch and say the word that belongs in the sentence.

CA: Yes, Dan saw the tan hat. Do the next one.
WA: No, tan is the word that makes sense. Dan saw the tan hat. Touch and say tan. (An arrow then appears above tan.)

The sentence is composed of words that are in the reading vocabulary of the student (i.e., they have been presented in previous or current lessons). The response set includes a word which is of the correct form class but is semantically inappropriate, two words that are of the wrong form class, and the correct word. A controlled variety of sentence types is employed, and the answer sets are distributed over all syntactic slots within each sentence type. Responses are categorized in rather broad terms as nouns, verbs, modifiers, and other.
The response data can be examined for systematic errors over a large number of items. Examples of the kinds of questions that can be asked are: (a) Are errors for various form classes in various sentence positions similarly distributed? (b) How are response latencies affected by the syntactic and serial position of the response set within the sentence? Answers to these and other questions should provide information that will permit more systematic study of the relationship of sentence structure to reading instruction.

**Inquiries.** Individual words in sentences may constitute unique and conversationally correct answers to questions. These questions take the interrogative "Who .......? What .......? How .......?" etc. The ability to select the word in a sentence that uniquely answers one of these questions demonstrates one form of reading comprehension. The inquiry exercises constitute an assessment of this reading comprehension ability. In the following example, the sentence "John hit the ball" is displayed on the CRT accompanied by these audio messages:

Touch and say the word that answers the question.

**RR 1** Who hit the ball?
**CA:** Yes, the word "John" tells us who hit the ball.
**WA:** No, John tells us who hit the ball. Touch and say John. (An arrow then appears on the CRT above John.)

**RR 2** What did John hit?
**CA:** Yes, the word "ball" tells us what John hit.
**WA:** No, ball tells us what John hit. Touch and say ball. (An arrow then appears above ball.)

As in the form-class section, each sentence is composed of words from the student's reading vocabulary. A wide variety of sentence structures is utilized, beginning with simple subject-verb-object sentences and progressing to structures of increasing complexity. Data from this task bear on several hypotheses about comprehension. If comprehension is equated with a correct response to an inquiry question, then the following statements are verified by our data: (a) Items for which the correct answer is in the medial position of the sentence are more difficult to comprehend than items in the initial or final positions; final position items are easier to comprehend than items in the initial position. (b) Items for which the correct answer is an adjective are more difficult to comprehend than items in which the correct answer is a noun or verb; similarly nouns are more difficult than verbs.

(c) Longer sentences, measured by word length, are more difficult to comprehend than shorter sentences.

These are only a few examples of the types of tasks used in the reading curriculum, but they indicate the nature of the student-system interaction. What is not illustrated by these examples is the potential for long-term optimization policies based on an extended response history from the subject. We shall return to this topic later.

**PROBLEMS IN IMPLEMENTING THE CURRICULUM**

Before turning to the data from last year's run, let me consider briefly the problem of translating the curriculum materials into a language that can be understood by the computer. The particular computer language we use is called Coursewriter II, a language which was developed by IBM in close collaboration with Stanford. A coded lesson is a series of Coursewriter II commands which causes the computer to display and manipulate text on the CRT, position and display film in the projector, position and play audio messages, accept and evaluate keyboard and lightpen responses, update the performance record of each student, and implement the branching logic of the lesson flow by means of manipulating and referencing a set of switches and counters. A typical lesson in the reading program, which takes the average student

**TABLE 1**

<table>
<thead>
<tr>
<th>Audio Script and Film Chips with Hypothetical Addresses</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Address</strong></td>
</tr>
<tr>
<td>Audio information</td>
</tr>
<tr>
<td>A01</td>
</tr>
<tr>
<td>A02</td>
</tr>
<tr>
<td>A03</td>
</tr>
<tr>
<td>A04</td>
</tr>
<tr>
<td>A05</td>
</tr>
<tr>
<td>A06</td>
</tr>
<tr>
<td>A07</td>
</tr>
<tr>
<td>Film strip</td>
</tr>
<tr>
<td>F01</td>
</tr>
<tr>
<td>F02</td>
</tr>
<tr>
<td>Commands</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>LD 0/S1</td>
</tr>
<tr>
<td>FP F01</td>
</tr>
<tr>
<td>DT 5,18/bat/</td>
</tr>
<tr>
<td>DT 7,18/bag/</td>
</tr>
<tr>
<td>DT 9,18/rat/</td>
</tr>
<tr>
<td>AUP A01</td>
</tr>
<tr>
<td>LL EP 30/A5C1</td>
</tr>
<tr>
<td>AD 1/C4</td>
</tr>
<tr>
<td>LD 1/S1</td>
</tr>
<tr>
<td>AUP A04</td>
</tr>
<tr>
<td>DT 7,16/-/</td>
</tr>
<tr>
<td>BR LL</td>
</tr>
<tr>
<td>CA 1,7,3,18/C1</td>
</tr>
<tr>
<td>BR L2/S1/1</td>
</tr>
<tr>
<td>AD 1/C1</td>
</tr>
<tr>
<td>L2 AUP A02</td>
</tr>
<tr>
<td>WA 1,5,3,18/W1</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Commands</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD 1/C2</td>
<td>Adds one to the defined wrong answer counter (C2).</td>
</tr>
<tr>
<td>L3 LD 1/S1</td>
<td>Loads one into the error switch (S1).</td>
</tr>
<tr>
<td>AUP A03</td>
<td>Plays message A03. &quot;No.&quot;</td>
</tr>
<tr>
<td>AUP A04</td>
<td>Plays message A04. &quot;The word that goes with the picture is bag. Touch and say bag.&quot;</td>
</tr>
<tr>
<td>DT 7,16/1</td>
<td>Displays arrow on line 7, column 16.</td>
</tr>
<tr>
<td>UN</td>
<td>Undefined Wrong Answer: If machine reaches this point in the program, the student has made neither a correct nor a defined wrong answer.</td>
</tr>
<tr>
<td>AD 1/C3</td>
<td>Adds one to the undefined answer counter (C3).</td>
</tr>
<tr>
<td>BR L3</td>
<td>Branches to command labeled L3. (The same thing should be done for both UN and WA answers. This branch saves repeating the commands from L3 down to UN.)</td>
</tr>
<tr>
<td>FR</td>
<td>Prepares the machine for next problem.</td>
</tr>
<tr>
<td>LD 0/S1</td>
<td>These commands prepare the display for the 2nd problem. Notice the new film position and new words displayed. The student was told to &quot;do the next one&quot; when he finished the last problem so he needs no audio message to begin this.</td>
</tr>
<tr>
<td>FP F02</td>
<td></td>
</tr>
<tr>
<td>DT 5,1B/cart/</td>
<td></td>
</tr>
<tr>
<td>DT 7,10/cart/</td>
<td></td>
</tr>
<tr>
<td>DT 9,1B/hard/</td>
<td></td>
</tr>
<tr>
<td>L4 EP 30/ABCD2</td>
<td>Light-pen is activated.</td>
</tr>
<tr>
<td>AD 1/C4</td>
<td>These commands are done only if no response is made in the time limit of 30 seconds. Otherwise the machine skips to the CA command.</td>
</tr>
<tr>
<td>LD 1/S1</td>
<td></td>
</tr>
<tr>
<td>AUP A07</td>
<td></td>
</tr>
<tr>
<td>DT 5,16/1</td>
<td></td>
</tr>
<tr>
<td>BR L4</td>
<td></td>
</tr>
<tr>
<td>CA 1,5,1B/C2</td>
<td>Compares response with correct answer area.</td>
</tr>
<tr>
<td>BR L5/S1/1</td>
<td>Adds one to the initial correct answer counter unless the error switch (S1) shows that an error has been made for this problem.</td>
</tr>
<tr>
<td>AD 1/C1</td>
<td>The student is told he is correct and goes on to the next problem. These commands are executed only if a correct answer has been made.</td>
</tr>
<tr>
<td>L5 AUP A05</td>
<td></td>
</tr>
<tr>
<td>WA 1,7,1B/W3</td>
<td>Compare response with defined wrong answer.</td>
</tr>
<tr>
<td>WA 1,9,1B/W4</td>
<td></td>
</tr>
<tr>
<td>AD 1/C2</td>
<td>Adds one to the defined wrong answer area and the error switch (S1) is loaded with one to show that an error has been made on this problem. The student is told he is wrong and shown the correct answer and asked to touch it. These commands are executed only if a defined wrong answer has been made.</td>
</tr>
<tr>
<td>L6 LD 1/S1</td>
<td></td>
</tr>
<tr>
<td>AUP A06</td>
<td></td>
</tr>
<tr>
<td>AUP A07</td>
<td></td>
</tr>
<tr>
<td>DT 5,16/1</td>
<td></td>
</tr>
<tr>
<td>UN</td>
<td>An undefined response has been made if the machine reaches this command.</td>
</tr>
<tr>
<td>AD 1/C3</td>
<td>Adds one to the undefined answer counter and we branch up to give the same audio, etc. as is given for the defined wrong answer.</td>
</tr>
<tr>
<td>BR L6</td>
<td></td>
</tr>
</tbody>
</table>

About 30 minutes to complete, requires in excess of 9,000 coursewriter commands for its execution.

A simple example will give you some feeling for the coding problem. The example is from a task designed to teach both letter discrimination and the meaning of words. A picture illustrating the word being taught is presented on the projector screen. Three words, including the word illustrated, are presented on the CRT. A message is played on the audio asking the child to touch the word on the CRT that matches the picture on the film projector. The student can then make his response using the light pen. If he makes no response within the specified time limit of 30 seconds, he is told the correct answer, an arrow points to it, and he is asked to touch it. If he makes a response
within the time limit, the point that he touches is compared by the computer with the correct-answer area. If he places the light pen within the correct area, he is told that he was correct and goes on to the next problem. If the response was not in the correct area, it is compared with the area defined as a wrong answer. If his response is within this area, he is told that it is wrong, given the correct answer, and asked to touch it. If his initial response was neither in the anticipated wrong-answer area nor in the correct-answer area, then the student has made an undefined answer. He is given the same message that he would have heard had he touched a defined wrong answer; however, the response is recorded on the data record as undefined. The student tries again until he makes the correct response; he then goes on to the next problem.

To prepare an instructional sequence of this sort, the programmer must write a detailed list of commands for the computer. He must also record on an audio tape all the messages the student might hear during the lesson in approximately the order in which they will occur. Each audio message has an address on the tape and will be called for and played when appropriate. Similarly a film strip is prepared with one frame for each picture required in the lesson. Each frame has an address and can be called for in any order.

Table 1 shows the audio messages and film pictures required for two sample problems along with the hypothetical addresses on the audio tape and film strip. Listed in Table 2 are the computer commands required to present two examples of the problems described above, analyze the student’s responses, and record his data record. The left column in the table lists the actual computer commands, and the right column provides an explanation of each command.

While a student is on the system, he may complete as many as 5 to 10 problems of this type per minute. Obviously, if all of the instructional material has to be coded in this detail the task would be virtually impossible. Fortunately, there are ways of simplifying coding procedure if parts of the instructional materials are alike in format and differ only in certain specified ways. For example, the two problems presented in Table 2 differ only in (a) the film display, (b) the words on the CRT, (c) the problem identifier, (d) the three audio addresses, (e) the row display of the arrow, (f) the correct answer area, and (g) the correct answer identifier. This string of code can be defined once, given a two-letter name, and used later by giving a one-line macro command.

The use of macros cuts down greatly the effort required to present many different but basically similar problems. For example, the two problems presented in Table 2 can be rewritten in macro format using only two lines of code: Problem 1: CM F01 A01 A02 A03 1,7,3,18 C1; Problem 2: CM F02 F03 A07 A05 A06 1,5,4,18 C2. The command to call a macro is CM, and F0W is an arbitrary two-character code for the macro involving a picture-to-word match. Notice that in Problem 2 there is no introductory audio message; the “||” indicates that this parameter is not to be filled in.

The macro capability of the source language has two distinct advantages over code written command by command. The first is ease and speed of coding. The call of one macro is obviously easier than writing the comparable string of code. The second advantage is increase in accuracy. Not only are coding errors drastically curtailed, but if the macro is defective or needs to be changed, every occurrence of it in the lesson coding can be corrected by modifying the original macro; in general, the code can stay as it is. The more-standard the various problem formats, the more valuable the macro capability becomes. Apart from a few non-standard introductory audio messages and display items, approximately 95% of the reading curriculum has been programmed using about 110 basic macros.

The macro command feature of the language has significant implications for psychological research. By simply changing a few commands in a particular macro, one can alter the flow of the teaching sequence whenever that macro is called in the program. Thus, the logic of an instructional sequence that occurs thousands of times in the reading curriculum can be redesigned by adding or modifying a few lines of code in a given macro. If, for example, we wanted to change the timing relations, the type of feedback, or characteristics of the CRT display in the task described above, it would require only a few lines of code in the PW macro and would not necessitate making changes at every point in the curriculum where the picture-to-word exercise occurred. Thus, a range of experimental
manipulations can be carried out using the same basic program and display materials, and requiring changes only in the command structure of the macros.

As indicated in Table 2, a bank of switches and counters is defined in the computer and can be used to keep a running record on each student. There is a sufficient number of these registers so that quite sophisticated schemes of optimization and accompanying branching are possible. Thus, one is in a position to present a series of words and to optimize the number of correct responses to some stipulated criteria, for example, five consecutive correct responses for each of the words. Or one can select from an array of phrases choosing those phrases for presentation that have the greatest number of previous errors. As a consequence of these decisions, each student pursues a fundamentally different path through the reading materials.

Some Results from the First Year of Operation

The Stanford CAI Project is being conducted at the Brentwood School in the Ravenswood School District (East Palo Alto, California). There were several reasons for selecting this school. It had sufficient population to provide a sample of well over 100 first-grade students. The students were primarily from “culturally disadvantaged” homes. And the past performance of the school’s principal and faculty had demonstrated a willingness to undertake educational innovations.

Computerized instruction began in November of 1966 with half of the first-grade students taking reading via CAI and the other half, which functioned as a control group, being taught reading by a teacher in the classroom. The children in the control group were not left out of the project, for they took mathematics from the CAI system instead. The full analysis of the student data is a tremendous task which is still underway. However, a few general results have already been tabulated that provide some measure of the program’s success.

Within the lesson material there is a central core of problems which we have termed main-line problems. These are problems over which each student must exhibit mastery in one form or another. Main-line problems may be branched around by successfully passing certain screening tests, or they may be met and successfully solved; they may be met with incorrect responses, in which case the student is branched to remedial material. The first year of the project ended with a difference between the fastest and slowest student of over 4,000 main-line problems completed. The cumulative response curves for the fastest, median, and slowest students are given in Figure 5. Also of interest is the rate of progress during the course of the year. Figure 6 presents the cumulative number of problems completed per hour on a month-by-month basis again for the fastest, median, and slowest student. It is interesting to note that the rate measure was essentially constant over time for increase for the fast student.

From the standpoint of both the total number of problems completed during the year and rate of progress, it appears that the CAI curriculum is responsive to individual differences. The differences noted above must not be confused with a variation in rate of response. The difference in response rate among students was very small. The average response rate was approximately four per
minute and was not correlated with a student's rate of progress through the curriculum. The differences in total number of main-line problems completed can be accounted for by the amount of remedial material, the optimization routines, and the number of accelerations for the different students.

It has been a common finding that girls generally acquire reading skills more rapidly than boys. The sex differences in reading performance have been attributed, at least in part, to the social organization of the classroom and to the value and reward structures of the predominantly female primary grade teachers. It has also been argued on developmental grounds that first-grade girls are more facile in visual memorization than boys of the same age, and that this facility aids the girls in the sight-word method of vocabulary acquisition commonly used in basal readers. If these two arguments are correct, then one would expect that placing students in a CAI environment and using a curriculum which emphasizes analytic skills, as opposed to rote memorization, would minimize sex differences in reading. In order to test this hypothesis, the rate of progress scores were statistically evaluated for sex effects. The result, which was rather surprising, is that there was no difference between male and female students in rate of progress through the CAI curriculum.

Sex differences however might be a factor in accuracy of performance. To test this notion the final accuracy scores on four standard problem types were examined. The four problem types, which are representative of the entire curriculum, were Letter Identification, Word List Learning, Matrix Construction, and Sentence Comprehension. On these four tasks, the only difference between boys and girls that was statistically significant at the .05 level was for word-list learning. These results, while by no means definitive, do lend support to the notion that when students are removed from the normal classroom environment and placed on a CAI program, boys perform as well as girls in overall rate of progress. The results also suggest that in a CAI environment the sex difference is minimized in proportion to the emphasis on analysis rather than rote memorization in the learning task. The one problem type where the girls achieved significantly higher scores than the boys, word-list learning, is essentially a paired-associate learning task.

As noted earlier, the first graders in our school were divided into two groups. Half of them received reading instruction from the CAI system; the other half did not (they received mathematics instruction instead). Both groups were tested extensively using conventional instruments before the project began and again near the end of the school year. The two groups were not significantly different at the start of the year. Table 3 presents the results for some of the tests that were administered at the end of the year. As inspection of the table will show, the group that received reading instruction via CAI performed significantly better on all of the posttests except for the comprehension subtest of the California Achievement Test. These results are most encouraging. Further, it should

<table>
<thead>
<tr>
<th>Test</th>
<th>Experimental</th>
<th>Control</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>California Achievement Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vocabulary</td>
<td>45.91</td>
<td>38.10</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Comprehension</td>
<td>41.15</td>
<td>40.62</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>45.63</td>
<td>39.61</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Hartley Reading Test</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Form class</td>
<td>11.22</td>
<td>9.90</td>
<td>&lt; .05</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>19.68</td>
<td>17.05</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Phonetic discrimination</td>
<td>30.88</td>
<td>25.15</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Pronunciation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsense word</td>
<td>6.03</td>
<td>2.30</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Word</td>
<td>9.95</td>
<td>5.95</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Recognition</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsense word</td>
<td>18.93</td>
<td>15.25</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Word</td>
<td>19.61</td>
<td>16.60</td>
<td>&lt; .01</td>
</tr>
</tbody>
</table>
be noted that at least some of the factors that might result in a "Hawthorne phenomenon" are not present here; the "control" group was exposed to CAI experience in their mathematics instruction. While that may leave room for some effects in their reading, it does remove the chief objection, since these students also had reason to feel that special attention was being given to them. It is of interest to note that the average Stanford-Binet IQ score for these students (both experimental and control) is 89.  

Owing to systems and hardware difficulties, our program was not in full operation until late in November of 1966. Initially, students were given a relatively brief period of time per day on the terminals. This period was increased to 20 minutes after the first 6 weeks; in the last month we allowed students to stay on the terminal 30 to 35 minutes. We wished to find out how well first-grade students would adapt to such long periods of time. They adapt quite well, and next year we plan to use 30-minute periods for all students throughout the year. This may seem like a long session for a first-grader, but our observations suggest that their span of attention is well over a half hour if the instructional sequence is truly responsive to their response inputs. This year's students had a relatively small number of total hours on the system. We hope that by beginning in the early fall and using half-hour periods, we will be able to give each student at least 80 to 90 hours on the terminals next year.

I do not have time to discuss the social-psychological effects of introducing CAI into an actual school setting. However, systematic observations have been made by a trained clinical psychologist, and a report is being prepared. To preview this report, it is fair to say that the students, teachers, and parents were quite favorable to the program.

Nor will time permit a detailed account of the various optimization routines used in the reading curriculum. But since this topic is a major focus of our research effort, it requires some discussion here. As noted earlier, the curriculum incorporates an array of screening and sequencing procedures designed to optimize learning: These optimization schemes vary in terms of the range of curriculum included, and it has been convenient to classify them as either short- or long-term procedures. Short-term procedures refer to decision rules that are applicable to specific problem formats and utilize the very recent response history of a subject to determine what instructional materials to present next. Long-term optimization procedures are applicable to diverse units of the curriculum and utilize a summarized form of the subject's complete response record to specify his future path through major instructional units.

As an example of a short-term optimization procedure, consider one that follows directly from a learning theoretic analysis of the reading task involved (Green & Atkinson, 1966). Suppose that a list of $m$ words is to be taught to the child, and it has been decided that instruction is to be carried out using the picture-to-word format described earlier. In essence, this problem format involves a series of discrete trials, where on each trial a picture illustrating the word being taught is presented on the projector screen and three words (including the word illustrated) are presented on the CRT. The student makes a response from among these words, and the trial is terminated by telling him the correct answer. If $x$ trials are allocated for this type of instruction (where $x$ is much larger than $m$), how should they be used to maximize the amount of learning that will take place? Should the $m$ items be presented an equal number of times and distributed randomly over the $x$ trials, or are there other strategies that take account of idiosyncratic features of a given subject's response record? If it is assumed that the learning process for this task is adequately described by the one-element model of stimulus sampling theory, and there is evidence that this is the case, then the optimal presentation strategy can be prescribed. The optimal strategy is initiated by presenting the $m$ items in any order on the first $m$ trials, and a continuation of this strategy is optimal over the remaining $x - m$ trials if, and only if, it conforms to the following rules:

1. For every item, set the count at 0 at the beginning of trial $m + 1$.
2. Present an item at a given trial if, and only if, its count is least among the counts for all items at the beginning of the trial.
3. If several items are eligible under Rule 2, select from these the item that has the smallest number of presentations; if several items are still eligible, select with equal probability from this set.

---

$^3$ More details on these and other analyses may be found in Atkinson (1967) and Wilson and Atkinson (1967).
4. Following a trial, increase the count for presented items by 1 if the subject’s response was correct, but set it at 0 if the response was incorrect.

Even though these decision rules are fairly simple, they would be difficult to implement without the aid of a computer. Data from this year’s experiment establish that the above strategy is better than one that presents the items equally often in a fixed order.

This is only one example of the type of short-term optimization strategies that are used in the reading curriculum. Some of the other schemes are more complex, involving the application of dynamic programming principles (Groen & Atkinson, 1966), and use information not only about the response history but also the speed of responding. In some cases the optimization schemes can be derived directly from mathematical models of the learning process, whereas others are not tied to theoretical analyses but are based on intuitive considerations that seem promising.4

Even if short-term optimization strategies can be devised which are effective, a total reading curriculum that is optimal still has not been achieved. It is, of course, possible to optimize performance on each unit of the curriculum while, at the same time, sequencing through the units in an order that is not particularly efficient for learning. The most significant aspect of curriculum development is with regard to long-term optimization procedures, where the subject’s total response history can be used to determine the best order for branching through major instructional units and also the proper balance between drill and tutorial activities. It seems clear that no theory of instruction is likely to use all the information we have on a student to make instructional decisions from one moment to the next. Even for the most sophisticated long-term schemes, only a sample of the subject’s history is going to be useful. In general, the problem of deciding on an appropriate sample of the history is similar to the problem of finding an observable statistic that provides a good estimate of a population parameter. The observable history sample may be regarded as an estimate of the student’s state of learning. A desirable property for such a

4 The learning models and optimization methods that underlie much of the reading curriculum are discussed in Atkinson and Shiffrin (1968), Groen and Atkinson (1966), Rodgers (1967), and Wilson and Atkinson (1967).

history sample would be for it to summarize all information concerning the current learning state of the student so that no elaboration of the history would provide additional information. In the theory of statistical inference, a statistic with an analogous property is called a sufficient statistic. Hence, it seems appropriate to call an observable sample history with this property a “sufficient history.”

In the present version of the reading curriculum, several long-term optimization procedures have been introduced with appropriate sufficient histories. As yet, the theoretical rationale for these procedures has not been thoroughly worked out, and not enough data have been collected to evaluate their effectiveness. However, an analysis of long-term optimization problems, and what data we do have, has been instructive and has suggested a number of experiments that need to be carried out this year. It is my hope that such analyses, combined with the potential for educational research under the highly controlled conditions offered by CAI, will lay the groundwork for a theory of instruction that is useful to the educator. Such a theory of instruction will have to be based on a model of the learning process that has broad generality and yet yields detailed predictions when applied to specific tasks.

In my view, the development of a viable theory of instruction and the corresponding learning theory will be an interactive enterprise, with advances in each area influencing the concepts and data base in the other. For too long, psychologists studying learning have shown little interest in instructional problems, whereas educators have made only primitive and superficial applications of learning theory. Both fields would have advanced more rapidly if an appropriate interchange of ideas and problems had existed. It is my hope that prospects for CAI, as both a tool for research and a mode of instruction, will act as a catalyst for a rapid evolution of new concepts in learning theory as well as a corresponding theory of instruction.
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INGREDIENTS FOR A THEORY OF INSTRUCTION

RICHARD C. ATKINSON

Stanford University

The term "theory of instruction" has been in widespread use for over a decade and during that time has acquired a fairly specific meaning. By consensus it denotes a body of theory concerned with optimizing the learning process; stated otherwise, the goal of a theory of instruction is to prescribe the most effective methods for acquiring new information, whether in the form of higher order concepts or rote facts. Although usage of the term is widespread, there is no agreement on the requirements for a theory of instruction. The literature provides an array of examples ranging from speculative accounts of how children should be taught in the classroom to formal mathematical models specifying precise branching procedures in computer-controlled instruction. Such diversity is healthy; to focus on only one approach would not be productive in the long run. I prefer to use the term theory of instruction to encompass both experimental and theoretical research, with the theoretical work ranging from general speculative accounts to specific quantitative models.

The literature on instructional theory is growing at a rapid rate. So much so that, at this point, a significant contribution could be made by someone willing to write a book summarizing and evaluating work in the area. I am reminded here of Hilgard's (1948) book, *Theories of Learning*; it played an important role in the development of learning theory by effectively summarizing alternative approaches and placing them in perspective. A book of this type is needed now in the area of instruction. The present article provides an overview of one of the chapters that I would like to see included in such a book; a title for the chapter might be "A Decision-Theoretic Analysis of Instruction." Basically, I consider here the factors that need to be examined in deriving optimal instructional strategies, and then I use this analysis to identify the key elements of a theory of instruction.

A DECISION-THEORETIC ANALYSIS OF INSTRUCTION

The derivation of an optimal strategy requires that the instructional problem be stated in a form amenable to a decision-theoretic analysis. Analyses based on decision theory vary somewhat from field to field, but the same formal elements can be found in most of them. As a starting point, I think it useful to identify these elements in a general way, and then to relate them to an instructional situation. They are as follows:

1. The possible states of nature.
2. The actions that the decision maker can take to transform the state of nature.
3. The transformation of the state of nature that results from each action.
4. The cost of each action.
5. The return resulting from each state of nature.

In the context of instruction, these elements divide naturally into three groups. Elements 1 and 3 are concerned with a description of the learning process; Elements 4 and 5 specify the cost–benefit dimensions of the problem; and Element 2 requires that the instructional actions from which the decision maker is free to choose be specified precisely.
For the decision problems that arise in instruction, Elements 1 and 3 require that a model of the learning process exist. It is usually natural to identify the states of nature with the learning states of the student. Specifying the transformation of the states of nature caused by the actions of the decision maker is tantamount to constructing a model of learning for the situation under consideration. The learning model will be probabilistic to the extent that the state of learning is imperfectly observable or the transformation of the state of learning that a given instructional action will cause is not completely predictable.

The specification of costs and returns in an instructional situation (Elements 4 and 5) tends to be straightforward when examined on a short-term basis, but virtually intractable over the long term. For the short term, one can assign costs and returns for the mastery of, say, certain basic reading skills, but sophisticated determinations for the long-term value of these skills to the individual and society are difficult to make. There is an important role for detailed economic analyses of the long-term impact of education, but such studies deal with issues at a more global level than are considered here. The present analysis is limited to those costs and returns directly related to a specific instructional task.

Element 2 is critical in determining the effectiveness of a decision-theory analysis; the nature of this element can be indicated by an example. Suppose one wants to design a supplementary set of exercises for an initial reading program that involve both sight-word identification and phonics. Assume that two exercise formats have been developed, one for training on sight words, the other for phonics. Given these formats, there are many ways to design an overall program. A variety of optimization problems can be generated by fixing some features of the curriculum and leaving others to be determined in a theoretically optimal manner. For example, it may be desirable to determine how the time available for instruction should be divided between phonics and sight-word recognition, with all other features of the curriculum fixed. A more complicated question would be to determine the optimal ordering of the two types of exercises in addition to the optimal allocation of time. It would be easy to continue generating different optimization problems in this manner. The main point is that varying the set of actions from which the decision maker is free to choose changes the decision problem, even though the other elements remain the same.

Once these five elements have been specified, the next task is to derive the optimal strategy for the learning model that best describes the situation. If more than one learning model seems reasonable a priori, then competing candidates for the optimal strategy can be deduced. When these tasks have been accomplished, an experiment can be designed to determine which strategy is best. There are several possible directions in which to proceed after the initial comparison of strategies, depending on the results of the experiment. If none of the supposedly optimal strategies produces satisfactory results, then further experimental analysis of the assumptions of the underlying learning models is indicated. New issues may arise even if one of the procedures is successful. In the second example that I discuss, the successful strategy produces an unusually high error rate during learning, which is contrary to a widely accepted principle of programmed instruction (Skinner, 1968). When anomalies such as this occur, they suggest new lines of experimental inquiry, and often require a reformulation of the learning model.  

**Criteria for a Theory of Instruction**

The discussion to this point can be summarized by listing four criteria that must be satisfied prior to the derivation of an optimal instructional strategy:

1. A model of the learning process.
4. A measurement scale that permits costs to be assigned to each of the instructional actions and payoffs to the achievement of instructional objectives.

If these four elements can be given a precise interpretation, then it is generally possible to derive an optimal instructional policy. The solution for an optimal policy is not guaranteed, but in recent  
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*For a more extensive discussion of some of these points, see Atkinson and Paulson (1972), Cafee (1970), Dear, Silberman, Estavan, and Atkinson (1967), Laubach (1970), and Smallwood (1971).*
years some powerful tools have been developed for discovering optimal or near optimal procedures if they exist.

The four criteria just listed, taken in conjunction with methods for deriving optimal strategies, define either a model of instruction or a theory of instruction. Whether the term theory or model is used depends on the generality of the applications that can be made. Much of my own work has been concerned with the development of specific models for specific instructional tasks; hopefully, the collection of such models will provide the groundwork for a general theory of instruction.

In terms of the above criteria, it is clear that a model or theory of instruction is in fact a special case of what has come to be known in the mathematical and engineering literature as **optimal control theory** or, more simply, **control theory** (Kalman, Falb, & Arbib, 1969). The development of control theory has progressed at a rapid rate both in the United States and abroad, but most of the applications involve engineering or economic systems of one type or another. Precisely the same problems are posed in the area of instruction except that the system to be controlled is the human learner, rather than a machine or group of industries. To the extent that the above four elements can be formulated explicitly, methods of control theory can be used in deriving optimal instructional strategies.

To make some of these ideas more precise, I consider here two examples. One involves a **response-insensitive strategy** and the other a **response-sensitive strategy**. A response-insensitive strategy orders the instructional materials without taking into account the student's responses (except possibly to provide corrective feedback) as he progresses through the curriculum. In contrast, a response-sensitive strategy makes use of the student's response history in its stage-by-stage decisions regarding which curriculum materials to present next. Response-insensitive strategies are completely specified in advance and consequently do not require a system capable of branching during an instructional session. Response-sensitive strategies are more complex, but have the greatest promise for producing significant gains, for they must be at least as good, if not better, than the comparable response-insensitive strategy.

### Optimizing Instruction in Initial Reading

The first example is based on work concerned with the development of a computer-assisted instruction (CAI) program for teaching reading in the primary grades (Atkinson & Fletcher, 1972). The program provides individualized instruction in reading and is used as a supplement to normal classroom teaching; a given student may spend anywhere from 0 to 30 minutes per day at a CAI terminal. For present purposes, only one set of results are considered, where the dependent measure is performance on a standardized reading achievement test administered at the end of the first grade. Using the Atkinson and Fletcher data, a statistical model can be formulated that predicts test performance as a function of the amount of time the student spends on the CAI system. Specifically, let $P_i(t)$ be student $i$'s performance on a reading test administered at the end of first grade, given that he spends time $t$ on the CAI system during the school year. Then within certain limits, the following equation holds:

$$P_i(t) = \alpha_1 - \beta_1 \exp(-\gamma_1 t)$$

Depending on a student's particular parameter values, the more time spent on the CAI program, the higher the level of achievement at the end of the year. The parameters $\alpha$, $\beta$, and $\gamma$ characterize a given student and vary from one student to the next; $\alpha$ and $(\alpha - \beta)$ are measures of the student's maximal and minimal levels of achievement, respectively, and $\gamma$ a rate of progress measure. These parameters can be estimated from a student's response record obtained during his first hour of CAI. Stated otherwise, data from the first hour of CAI can be used to estimate the parameters $\alpha$, $\beta$, and $\gamma$ for a given student, and then the above equation enables one to predict end-of-year performance as a function of the CAI time allocated to that student.

The optimization problem that arises in this situation is as follows: Suppose that a school has budgeted a fixed amount of time $T$ on the CAI system for the school year and must decide how to allocate the time among a class of $n$ first-grade students. Assume, further, that all students have had a preliminary run on the CAI system so that estimates of the parameters $\alpha$, $\beta$, and $\gamma$ have been obtained for each student.

Let $t_i$ be the time allocated to student $i$. Then
the goal is to select a vector \((t_1, t_2, \ldots, t_n)\) that optimizes learning. To do this, one must check the four criteria for deriving an optimal strategy.

The first criterion is that there be a model of the learning process. The prediction equation for \(P_i(t)\) does not offer a very complete account of learning; for purposes of this problem, however, the equation suffices as a model of the learning process, giving all of the information that is required. This is an important point to keep in mind: the nature of the specific optimization problem determines the level of complexity that must be represented in the learning model. For some problems, the model must provide a relatively complete account of learning in order to derive an optimal strategy, but for other problems a simple descriptive equation of the sort presented above will suffice.

The second criterion requires that the set of admissible instructional actions be specified. For the present case, the potential actions are simply all possible vectors \((t_1, t_2, \ldots, t_n)\) such that the \(t_i\)'s are nonnegative and sum to \(T\). The only freedom decision makers have in this situation is in the allocation of CAI time to individual students.

The third criterion requires that the instructional objective be specified. There are several objectives that could be chosen in this situation. Consider four possibilities:

(a) Maximize the mean value of \(P\) over the class of students.

(b) Minimize the variance of \(P\) over the class of students.

(c) Maximize the number of students who score at grade level at the end of the first year.

(d) Maximize the mean value of \(P\) satisfying the constraint that the resulting variance of \(P\) is less than or equal to the variance that would have been obtained if no CAI were administered.

Objective \(a\) maximizes the gain for the class as a whole; Objective \(b\) aims to reduce differences among students by making the class as homogeneous as possible; Objective \(c\) is concerned specifically with those students who fall behind grade level; Objective \(d\) attempts to maximize performance of the whole class but insures that differences among students are not amplified by CAI. Other instructional objectives can be listed, but these are the ones that seemed most relevant. For expository purposes, I have selected \(a\) as the instructional objective.

The fourth criterion requires that costs be assigned to each of the instructional actions and that payoffs be specified for the instructional objectives. In the present case, one can assume that the cost of CAI does not depend on how time is allocated among students and that the measurement of payoff is directly proportional to the students' achieved value of \(P\).

In terms of the four criteria, the problem of deriving an optimal instructional strategy reduces to maximizing the function

\[
\phi(t_1, t_2, \ldots, t_n) = \frac{1}{n} \sum_{i=1}^{n} P_i(t_i)
\]

subject to the constraint that

\[
\sum_{i=1}^{n} t_i = T
\]

and

\(t_i \geq 0\).

This maximization can be done by using the method of dynamic programming (Bellman, 1961). In order to illustrate the approach, computations were made for a first-grade class for which the parameters \(a, \beta,\) and \(\gamma\) had been estimated for each student. Employing these estimates, computations were carried out to determine the time allocations that maximized the above equation. For the optimal policy, the predicted mean performance level of the class, \(\bar{P}',\) was 15% higher than a policy that allocated time equally to students (i.e., a policy in which \(t_i = t_j\) for all \(i\) and \(j\)). This gain represents a substantial improvement; the drawback is that the variance of the \(P\) scores is roughly 15% greater than for the equal-time policy. This means that if one were interested primarily in raising the class average, one would have to let the rapid learners move ahead and progress far beyond the slow learners.

Although a time allocation that complies with Objective \(a\) did increase overall class performance, the correlated increase in variance leads one to believe that other objectives might be more bene-
ficial. For comparison, time allocations also were computed for Objectives \( b \), \( c \), and \( d \). Figure 1 presents the predicted gain in \( \bar{P} \) as a percentage of \( \bar{P} \) for the equal-time policy. Objectives \( b \) and \( c \) yield negative gains, and so they should since their goal is to reduce variability, which is accomplished by holding back on the rapid learners and giving a lot of attention to the slower ones. The reduction in variability for these two objectives, when compared with the equal-time policy, is 12\% and 10\%, respectively. Objective \( d \), which attempts to strike a balance between Objective \( a \) on the one hand and Objectives \( b \) and \( c \) on the other, yields an 8\% increase in \( \bar{P} \) and yet reduces variability by 6\%.

In view of these computations, Objective \( d \) seems to be preferred; it offers a substantial increase in mean performance while maintaining a low level of variability. As yet, this policy has not been implemented, so only theoretical results can be reported. Nevertheless, these examples yield differences that illustrate the usefulness of this type of analysis. They make it clear that the selection of an instructional objective should not be done in isolation, but should involve a comparative analysis of several alternatives taking into account more than one dimension of performance. For example, even if the principal goal is to maximize \( \bar{P} \), it would be inappropriate in most educational situations to select a given objective over some other if it yielded only a small average gain while variability mushroomed.

Techniques of the sort presented above have been developed for other aspects of the CAI reading program. One of particular interest involves deciding for each student, on a week-by-week basis, how time should be divided between training in phonics and in sight-word identification (Chant & Atkinson, in press). However, these developments are not considered here; it is more useful to turn to another example of a quite different type.

**Optimizing the Learning of a Second-Language Vocabulary**

The second example deals with learning a foreign language vocabulary. A similar example could be given from our work in initial reading, but this particular example has the advantage of permitting us to introduce the concept of learner-controlled instruction. In developing the example, I consider first some experimental work comparing three instructional strategies and only later explain the derivation of the optimal strategy.\(^5\)

The goal is to individualize instruction so that the learning of a second-language vocabulary occurs at a maximum rate. The constraints imposed on the task are typical of a school situation. A large set of German–English items are to be learned during an instructional session that involves a series of trials. On each trial one of the German words is presented, and the student attempts to give the English translation; the correct translation then is presented for a brief study period. A predetermined number of trials is allocated for the instructional session, and after an intervening period of one week a test is administered over the entire vocabulary. The optimization problem is to formulate a strategy for presenting items during the instructional session so that performance on the delayed test will be maximized.

Three strategies for sequencing the instructional material are considered here. One strategy (designated the random-order strategy) is simply to cycle through the set of items in a random order; this

\(^5\) A detailed account of this research can be found in Atkinson (in press).
Round-robin of Seven Lists

Typical List

1. das Rad
2. die Seite
3. das Kino
4. die Gans
5. der Fluss
6. die Gegend
7. die Kamere
8. der Anzug
9. das Geld
10. der Gipfel
11. das Bein
12. die Ecke

Fig. 2. Schematic representation of the round robin of display lists and an example of one such list.

Strategy is not expected to be particularly effective, but it provides a benchmark against which to evaluate others. A second strategy (designated the learner-controlled strategy) is to let the student determine for himself how best to sequence the material. In this mode the student decides on each trial which item is to be tested and studied; the learner, rather than an external controller, determines the sequence of instruction. The third scheme (designated the response-sensitive strategy) is based on a decision-theoretic analysis of the instructional task. A mathematical model of learning that has provided an accurate account of vocabulary acquisition in other experiments is assumed to hold in the present situation. This model is used to compute, on a trial-by-trial basis, an individual student’s current state of learning. Based on these computations, items are selected from trial to trial so as to optimize the level of learning achieved at the termination of the instructional session. The details of this strategy are complicated and can be discussed more meaningfully after the experimental procedure and results have been presented.

Instruction in this experiment is carried out under computer control. The students are required to participate in two sessions: an instructional session of approximately two hours and a briefer delayed-test session administered one week later. The delayed test is the same for all students and involves a test over the entire vocabulary. The instructional session is more complicated. The vocabulary items are divided into seven lists, each containing 12 German words; the lists are arranged in a round-robin order (see Figure 2). On

Fig. 3. Flow chart describing the trial sequence during the instructional session. The selection of a word for test on a given trial (box with heavy border) varied over experimental conditions.
Fig. 4. Proportion of correct responses in successive trial blocks during the instructional session, and on the delayed test administered one week later.

Each trial of the instructional session a list is displayed, and the student inspects it for a brief period of time. Then one of the items on the displayed list is selected for test and study. In the random-order and response-sensitive conditions, the item is selected by the computer. In the learner-controlled condition, the item is chosen by the student. After an item has been selected for test, the student attempts to provide a translation; then feedback regarding the correct translation is given. The next trial begins with the computer displaying the next list in the round robin, and the same procedure is repeated. The instructional session continues in this fashion for 336 trials (see Figure 3).

The results of the experiment are summarized in Figure 4. Data are presented on the left side of the figure for performance on successive blocks of trials during the instructional session; on the right side are results from the test session administered one week after the instructional session. Note that during the instructional session the probability of a correct response is highest for the random-order condition, next highest for the learner-controlled condition, and lowest for the response-sensitive condition. The results, however, are reversed on the delayed test. The response-sensitive condition is best by far with 79% correct; the learner-controlled condition is next with 58%; and the random-order condition is poorest at 38%.

The observed pattern of results is expected. In the learner-controlled condition, the students are trying, during the instructional session, to test and study those items they do not know, and they should have a lower score than students in the random-order condition where testing is random and includes many items already mastered. The response-sensitive procedure also attempts to identify for test and study those items that have not yet been mastered and thus also produces a high error rate during the instructional session. The ordering of groups on the delayed test is reversed since now the entire set of words is tested; when all items are tested, the probability of a correct response tells how much of the list actually has been mastered. The magnitude of the effects observed on the delayed test is large and of practical significance.

Now that the effectiveness of the response-sensitive strategy has been established, I turn to a discussion of how it was derived. The strategy is
based on a model of vocabulary learning that has been investigated in the laboratory and has been shown to be quite accurate (Atkinson, in press; Atkinson & Crothers, 1964). The model assumes that a given item is in one of three states (P, T, and U) at any moment in time. If the item is in State P, then its translation is known, and this knowledge is "relatively" permanent in the sense that the learning of other vocabulary items will not interfere with it. If the item is in State T, then it is also known but on a "temporary" basis; in State T, other items can give rise to interference effects that cause the item to be forgotten. In State U, the item is not known, and the student is unable to provide a translation. Thus, in States P and T a correct translation is given with probability 1, whereas in State U the probability is 0.

When a test and study occur on a given item, the following transition matrix describes the possible change in state from the onset of the trial to its termination:

\[
A = \begin{bmatrix}
1 & 0 & 0 \\
\alpha & 1 - \alpha & 0 \\
bc & (1 - b)c & 1 - c
\end{bmatrix}
\]

Rows of the matrix represent the state of the item at the start of the trial, and the columns represent its state at the end of the trial. On a trial when some other item is presented for test and study, a transition in the learning state of the original item also may take place; namely, forgetting is possible in the sense that if the item is in State T, it may transit into State U. This forgetting can occur only if the student makes an error on the other item; in that case the transition matrix applied to the original item is as follows:

\[
F = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 - \beta & \beta \\
0 & 0 & 1
\end{bmatrix}
\]

To summarize, consider the application of Matrices A and F to some specific item on the list; when the item itself is presented for test and study, transition Matrix A is applied; when some other item is presented that elicits an error, then Matrix F is applied. The above assumptions provide a complete account of the learning process. The parameters in Matrices A and F measure the difficulty level of a German–English pair and vary across items. On the basis of prior experiments, numerical estimates of these parameters exist for each of the items used in the experiment.

As noted earlier, the formulation of a strategy requires that one be precise about the quantity to be maximized. For the present task, the goal is to maximize the number of items correctly translated on the delayed test. To do this, a theoretical relationship must be specified between the state of learning at the end of the instructional session and performance on the delayed test. The assumption made here is that only those items in State P at the end of the instructional session will be translated correctly on the delayed test; an item in State T is presumed to be forgotten during the intervening week. Thus, the problem of maximizing delayed-test performance involves, at least in theory, maximizing the number of items in State P at the termination of the instructional session.

Having numerical values for parameters and knowing the student's response history, it is possible to estimate his current state of learning. Stated more precisely, the learning model can be used to derive equations and, in turn, compute the probabilities of being in States P, T, and U for each item at the start of trial \( n \), conditionalized on the student's response history up to and including trial \( n - 1 \). Given numerical estimates of these probabilities, a strategy for optimizing performance is to select that item for presentation (from the current display list) that has the greatest probability of moving into State P if it is tested and studied on the trial. This strategy has been termed the one-stage optimization procedure because it looks ahead one trial in making decisions. The true optimal policy (i.e., an \( N \)-stage procedure) would consider all possible item-response sequences for the remaining trials and select the next item so as to maximize the number of items in State P at the termination of the instructional session. For the present case, the \( N \)-stage policy cannot be applied.

\*The student's response history is a record (for each trial) of the item presented and the response that occurred. It can be shown that a sufficient history exists which contains only the information necessary to estimate the student's current state of learning; the sufficient history is a function of the complete history and the assumed learning model. For the model considered here, the sufficient history is fairly simple but cannot be readily described without extensive notation.
because the necessary computations are too time consuming even for a large computer. Fortunately, Monte Carlo studies indicate that the one-stage policy is a good approximation to the optimal strategy for a variety of Markov learning models; it was for this reason, as well as the relative ease of computing, that the one-stage procedure was employed.\(^7\) The computational procedure described above was implemented on the computer and permitted decisions to be made on-line for each student on a trial-by-trial basis.

The response-sensitive strategy undoubtedly can be improved on by elaborating the learning model. Those familiar with developments in learning theory will see a number of ways of introducing more complexity into the model and thereby increasing its precision. I do not pursue such considerations here, however, since my reason for presenting the example was not to theorize about the learning process but rather to demonstrate how a simple learning model can be used to define an instructional procedure.

**Concluding Remarks**

Hopefully, these two examples illustrate the steps involved in developing an optimal strategy for instruction. Both examples deal with relatively simple problems and thus do not indicate the range of developments that have been made or that are clearly possible. It would be a mistake, however, to conclude that this approach offers a solution to the problems facing education. There are some fundamental obstacles that limit the generality of the work.

The major obstacles may be identified in terms of the four criteria that were specified as prerequisites for an optimal strategy. The first criterion concerns the formulation of learning models. The models that now exist are totally inadequate to explain the subtle ways by which the human organism stores, processes, and retrieves information. Until there is a much deeper understanding of learning, the identification of truly effective strategies will not be possible. However, an all-inclusive theory of learning is not a prerequisite for the development of optimal procedures. What is needed instead is a model that captures the essential features of that part of the learning process being tapped by a given instructional task. Even models that may be rejected on the basis of laboratory investigation can be useful in deriving instructional strategies. The two learning models considered in this article are extremely simple, and yet the optimal strategies they generate are quite effective. My own preference is to formulate as complete a learning model as intuition and data will permit and then to use that model to investigate optimal procedures; when possible the learning model will be represented in the form of mathematical equations but otherwise as a set of statements in a computer-simulation program. The main point is that the development of a theory of instruction cannot progress if one holds the view that a complete theory of learning is a prerequisite. Rather, advances in learning theory will affect the development of a theory of instruction, and conversely the development of a theory of instruction will influence research on learning.

The second criterion for deriving an optimal strategy requires that admissible instructional actions be specified clearly. The set of potential instructional inputs places a definite limit on the effectiveness of the optimal strategy. In my opinion, powerful instructional strategies must necessarily be adaptive; that is, they must be sensitive on a moment-to-moment basis to a learner's unique response history. My judgment on this matter is based on limited experience, restricted primarily to research on teaching initial reading. In this area, however, the evidence seems to be absolutely clear: the manipulation of method variables accounts for only a small percentage of the variance when not accompanied by instructional strategies that permit individualization. Method variables like the modified teaching alphabet, oral reading, the linguistic approach, and others undoubtedly have beneficial effects. However, these effects are minimal in comparison to the impact that is possible when instruction is adaptive to the individual learner. Significant progress in dealing with the nation's problem of teaching reading will require individually prescribed programs, and sophisticated programs will necessitate some degree of computer intervention either in the form of CAI or computer-managed instruction. As a corollary to this point, it is evident from observations of students in our CAI reading program that the more effective the adaptive strategy the less important are extrinsic
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\(^7\) For a discussion of one-stage and \(N\)-stage policies and Monte Carlo studies comparing them, see Groen and Atkinson (1966), Calfee (1970), and Laubsch (1970).
motivators. Motivation is a variable in any form of learning, but when the instructional process is truly adaptive the student's progress is sufficient reward in its own right.

The third criterion for an optimal strategy deals with instructional objectives, and the fourth with cost–benefit measures. In the analyses presented here, it was tacitly assumed that the curriculum material being taught is sufficiently beneficial to justify allocating time to it. Further, in both examples the costs of instruction were assumed to be the same for all strategies. If the costs of instruction are equal for all strategies, they may be ignored and attention focused on the comparative benefits of the strategies. This is an important point because it greatly simplifies the analysis. If both costs and benefits are significant variables, then it is essential that both be estimated accurately. This is often difficult to do. When one of these quantities can be ignored, it suffices if the other can be assessed accurately enough to order the possible outcomes. As a rule, both costs and benefits must be weighed in the analysis, and frequently subtopics within a curriculum vary significantly in their importance. In some cases, whether or not a certain topic should be taught at all is the critical question. Smallwood (1971) has treated problems similar to the ones considered in this article in a way that includes some of these factors in the structure of costs and benefits.

My last remarks deal with the issue of learner-controlled instruction. One way to avoid the challenge and responsibility of developing a theory of instruction is to adopt the view that the learner is the best judge of what to study, when to study, and how to study. I am alarmed by the number of individuals who advocate this position despite a great deal of negative evidence. Do not misinterpret this remark. There obviously is a place for the learner's judgments in making instructional decisions. In several CAI programs that I have helped develop, the learner plays an important role in determining the path to be followed through the curriculum. However, using the learner's judgment as one of several items of information in making an instructional decision is quite different from proposing that the learner should have complete control. My data, and the data of others, indicate that the learner is not a particularly effective decision maker. Arguments against learner-controlled programs are unpopular in the present climate of opinion, but they need to be made so that one will not be seduced by the easy answer that a theory of instruction is not required because "who can be a better judge of what is best for the student than the student himself."

This article illustrates the steps involved in deriving an optimal strategy and their implications for a theory of instruction. I want to emphasize a point made at the outset—namely, that the approach is only one of many that needs to be pursued. Obviously the main obstacle is that adequate theories as yet do not exist for the learning processes that we must want to optimize. However, as the examples indicate, analyses based on highly simplified models can be useful in identifying problems and focusing research efforts. It seems clear that this type of research is a necessary component in a program designed to develop a general theory of instruction.
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For some time I have been involved in efforts to develop computer-controlled systems for instruction. One such effort has been a computer-assisted-instruction (CAI) program for teaching reading in the primary grades (Atkinson, 1974) and another for teaching computer science at the college level (Atkinson, in press). The goal has been to use psychological theory to devise optimal instructional procedures—procedures that make moment-by-moment decisions based on the student's unique response history. To help guide some of the theoretical aspects of this work, research has also been done on the restricted but well-defined problem of optimizing the teaching of a foreign language vocabulary. This is an area in which mathematical models provide an accurate description of learning, and these models can be used in conjunction with the methods of control theory to develop precise algorithms for sequencing instruction among vocabulary items. Some of this work has been published, and those who have read about it know that the optimization schemes are quite effective—far more effective than procedures that permit the learner to make his own instructional decisions (Atkinson, 1972a, 1972b; Atkinson & Paulson, 1972).

In conducting these vocabulary learning experiments, I have been struck by the incredible variability in learning rates across subjects. Even Stanford University students, who are a fairly select sample, display impressively large between-subject differences. These differences may reflect differences in fundamental abilities, but it is easy to demonstrate that they also depend on the strategies that subjects bring to bear on the task. Good learners can introspect with ease about a "bag of tricks" for learning vocabulary items, whereas poor learners are incredibly inept when trying to describe what they are doing.

These subject reports, combined with our own intuitions, led Michael Raugh and me to carry out a series of studies on mnemonic techniques for vocabulary learning. Michael Raugh is a computer scientist and mathematician by training, but throughout his life he has been intrigued by mnemonics of one sort or another; he was the one who convinced me that this line of research was worth pursuing.

The Keyword Method

Our initial experiments were not as successful as we had anticipated, but they did help us to develop and refine a mnemonic aid for vocabulary learning that we have dubbed the keyword method. It is this method and related experiments that are discussed in this article. By a keyword we mean an English word that sounds like some part of the foreign word. In general, the keyword has no relationship to the foreign word except for the fact that it is similar in sound. The keyword method divides vocabulary learning into two stages. The first stage requires the subject to associate the spoken foreign word with the keyword, an association that is formed quickly because of acoustic similarity. The second stage requires the subject to form a mental image of the keyword "interacting" with the English translation; this stage is comparable to a paired-associate procedure involving the learning of unrelated English words. To summarize, the keyword method can be described as a chain of two links connecting a foreign word to its English translation. The spoken foreign word is linked to the keyword by a similarity in sound (what I call the acoustic link), and in turn the keyword is linked to the English translation by a mental image (what I call the imagery link)." 

Let us consider a few examples from Spanish and Russian, the two languages that we have used for most of our research on the keyword method. In Spanish the word cabello (pronounced something

This article is based on the presidential address presented to Division J at the meeting of the American Psychological Association, New Orleans, September 1974.
could imagine something like an oak with little brass bells for acorns, or an oak in a belfry, or perhaps an oak growing beneath a giant bell jar. As another example, the Russian word for “building” (здание) is pronounced somewhat like “dawn-yeh” with emphasis on the first syllable. Using dawn as the keyword, one could imagine the pink light of dawn reflected in the windows of a tall building. Additional Russian examples are given in Table 1.

One procedure for applying the keyword method is to present the subject with a series of foreign words. As each foreign word is pronounced, its keyword and the English translation are displayed. During the presentation of each item the subject must associate the sound of the foreign word to the keyword, and at the same time generate a mental image relating the keyword to the English translation. Because of the similarity in sounds, the acoustic link is formed easily; the imagery link is like learning to associate a pair of unrelated English words by using imagery as a mnemonic aid. One qualification must be added to the above description. The keyword need not always be a single word; for some items it may be a brief phrase if that phrase is particularly salient. What this means for a polysyllabic foreign word is that anything from a monosyllable to a longer word or even a short phrase that spans the whole foreign word might be used as the keyword.

We have been conducting experiments for almost two years on one or another aspect of the keyword

---

**TABLE 1**

**Sixteen Items from the Russian Vocabulary with Related Keywords**

<table>
<thead>
<tr>
<th>Russian</th>
<th>Keyword</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>STRANÁ</td>
<td>[strawman]</td>
<td>COUNTRY</td>
</tr>
<tr>
<td>LINKÓR</td>
<td>[Lincoln]</td>
<td>BATTLESHIP</td>
</tr>
<tr>
<td>DÉLO</td>
<td>[jello]</td>
<td>AFFAIR</td>
</tr>
<tr>
<td>ZÁPAD</td>
<td>[zap it]</td>
<td>WEST</td>
</tr>
<tr>
<td>TOLPÁ</td>
<td>[tell pa]</td>
<td>CROWD</td>
</tr>
<tr>
<td>ROT</td>
<td>[rut]</td>
<td>MOUTH</td>
</tr>
<tr>
<td>GORÁ</td>
<td>[garage]</td>
<td>MOUNTAIN</td>
</tr>
<tr>
<td>DEBAK</td>
<td>[two rocks]</td>
<td>FUEL</td>
</tr>
<tr>
<td>ÓSEN'</td>
<td>[ocean]</td>
<td>AUTUMN</td>
</tr>
<tr>
<td>SÉVER</td>
<td>[saviour]</td>
<td>NORTH</td>
</tr>
<tr>
<td>DYM</td>
<td>[lim]</td>
<td>SMOKE</td>
</tr>
<tr>
<td>SELÓ</td>
<td>[seal law]</td>
<td>VILLAGE</td>
</tr>
<tr>
<td>GOLOVÁ</td>
<td>[Gulliver]</td>
<td>HEAD</td>
</tr>
<tr>
<td>TÝÓTAJA</td>
<td>[Churchill]</td>
<td>AUNT</td>
</tr>
<tr>
<td>PÓEDU</td>
<td>[poised]</td>
<td>TRAIN</td>
</tr>
<tr>
<td>CHELOVÉK</td>
<td>[chilly back]</td>
<td>PERSON</td>
</tr>
</tbody>
</table>

---

1 Russian words are presented using a standard transliteration of the Cyrillic alphabet into the Roman alphabet; stress is marked.
method. Let me describe in some detail one of the experiments using a Russian vocabulary and then use it as a springboard for discussing other results.  

In this experiment, subjects learned a vocabulary of 120 Russian words; the total vocabulary was divided into three comparable 40-word subvocabularies for presentation on separate days. The experiment was run under computer control and involved two independent groups of subjects—a keyword group and a control group. The computer presented prerecorded Russian words through head-phones; keyword and English translations were presented on a cathode-ray-tube (CRT) display; and the subject entered his responses into the computer by means of a typewriter keyboard. The experiment began with an introductory session during which subjects were familiarized with the equipment and given some instruction in Russian phonics; subjects in the keyword group were also given instructions on the keyword method. On each of the following three days, one of the subvocabularies was presented for a cycle of three study/test trials. The study part of a trial consisted of a run through the subvocabulary; each Russian word was pronounced three times and simultaneously its English translation was displayed on the CRT. For the keyword subjects, the keyword, set off in brackets, was also displayed on the CRT. The test phase of a trial was exactly the same for both groups. It consisted of a run through the subvocabulary in which each Russian word was pronounced, and the subject had 15 seconds to type the translation; no feedback was given. A comprehensive test covering the entire vocabulary of 120 items was given on the fifth day of the experiment. Without warning, subjects were called back six weeks later for a second comprehensive test.

Figure 2 presents the probability of a correct response over test trials for each of the three instructional sessions. The keyword group in all cases obtained superior scores; in fact, each day the keyword group learned more words in two study trials than the control group did in three trials.

Table 2 gives results for the comprehensive test and for the delayed comprehensive test given six weeks later. Results are presented for the total vocabulary and also for the subvocabularies learned during each of the three instruction sessions. I am not commenting on the results as a function of the day on which items were studied—the pattern of the data is what would be expected. The important observation is in the bottom row of the table. Note that for the total vocabulary the keyword group recalled 72% of the items on the comprehensive test, whereas the control group recalled only 46%. Six weeks later the keyword group recalled 43% of the words and the control group 28%. The ratio of control to experimental scores is .64 on the comprehensive test and .65 on the delayed comprehensive test. These are indeed large differences and highly significant statistically.

<table>
<thead>
<tr>
<th>Vocabulary</th>
<th>Comprehensive test</th>
<th>Delayed comprehensive test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Keyword</td>
<td>Control</td>
</tr>
<tr>
<td>First subvocabulary</td>
<td>.64</td>
<td>.33</td>
</tr>
<tr>
<td>Second subvocabulary</td>
<td>.70</td>
<td>.43</td>
</tr>
<tr>
<td>Third subvocabulary</td>
<td>.81</td>
<td>.63</td>
</tr>
<tr>
<td>Total vocabulary</td>
<td>.72</td>
<td>.46</td>
</tr>
</tbody>
</table>

---

2 An account of this and other experiments using a Russian vocabulary can be found in Atkinson and Raugh (1975).
Figure 3. Scatterplot of performance levels on the comprehensive test. (Each point corresponds to an item; the ordinate gives the performance level when the item was studied in the keyword condition, and the abscissa its value when studied in the control condition.)

Figure 3 presents data on the comprehensive test in which each point refers to one of the vocabulary items. The value on the y-axis denotes the keyword group’s performance on a word, and the x-axis the control group’s performance. Points above the diagonal are for words that were learned best in the keyword condition; below the diagonal are the words learned best in the control condition. Of the 120 words, only 8 were learned better in the control condition. As we shall see later, the poor performance on certain items in the keyword condition can be predicted based on independent estimates of the ease of learning either the acoustic or the imagery link.

This experiment is one in a series of studies that have demonstrated the effectiveness of the keyword method. Our most dramatic demonstration involved a similar experimental design using a Spanish vocabulary.\(^2\) The principal difference was that the control group was told to use a free-rehearsal procedure when studying items. None of the control subjects objected to the rehearsal procedure or found it unnatural, but on a compre-

\(^2\)For a detailed account of this experiment and other work on the keyword method using a Spanish vocabulary, see Raugh and Atkinson (1975).

hensive test they recalled only 28% of the words. The keyword group recalled 88%. In the Russian experiment described above, the control subjects were highly motivated to do well and were encouraged to use whatever strategies they thought would be most effective. The observed difference between the keyword and control subjects was not a matter of motivation; both groups were highly motivated and very attentive to the task.

Questions about the Keyword Method

Let me now turn to some questions raised by the keyword method and provide what answers I can based on our other experiments.

**Question:** Should the experimenter supply the keyword or can the subject generate his own more effectively? The answer to this question is somewhat complicated, but, in general, our results indicate that providing the keywords for the subject is best. In a Russian experiment similar to the one described earlier, all subjects were given extensive instruction in the keyword method. During the actual experiment half of the items were presented for study with a keyword, whereas no keyword was provided for the other items. The subjects were instructed to use the keyword method throughout. When a keyword was provided they were to use that word; when no keyword was provided they were to generate their own. On the comprehensive test the subjects were significantly better on the keyword-supplied items than on the others, but the size of the difference did not approximate the difference observed in the last experiment. Instruction in the keyword method is helpful, but somewhat more so if the experimenter also supplies the keywords.

It should be kept in mind that these results are for subjects who have not had previous training in Russian. It may well be that supplying the keyword is most helpful to the beginner and becomes less useful as the subject gains familiarity with the language and the method. We have run another experiment in which subjects were instructed in the keyword method, but during study of an item they received a keyword only if they requested it by pressing an appropriate key on their computer console: we call this variant of the keyword method the free-choice procedure. When an item was initially presented for study, a keyword was requested 89% of the time; on subsequent presentations of the item, the subject’s likeli-
hood of requesting the keyword depended upon whether he missed the item on the preceding test trial. If he missed it, his likelihood of requesting the keyword was much higher than if he had been able to supply the correct translation. Otherwise, however, the likelihood of requesting a keyword was remarkably constant from one day of the experiment to the next: that is, there was no decrease in keyword requests over the three study days, where on each day the subject learned a new vocabulary. It is interesting to note that performance on the comprehensive test for the free-choice group was virtually identical to the performance of a group that was automatically given a keyword on all trials. Not much of a difference would be expected between the two groups because the free-choice subjects had such a high likelihood of requesting keywords. Nevertheless, these findings suggest that the free-choice mode may be the preferred one. In the free-choice procedure, subjects reported that they generally wanted a keyword but that there were occasional items that seemed to stand out and could be mastered immediately without the aid of a keyword. In summary, the answer to the question is that subjects appear to be less effective when they must generate their own keywords; but results from the free-choice procedure indicate that keywords need only be supplied when requested by the subject.

**Question:** Does supplying the imagery link for the subject facilitate learning? The answer to this question seems to be no—it is better to have the subject generate his own image linking the keyword to the English translation. We have tried, for example, to supply the imagery link by using cartoonlike drawings and also by presenting brief phrases or sentences linking the keyword and English translation in a meaningful way. Although these experiments were more in the nature of pilot studies, results indicated that subjects performed best when required to generate their own imagery link.

**Question:** When a foreign word is presented, does the time to retrieve its English translation depend on the method of learning? Unfortunately, I can report on only one study that bears on this issue. A study-test procedure was used in which the subjects alternated between studying the vocabulary list and then being tested on the list. The tests were the same for all items, but two different study procedures were used. For half of the items a keyword was provided during study and subjects were instructed to learn these items by the keyword method; for the other half of the items no keyword was provided and subjects were told to use only rote rehearsal. Subjects were run for a large number of trials. As would be expected, the keyword items were learned at a faster rate than were the rote rehearsal items, but eventually performance was perfect for both groups. Our interest was in the speed of response. In general, the reaction times correlated very highly with the probability of a correct response, and otherwise did not depend on the method of learning. At asymptote, reaction times were the same for both groups of items. More work needs to be done using response-time measures. We need to extend our experiments over longer periods of time, and also determine if context effects that occur when one is actually trying to use a language influence retrieval processes. These are difficult questions to answer, but available evidence indicates that the method of learning does not affect retrieval times, particularly once an item has been thoroughly mastered.

**Question:** Are the imagery instructions critical in the keyword method, or can the subject do equally well when told to associate the keyword and English translation by generating a meaningful sentence connecting the two words? In paired-associate learning experiments in which both the stimulus and response are unrelated English words, Anderson and Bower (1973, p. 456) reported that imagery instructions yielded the same results as sentence-generation instructions. Their findings are not in accord with our own. Imagery instructions have a significant advantage over sentence-generation instructions when using the keyword method (73% versus 64%). We are not sure why our results do not accord with those reported by Anderson and Bower, but there are enough differences between the experimental situations that I do not consider it critical. Let me simply note that the imagery instructions are more effective in our situation. The reason, I believe, is a matter of elaboration. After being tested on an item, the subject often realizes that his initial image was not particularly effective; on the next study trial he elaborates and adds details to that image to make it more salient. If a sentence is generated on the initial study and it proves to be a poor mediator, the subject would not be able to elaborate it except by making the sentence longer and more complex—a procedure that intuitively does not seem particularly effective. From this viewpoint, imagery and sentence-generation instructions might be equally good for easy associations,
but imagery would be better as the task becomes more difficult.

Our present instructions for the keyword method in their most general form ask subjects to picture an imaginary interaction between the keyword and the English translation, but we also state that if an image does not come quickly to mind, they may want to try to relate the two words by generating a phrase or sentence. Subjects report that there are items where a sentence pops into mind and seems to be the most natural way of forming the association. The distinction between imagery and sentence generation may be debated on theoretical grounds, but most of our subjects report such differences when introspecting about their thought processes.

Question: How useful is the keyword method if the subject is asked to retrieve the foreign word when given its English translation? We have run one experiment that bears on this question using a Spanish vocabulary. One group of subjects learned by the keyword method and another by rote rehearsal. During learning, subjects studied and were tested on only the forward associations, that is, going from the foreign word to the English translation. All subjects were brought to the same criterion on the forward associations, which, of course, required fewer trials for the keyword group than for the rote-rehearsal group. Immediately thereafter they were tested on the backward associations—they were given the English word and asked to produce the foreign word. Judges blind to the experimental treatments evaluated the responses. On the backward associations the keyword subjects had a score 19% above that of the rote-rehearsal subjects. Even though the forward associations had been learned to the same criterion, the keyword group was significantly better on the backward associations.

Effectiveness of a Keyword

Let me now turn to a somewhat different issue. Data on individual items learned by the keyword method indicate that some keywords are clearly better than others. If an item does particularly poorly in one experiment, its performance can usually be improved in the next experiment by selecting a new keyword. Those familiar with the literature on word variables such as concreteness, imagery, and frequency will not be at a loss for possible explanations. We have examined some likely hypotheses in an article soon to be published, but time does not permit me to review that work here. From a practical viewpoint, the important remark is that keywords should be selected using empirical criteria. When there is not enough time to make empirical determinations, a committee of individuals familiar with the language should select the keywords rather than having one person make the decisions. Experience indicates that individual experimenters can come up with some pretty bizarre keywords that work for them but for no one else. A committee approach seems to protect against this problem.

One empirical procedure for evaluating keywords involves having a group of subjects learn only the foreign-word-to-keyword link, and an independent group learn only the keyword-to-translation link. We have conducted such an experiment with the 120-word Russian vocabulary used in the study that I first described. For each item, an estimation was obtained for the probability of a correct response averaged over the first two test trials. Let me denote that probability as \( A \) for the group learning the acoustic link and \( I \) for the group learning the imagery link. Finally, let \( K \) be the probability of a correct response averaged over the first two test trials for an item in the keyword group in our original experiment. It turns out that the product of \( A \times I \) (i.e., Probability of Knowing the Acoustic Link \( \times \) Probability of Knowing the Imagery Link) is a fairly good predictor of performance in the keyword condition. Table 3 displays the correlation matrix using rank-order correlations. Note that the correlation between \( A \) and \( I \) is near zero, indicating that the learning of the acoustic link is not related to the learning of the imagery link. Note also that the correlation between the product \( A \times I \) and the variable \( K \) is .73; the product is a fairly accurate predictor of performance in the keyword condition. The \( C \) entry in the table is comparable to the \( K \) entry, except that it denotes performance for the control

<table>
<thead>
<tr>
<th>Measure</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ( \times ) I ( (1) )</td>
<td>1.0</td>
<td>.73</td>
<td>.39</td>
<td>.68</td>
<td>.71</td>
</tr>
<tr>
<td>K ( (2) )</td>
<td>1.0</td>
<td>.38</td>
<td>.53</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>C ( (3) )</td>
<td>1.0</td>
<td>.33</td>
<td>.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A ( (4) )</td>
<td>1.0</td>
<td>.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I ( (5) )</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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group in our original experiment. Note that C is not nearly as good a predictor of K as is the product of A × I. These results suggest that initial learning in the keyword condition can be interpreted as the learning of two independent links — the acoustic link and the imagery link.

Early in the learning process, the memory structure for a given item involves only these two independent links: however, with continued practice a third link is formed directly associating the foreign word with its English translation. It is this direct link that sustains performance once an item is highly practiced; the subject may still access the keyword, but the retrieval process of the direct association is so rapid that the subject only recalls the keyword under special circumstances, such as when he is consciously trying to do so or when he has a retrieval failure in the main process. But the less direct chain of the acoustic and imagery links has the advantage that it is easily learned and provides a crutch, if you will, for the subject as he learns the direct association — it facilitates the learning of the direct association by insuring that the subject is able to recall items early in the learning process.

**Applications of the Keyword Method**

In deciding whether to use the keyword method, several problems need to be considered. One problem is that keywords might interfere with correct pronunciation. Our experiments do not deal with this issue, but we have discussed it with experts on language instruction. Opinions vary, but most believe that the keyword method may well facilitate, rather than interfere with, pronunciation. One reason is that the keyword method has features in common with the method of “contrasting minimal pairs” — a standard technique for teaching the phonetics of a foreign language. But even if there were some interference, the keyword method might still be warranted if the rate of vocabulary acquisition was improved substantially.

Another problem to be considered is whether items learned using the keyword method take longer to be recalled. We described some experimental results indicating that asymptotic response times are independent of the method of learning. These results reinforce our experiences with the keyword method. Once an item has been thoroughly learned, it comes to mind immediately, and rarely is the subject aware of the related keyword unless he makes a conscious effort to recall it. What evidence we have indicates that the keyword does not slow down or otherwise interfere with the retrieval process.

Our experimental results convinced us and members of the Slavic Languages Department at Stanford that the keyword method needed to be evaluated in an actual teaching situation. Accordingly, we developed a vocabulary-learning program designed to supplement the second-year course in Russian. The program operates under computer control and follows a procedure similar to one used in our experiments. When a word is presented for study it is pronounced by the computer and simultaneously the English translation is displayed on a CRT. The student is free to study the item any way he pleases, but if he presses a button on his console the keyword is displayed instantly on the CRT. In our first evaluative efforts, students in the second-year course were run on the program for four 40-minute sessions per week over a 10-week period. Each week a new vocabulary of approximately 75 words was presented. The words were classifiable as either nouns, verbs, or adjectives: only the imperfective form of verbs was used. The analyses of these data are still incomplete, but several remarks can be made at this time. First, we experienced no difficulty in selecting keywords for such a large vocabulary and foresee no problems in generating keywords for even larger vocabularies. Second, students were enthusiastic about the procedure throughout the 10 weeks, and in interviews at the end of the program voiced the opinion that the keyword method was very helpful. When the computer program presented a word for the first time, students were likely to request a keyword; the request rate was about 72% during the first week and rose steadily over the 10 weeks to about 83% for the last week. In interviews at the end of the program, students reported that the keyword method worked best for nouns, less well for verbs, and least well for adjectives. However, on a delayed test over the entire vocabulary, subjects did equally well on nouns and verbs, with somewhat poorer performance on adjectives.

We plan to make several improvements in the vocabulary-learning program and to reevaluate it more extensively in the near future. But the first large-scale application of the keyword method proved to be very encouraging and was well received by the Slavic-language faculty. For Russian, more so than many languages, the mastery of a basic vocabulary is incredibly difficult. One of the instructors that we have worked with has
told me that he believes the major obstacle in teaching Russian is not learning the grammar but in mastering a sufficient vocabulary so that a student can engage in meaningful conversations and read materials other than the textbook.

**Concluding Remarks**

In recent years there has been a revival of interest in mnemonic techniques. Introductory psychology textbooks—mine included—that did not mention the topic a decade ago now give it a great deal of prominence. Some classroom demonstrations of mnemonics are indeed impressive; but beyond impressing one's students, it is difficult to identify instructional situations in which mnemonic aids are truly useful. In Cicero's time these aids may have had some usefulness, but in this age of cheap memory devices (including pencil and paper) the value of mnemonic aids is questionable. An exception may be the keyword method. If our instructional applications prove as successful as the experimental work, then the keyword method and variants thereof deserve a role in language-learning curricula. It may prove useful only in the early stages of learning a language and more so for some languages than others. But there is the promise that the poorer learners receive special benefits, particularly if given some coaching along the way. One limitation of our experiments is that we only provide students with written instructions in the keyword method, and thereafter they are on their own. In an ideal situation, students should be coached by an expert until they are proficient in the skill. Imagine trying to learn tennis by reading a set of instructions and then being left to perfect the skill on your own. Coaching should involve having an expert in the keyword method discuss with the student problems that he may be having, critique the student's images suggesting improvements or alternatives, and in general help perfect the skill.

Our work on the keyword method has not led to any new theoretical insights or even to experiments that have direct relevance to current issues in the psychology of memory. But the research illustrates the steps necessary to take an idea that emerged in the confines of an experimental psychologist's laboratory and develop it to a point at which it can be used in a practical teaching situation.
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