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 SECTION 1. INTRODUCTION

This paper is divided into two major portions; the first outlines
a general théofetical framework in which to view human memory, and the
second describes the results of a number of experiments degigned to .
test specific models that can be derived from the overall theory.

The general theoretical framework, set forth in Sections 2 and 3,
categorizes the memory  system along two major diménsions. - One categori-
zation distinguishes permanent, structural features of the system from
control processes that can be readily modified or reprogrammed at the
“will of the subject. Because we feel that this distinction helps clarify
a number of results, we will take time to elaborate it at the outset.
The permanent features of memory, which will be referred to as the memory
‘structure, inecliude poth the physical system and the built-in processes
that are unvarying and fixed from one situation to another. Control
processes, on the other hand, are selected, constructed, and used at
..the*obtion of the gubject and may vary dramatically from one task to
_another even though superficially the tasks may appear very similar.
The use of a particular control process in a given situation will depend
vpon such factors as the nature of the instructions, the meaningfulness
of the material, and the individual subject's history.
| . A computer analogy might help illustrate the distinction bhetween
‘memory structure and. control processes. IFf the memory system is wiewed
as a computer under the direction of a programmer at a remote console,
then both the computer hardware and those programs built into the system
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that cannot be modified by the programmer are anzlogous to our structursl
features; those programs and instruction sequenceg, which the programmen
can write ot his consolé; andhwhibh dete?ﬁiné‘the operation of the com-
'puter, are analogous to our control procegses. In the gense that the
compuber's method of processing a given batch .of data depends on the
operating program, so the way a stimulus input 1s processed depends on
the particular control processes the subject brings into play. The
structural components include the basic memory stores; examples of
control processes are coding procedures{ rehearsal operatlons, and
search strategies.

Our second categqrization_diviﬁes memory into three structural ..
components: the sensory register, the short-term store, and the long-term
store. Incoming sensory information first enters the sensory register
~where 1t resides for a very brief period of time, then decays and-is
lost. The short-term store 1s the subject's vorking memory; i1t recelves
selected inpubs from the sensory register and also from long-term store.
Iuformation in the short-term store decays completely and is logt within
a period of about 30 seconds, but a control process called rehearsal can
maintain a limited amount of information in this store as long as the
~subject desireé. The long-term store is a Tairly permanent repogitory for
information, information which 1s transferred from. the short-term store.

lote that "Gransfer' is not meant to imply that information is- removed
from one store and placed in the next; we uge transfer to mean the copy-
ing of selected information from one store into the next without. removing

this information from the original store.




In presenting our theoretical framework we will consider first the
structural features of the system (Section 2) and then some of the more
generally used control processes (Section 3). In both of these sections
the discussion is organized first arcund the sensory register, then the

/

" short-term store, and finally the long-term store, Thug', the outline

of Bections 2 and 3 can be reprasented as follows:

Short- Long-

Sensory Term Term

Regigter Store Store
Structure Bec. 2.1 Sec, 2.2 Sec. 2.3
Control Frocesses Sec. 3.1 | Sec., 3.2 Sec., 3.3

These first sec%ibns of the paper do not present a finighed theory;
instead they set forth a general framework within which specific models
can be formulated. We attempt to demonstrate thét a large number of
results mey be handled parsimoniously within this framework,aven without
coming to final decigions at many of the choice pointg that occur. At
many cholce points several hypotheses will be presented, and the evi@ence-
that is available to help make the cheice will be reviewed. The primgry
goal of Sections 2 and 3 is to justify our theoretical framework and to
demonstrate that it ig a.useful way of viewing a wide variety of memory
phenomensa . |

The remaining sections of the paper present a number of precise
models that satisfy the conditions imposed by our general theoretical
framework. These sections also present data from a series of experiments
designed to evaluate the models. Section 4 is concerned with an analysis

of short-term memory; the model used to analyze the data emphasizes a
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control process based in the shori-term store which we designate a
rehearsal buffer. . Section 5 presents severa% expe;imeptslwhichrahed

© some light upon processes‘in'the‘longeferm‘store, especially subject-

contrelled search wif)r'(ace_s's.es_° Some of the experiments in Sections Aland 5
have been reported by us and our co-workers in previous publications,
but the earlier treatments were primarily mathematical whereas the
rresent emphasis is upon.discussioh aﬁd overall.synthesis.

© If the reader is willing to acceptjour.overall framework on a
provisional'baéié and'wishes td proceed:at once to the speéific modeis

and experiments, then he may begin with Section 4 and as a prerequisite

need-only read that portion of Sectlon 3.2 concerned with the rehearsal

.buffer.



SECTION 2. STRUCTURAL FEATURES OF THE MEMORY SYSTEM

This section of the paper will describe the permanent, structural
features of the memory system. The basic structural division is inio
the three components diagramed in Figure 1; the sensory register, the
short-term store, and tﬁé lonthérm store.

When a stimulus is presented there is an immediate registration of
-Ithat stimulus within.fhe apbropfiaté sensory dimeﬁsionsﬁ‘ The form of
this registration'is fairly well understood in the case of the visual

syetem (Sperling, 1960); in fact, the particular features of visual
registration (including a several hundred millisecond decay of an initially
Vaccurate visual:image)“éllbw ﬁs po$iti§§1y to identify this system as a
distinct component of memory. It is.obvious that.inéoming information

in other sense modalities also receives an iﬁitiai registration, but it

is not clear whether these other registrations have an appreciable decay
period or any other featurgs_which would enable us to refer to them aé
compohents of memoryor

The second basic component of our system is thg-short-term store.
This store may be regardéd as the suﬁjeét's "working memory.”" Informa-
ticn entering the short-term store is assumed fo decay and disappear

completely, but the time reguired for the informstion to be lcst is
congiderably longer than for the gensory regigter. The character of the
information in the short-term store does nbt.depend necessarily upon the
form of the sensory input. For example, a word presented visuélly may

be encoded from the visual sensory register into an auditory short-texm
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store., Since the auditory'short-term system will play a mgjor role in
'rsubéééueﬁt discﬂséidns;'we shall use the abbreviation a-v-1 to stand for
auditory;verbdi—iinguistic store. The tfiple term i5 used recause, as
we shail éee, it is'nof easy'to sepafaﬁe'theée‘thfée‘fuﬁétions:'y'“

The exact rate of decay of iﬁformation in the short-term store is
'aifficuli'to estimate bécéuse it is greatly influenced by sﬁbéectmédntrolled
processeé. In the a-v-1 mode, for example, the subject can:invbke"fé-
hearsal mechanisms that maintain the infoymation in STS and thereby
complicate the problem of measuring the structural charactefistiés of the
decay prdcess.'.Hdwever, thé"available'evidénce suggests that information
repfesented in the a-v-1 mode decays and is lost within a period of about
15 to 30 seconds., BStorage of information in othér modglities is less well
'ﬁhdérétoodwand, for reasons to be discussed later, it is difficult to
'aééign values to their decay rates.

The las%”méjor Coﬁponenﬂ of cur syétem is fhé'ldngFterm'storea"This
store differs from the preceding ones in that information stored here
ddés not decay and become lost in the same manner. All information
eventually is completely lost from the Sensory regisfer and the short-
term store, ﬁhereas iﬁforﬁation in the long-term store 1s rélativéiy
permanent (althoﬁgh it may be modified or rendered temporarily-irfetrievable
‘as the result of other incoming informetion). Most experiméﬂté'in the
literature dealing with long-term sftore have been concerned with storage
in the a-v-1 mode, but it is clear thet there is lohg~term memory in
éach of the other sensory modalities, as demonstrated by an'ability'to
fecognize stimuli presented to these senses. There may even be informa-
tion in the long-term store which is not classifiable into, any of the
sensory modalities, the prime example "being temporal memory.
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: The flow of infdrmation among thé thre¢ systems 1is %o allarge degree
;pnder the control of the subjéct. Note that by information flow and
- transfer beiween stores we refef‘to the same process: the copylng of
selgcted information from one store into the next. This copying takes
place Without the transferred information being removed from its o?iginal
store. The.informatiop remains in the store from which 1t 1s trgnsferred
and decéys according to the decay characteristics of that store. In con-
sidering Information flow in the system we gtart with ite initial input
_into the sensory register,‘ The next step.is a subject-controlled scan
of the informetion in the register;:as é_result of this scen and an
associated search of long-term siore, selected information is intfoduéed
_into Short-term sto:ef_ We assume that transfer to the long-term store
takes place throughout the period tﬁat information resides in fhe'short-
term store, although the amount and form of the transferred informstion
islmarkedly influenced by control processes. The possibility that there
may be direct transfer to the long-term store from the sensory reglster
is represented by the dashed line in Figure 1; we do not know whether
such transfer occurs. Finally, there is tranéfer from the loné-term
étore to the short-term store, mostly under the control of the subject;
such transfer occurs, for example, in problem solving, hypothesis-testing,
~end "thinking" in general.

This brief encapsulation of the system raises more questions than
it answers. th yet mentioned are such features as the cause of the
decgy 1n each memory store and the form of the transfer functions between
the stores. In an attempt to specify these aspects of the systen, ﬁe
now turn to a more_detaile@ outlire including a review of some re;evant

literature.




2.1. 'Seﬁsory Register.

The.prime example of a sénsory register is fhe.shbrt—term visual

' | imagé_ invést’igated by Sperling (1960, 1963), Averbach and Corielil (1961),
Estes and Taylor {1964, 1966) and others. As reported by Sperling (1967),
if an array of letters is presented tachistoscopically and the éubject

is instructed to call out as many letters as'possible, usuélly about six
letters are reported. Further, a 30-sécond delay between presentétion
‘and report does not cause a decrement in performance.. This'fact'(plus
the facts that confusions tend to. be based on auditory rather than.visual
similerities, and that subjects report rehearsingand subvocalizing the
_iétters) indicates that the process being examined is in the a-v-1
short-term store; i.e., sﬁbjects scan the visual image and transfer a
rumber of letters to the a-v-1 short-term store for rehearsal and output.
In order to study the registered visual image iteelf, partialwrepbrt
procedures (Sperling, 1960; Averbach and Sperling, 1961; Averbach.and
Coriell, 1961; Sperling, 1963) and forced-choice detection procédures
(Estes, 1965; Estes and Teylor, 196k, 1966; Estes and Wessel, 1966)

have been employed. The parﬁial—report method typilcally involves g
presenting a displey (usuelly a 3 x 4 matrix of letters and numbers )
téchistoscopically for a very brief period. After the presentation the
subjecf-is given a sigral that tells him which roﬁ-to report. If the
signal is given almost immediatelj after stimulus offset, the réqﬁested
informatioh is repofted with good precisicn, otherwlse considerable loss
oceurs. Thus we.infer that a highly accurate visual imege lasts for a
-short period of time and then dééays° It has also been establiShed that

succeeding visual stimulation can wipe out or replace prior stimulation.
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By vsing a number of different methecds, the decay period Qf‘the image
has been estimated to take several hundred millisécondsg'or a little more
depending on experimental conditions; that is, information can not be
‘recovered from this store affer a perlod of several hundred milliseconds.

Using the detection method, in which the subject must report which
of two critical letters was presented in a display, Estes and Taylor
(1964, 1966) and Bstes and Wessel (1966) have examined some models for
- the scanning process. Although no completely satisfactory models Eave
yet been proposed, it seems reasonably certain that the lettefé are
scanned serially (which letters are scanned séems to be a momentary
decision of the subject), and a figure of about 10 milliseconds to scan
one letter seems generally satisfactory.

Thus it appears fairly well established that a visual stimulué
leaves & more or less photographic trace which decajs during a peribd
.o several hundred milliseconds, and is subject to masking and replace-
ment by succeeding stimulation. Not known at present is the form of the
decay, that is, whether letters in a display decay together or individually,
probabilistically or temporally, all—brunone or continuouSlyo The reader
may ask whether these results are specific to extremely brief visual
presentations; although presentations of long duration complicate analysis
{because of eye movements and physical scanning of the stimulus), there
is no reason to believe that the basic fact of a highly veri&ical image
gquickly decaying after siimulus offset does not hold alsoc for lonéér
“visual presentations. It is interesting that the stimulation seems to

be transferred from the visual image to the a-v-1 short-term store,
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rather than to a visval short-term store. The fact that a verbal report
was reguested may provide the explanaticn, or it may'be that the visual
short-term store lacks rehearsal capaclty.

" There is nét-muéh one can say about reéisters inlsénSory medalities
other than the visual. A fair amount of work has been carried out on
the auditory system without isolating a registration mechanism.cdmparable
to the visual one. On the other hand, the widely differing structures
of the different sensory systems makes it questionablg whether we should
expect similar sjstems for registration. |

Before leaving the sensory register it is worth adding = few_qomments
‘about the transfer to higher order systems. In the case of_thgttransfer
from the visual image to the a-v-1 short-term store_it seems likely that

~a selective scan is made at the discretion of the subject.¥* A; Qaeh
element in the register is scanned, a matching program of soﬁe sort is
carried out against information in long-term store and the verbal "neme "
of the element is recovered from long-term memory and fed into the short-
term store. Other information might also be recovered in the long-term
search; for examplie, if the scanned element was a pipeapple, the_word,
its associates, the taste, smell and feel of a pineapple might all be
recovered and transferred to various short-term stores. This_communica—
tion between the sensory register and long-term store does not, however,

- permit us to infer that information is transferred directly to long-term

store from the register. Another interesting theoretical guestlon is

% “Sperling (1960) has presented evidence relating the type of scan

used to the subject's performance level. .
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. whether the search into long-term store 1s necessary to‘transfer informa-
tion from the sensory register to thglghort-term store within a.modality.
We see no a-priori theoretical reeson to exclude non—mediated trénsfer
 (e.g., why should & scan or match be necessary to transfer a.spoken

word to the a-v-1 short-term store). For lack of evidence, we leave

these matters unspecified.

' 2.2. Short-Term Store.

The first point to be exsmined in this section is the validity of
“the division of nemory intb short- and long-term stores. Workers of &
traditional bent have argued ageinst dichotomizing memoryx(é,go;"
Postman,'196h; Melton, 1963). We, however, feel there i1g much evidence
indicating the parsimony and usefulness of such a division. The argument
s often given that one memory is somehow "simpler" than two; but quite
" the opposité ig usually the case. A good exampie may be found in a
comparison of the model for free recall presented in this paper and the
model proposed:by Postman and Phillips (1965)n Aﬁy single_prdceés
éystem.makihg a fair attempf'to explain the mass of data currently avail-
.able.mﬁst, of ﬁecessity; be suffibiehtly complex that thé.term "single
process" becomes a misnomer. We do not wish, howevef, to engage in the
controversy here. We ask thé reader to accgpf oﬁr nodel proviSionaily
until its power to deal with data becomes clear. Still, some 3usfification
of our declision would seem indiéafed a{ this peoint. For this reason, we
turn to what ig perhaps the single most convincing demonstration of a
dichotomy in the memory system: the effects of hippocampal les;oﬁs .

reported by Miiner (1959, 1966, 1967). In her words:
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"Bilateral surgical lesions in the hippocampal region, on the mesial
aspect of thé tempofal iobés, producé a remarkably.éevére.and persisﬁent
memory di"sbn;der._ in humen pa..tie.nt.s, the pattern of breakdown providing
valuable clues %o the cerebral organizabion of memery. Patiemts with
thesge lesions éhcw no loés of preoﬁeratively acquired'skills, ané.in—
telligence‘as.measured by férmal tests is unimpaired, but, withsfﬁé
possible exééption of acguiring motor-skill; they seem 1arge1y iﬁcapable
hof adding hew.ipformation to the long-term.store,. This is trﬁehﬁhether
.acquisitiOﬂ.is measﬁred by free recall, recoénition, or 1éarniné.ﬁith
savings. Nevertheless; the immediaté registration of new inpuﬁ (és
measured, for exampie, by digit spén and dichotilc 1is£eﬂing %ééts)
éppéars fo take.placé norﬁally aﬁd material which can be encompassed by
vérbal reheérsal is held for ﬁany minutes without further 1oss'£hah that
éntéiied in thé inifial verbalizatiofi° Interfupfion of feheéfséi;:
.fegafdleés.of the ﬁafure of fbeldistfac£ing fésk, producéé imﬁédiéte
| forgetfing of what went before,.and some gquite simplé ﬁaté?ial'which
canﬂot be categorized in verbal terms decays.in 30 secohdé o; so,.even
without an interpoleted distraction. Material already in long-term
-.store is unaffected by the lesion, except for a certain amount of
retrograde amnesia for precperative events." (Milner, 1966).- Apparently,
a éhdrt—term store remains to the patients, but the lesionsrhave produced

a breakdown either in the ability to store new information in long-term
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store or to refrieve new information from 1t. These patients appear to
be incapable of retaiﬁing new material on a long-terﬁ basis. * |
As with most clinical research, hoﬁevér; there afé se&erai ﬁr&ﬁlems

that should be considered. first, the patients were in a.geﬁeréi.sense
ébnormal to begin with; second, once the meﬁory defect had.been-discovered,
the operations_were discontinuéd, leaving conly a few subjecté fof‘ébser-
vation; third, the reéults of fhe leéions éeem to be soméﬁhat'vafiable,
depending for one thing upon the size of the leéion, 'ther.larger lesions
glvzng rise to the full Syndromeo Thus there are only a few patlents
: who exhibit the deficit described above in full detaz_l° Ag s%artllng as
these patients are, there mlght be a temptatlon to dlscount them as
apomalles but for the following addltional findings. Patients who had
known damage to the hippocémpal é:ea.in onerhemispheré ﬁéfe tested for
memory deficit after an intraéarotid‘iﬁjection of sodium amytal teﬁpor-
-érily inactivated the othef hemispheree Controls were patients ﬁithout

known damage, and patients who received injections inactivating their

* A related defect in short-term memory, called Korsskoff's Syndrome,
‘has been known for many vears. Patlents suffering from this abnormal
condition are unable <o retain new events for 1onger than a few seconds
or minutes (e.g., they cannot recall the meal they have just eaten or
recognize the face of the doctor who treated them a few minutes earlier)
but their mémory for events and people prior to their illness remains
largely unimpaired and they can perform adequately on tests of immediate
memory spanor Recent evidence suggests that Korsakoff's Syndrome 1s
related to damage of brain tissue, frequently as the result of chronic
alcohoiism, in the hippocampal region and the mammillary body (Barbvizet,
1963).
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the inactivated side is the dsmsged side, no deficit occurs; These

anomalous cases and their memory deficits therefore give strong support

. of 3, 6, 9, 12, 15 ang lS_seconds° The trigram, presented-auditorily}

~asymptote of about .08 at 15 to 18 seconds. Under the assumption that |

damaged side. A number of memory tests were used as a critericn for

memory deficit; the easiest consisted of presenting four pictures, dis-
Itracting the patient, and_theﬂ presenting nine plctures cohtaiﬁihg the
original four. IT thé'patieﬁt cannct identify the critical four pictures

then evidence of memory deficit is assumed. The resulis showed that in

almost all cases memory deficit occurs only after bilateral damage; if

side A ig damaged and side B inactivated memory defleit appears, but if
results suggest that the patients described above by Milner were not

to the hypothesis.of distinet short- end long-term memory stores.

- Mechanisms. Involvedin Short-Term Store. We now turn fto a discussion

of some of the mechanisme involved in the short-term store. The purpose

- of this section is not to review the extensive literature on short-term

memory, but rather to describe a few experiments which have been important
in providing a basils for our model. The first study in this category is
that of Peterson and Peterson (1959). In their experiment subjects

attempted to recall a single trigram of three consonants after intervals

was followed immediately by a number, and the subject was instructed to
count backwards by three's from that number until he received a cue to
recall the trigram. The probability of a correct answer was nearly

perfect at 3 seconds, then dropped off rapidly and seemed to reach an
the arithmetic task played the role of preventing rehearsal and had no

15




direct interfefing effect, it may be concluded that = consonant.trigram
decays from short-term store within a period of about 15 seconds. In
terms of the model, the followiﬁg events are assumed to occcur in this
sltuation: the consonant trigram enters the visual register and ie at
once transferred to the a-v-1 short-term store where an attempt is made
to code or otherwise "memorize" the item. Such attempts terminate when
attention is given to the task of counting backwards. In this initiai
period a trace of some sort is built up in long-term store and it is this
long-term irace which accounts for the .08 probability correct at.long
intervals. Although discussion of the long-term system will come later,
one point should be noted in this context; namely, that the long-term
trace should be more powerful the more repetitions of the trigram before
aritimetic, or the longer the time before arithmetic. These effects
were found by Hellyer (1962); that is, the model predicts the probebility
correct curve will reach an agymptote that reflects long-term strength,
and in the aforementioned experiment, the more repetitions before
arithmetic, the higher the asymptote.

"It ghould be noted that these findings tie in nicely with the
results from a similar experiment that Milner (1967) carried out on her
patientg. Stimuli that could not be eagily coded verbally were used;
for example, clicks, light flashes, and nonsense figures. Five values
ﬁere assigned to each stimulus; & test consisted of presenting a par-
ticular value of one stimulus, followed by a distracting task, followed
by enother value of the stimulus. The subject was required to state
whether the two stimull were the same or different. The patient with

the most complete memory deficit was performing at a chance level after
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. 60 seconds, whether or not a distraéting.task was_given. In terms of

lfhe mbdel; the reduction to chance level-1s due to' the lack of a long-
' term.étore. That the reduction occurred even without-a distracting task
indicates that the patient could not readily verbalize the stimuli, and
thét rehearsal in modes other than the verbal one was eithér not possible
or of no value. From this view, the better aSymptd%ic performance demon-
‘strated by normal subjects on the same tasks (with or without distraction)
would be attributed to a long-term trace. At the moment, however, the
conclusion that rehearsal is lacking in non-verbal modes can only be
considered a highly tentative hypothesis.

We next.ask whether or not there are shori-term stores other than

in the a-v-1 mode, and if so, whether they have a comparable structure.
A& natural approach to'ﬁhis problem would use_stimuli in differentISEhsé
ﬁodalities and compare the dec?y curves found with or without a dis-
tracting task. If there was reason to believe that the subjects were
not. verbally encoding the stimuli, and if a relatively fast decay curve
was found, then there would be evidence for é sho%t—term memory in that
- modality. Purthermore, any difference between the control'grdup and the
group,with a distraéting task chould indicate the existence of a rehearsal
mechaniém. Posner_(l§66)'has undertaken several experiments.of this sort.
In one experiment.the subject saw the positioﬁ of alcircle on a 180
milliméter iine and later had.to reproduce it; in ancther the subject
_moved é leverlin a.éovéred'box a certain distance with only:kinesthetic
fee&back and later tried to reproduce it. In both cases, testing was
performed at O, Sé.lo,‘and 20 seconds; the iﬁterfal was filled with

either rest, or one of three intervening tasks of varying difficulty.
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These tasks in corder of increasing difficulty consisted of reading
numbers, adding numbers, and classifying numbers into categories. For
the kinesthetic task there was a decline in performance over 30 seconds,
‘but with.no obvious differences among the different intervening conditions.
- This could be taken as evidence for a short~term kinesthetic memory with-
out a rehearsal capability. For the visual task, on the other hand,

_ there was a decline in performance over the 30 seconds only for the two
mpst difficult intervening tasks; performance was essentlally constant
over time for the other conditions. One possibility, difficult to rule
out, is that the subjects’ performance was Eased on a verbal encoding

of the visual stimulus.  Posner tends to doubt this possibility for
reasoﬁs that include the. accuracy of the performance. Another possi-.
.bility is that therg is a short-term visual memory with: a rehearsal
component; this hypothesis seems somewhat at variance with the results
from Milner's patient. who performed at chance level in the experiment:
cited sbove. Inasmuch as the data reported by Posner (1966) seem to

be rather variable, it would probably be best to hold off a. decision on

:”the.question of rehearsal capability until further evidence is in.. -

Charscteristics of the a-v-1 Short-Term Store. MWe restrict our-
bselves in thé feméihder of this seétioﬁ to a.diséussion of the
characteristics off the z=-v-1 short-term stofé,. Wbrk.bj Conrad (1964)
is particuiarly interesting in this regard.  He showed thét.éonfusions
amoﬁg visually presented letters in a shoft;term memory fask ére highly
coireléted with the confusions that subjects make when the same letféfs

are read aloud in a noise background; that is, the letters most confused

18




are'those sounding alike. This might sﬁggest an'aﬁéitéry-short-term"”
store, essentially thE'aUditorf'portion of what has been called tthhis
point an a-v-1 store. In fact, it is &ery 3ifficult to separate the
verbal and linguistic aspects from ﬁhe auditbry ones. Hintzman (1965,'
1967) hasiargued-thét the confusions are based upon similar kinesthetic
feedback patterns during subvocal réhearéal. When-subjects were given
white noise on cgr£ain tfials.several.could be heard rehearing the items
aloud, suggesting-subvogal rehearsal as the_usua13process.-‘In-éddition,
Hintzman found that cénfuéions ﬁere-based upbn both.the-voicing gualities -
.of.the letters and the piace'bf-arficulatidn. Thé'placemof-articulation
. errors indicate confusion in kinesfhetic feedback, father than in hegring.
Nevertheless, the errors found'cannot.bé defini£e1ylassigned td a verbal
'rather than an auditory cause until_the range of auditory coﬁfusions.is
exemined more thoroughly. This discussion should meke it clear that it
ig difficult to distinguish between the. verbal, auditofy; and iinguistic
aspects of shcrt-term_memory; for the purposes of this paper, then, we
grouprthe three together into one shori-term memofy, which we have called
. the a-v-31 short-term store. This store will hencejorﬁh be.labeled-STS.
(Restricting the term STS to the gw-v-l mode does not imply that there
are not other short-term memories with similar propérties;D

The nétation system should4be made clear at this point. As just :
- noted, STS refers to the auditory—vérbal-linguisticlshort-term store.
L&S will refer té theﬁcdmparable memory in long-term store. It is
important not to confuse dur thebretical constructs STS. and LTS (or tﬁe
more geheral'terms short—£erm store'ahd 1ong#tefm:Stére)‘withithe-terms

short-term memory (STM) and long-term memory (LIM) used in much of the
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psychological literature. ‘These latter terms have come to take -on an
-operatiocnal definition in the literature; STM refers to the memory
examined in experiments with short durations or single trials, and LIM
~to the memory examined in long-duration experiments, typically list
‘learning, or multiple-list learning experiments. According to our. general
~theory, both 8TS and LTS are active in both STM and LTM\experimentso It
‘is important to keep these terms clear lest confusion results.  For
example, the Keppel and Underwood (1962) finding that performance in the
- Peterson situation is better on the first trials of a session has: been
approprietely interpreted as evidence for proactive interference in

" ‘short-term memory (STM).. The model we propose, however, attributes the

“effect to changes in the long-term store over the session, hence placing

- the cause in LTS and not STS.

At this: point a Finished model would set forth the structural

“characteristics of STS. Unfortunstely, despite a large and growing

body of experiments concerned with short-term memory, our knowledge
-about . its structure is very limited. Control processes and structural
“features are so complexly interrelated that it is difficult to isolate
those aspects of the data that are due solely to the structure of the
memory system. . Consequently, this paper presumes only a minimal structure
Tor BTS; welassume a trace in STS with auditory or verbal components
which decays fairly rapidly in the absence of rehearsal, perhaps within
30 seconds. ‘A few of the more promising possibilities concerning the

‘precise nature of the trace will be considered next. Because most

wgrkers inthle area make no particular distinction between traces in
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the two systems, the comments to follow are relevant to the memory trace
" in the long-term as well ae the short-term store.

‘Bower (1967) has made a significant explorstion of the nature of the
trace. In his paper, he has demonsirated the usefulness of models based
on the assumption that the memory trace consists of a number of pieces

‘of information (possibly redundant, correlated, or in error, as the case
"méy be), and thaf the information ensemble may be construed as a multi-
component'vectof. While Bower makes a sﬁrong cage for such a viewpoint,
the details are too lengthy to review here. A somewhat different approach
has been proposed by Wickelgren and Norman (1966) who view the trace as
a unidimensional'st£ength measure varying over time. They demonstrate
"that such a model fits the results of certain types of recognition-
memory experiments.if the appropriate decay and retrieval assumptions
are made. A third approacﬁ is based upon a phenomencn reported by
Murdock (1966), Whiéh has been given a theoretical analysis by Berabach
(1967). Using methods derived from the theory of signal detectability,
Bernbach found that there was an all-or-none aspect to the conflidence
ratings that subjects gave regarding the correctness‘of thelr iesponse.
The éonfidehcé retings indicated that an answer was either "correct” or
"in error" as far as the subject could tell; if intermediate trace
strengths existed, the subject was not able to distinguish‘between them.
:The.locus of this all-or-none festure, however, may lie in fhe retrieval
process rather than in the trace; that is, even if trace strengths vary,
| the resuit of a retrieval attempt might always be one of two distinct
:outcomes: a success or & failure. Thus, one cannot rule out models that

assume varying trace strengths. Our preference is to consider“ﬁhe‘trace
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as a multicomponent array of information (which we shall often represent
in experimental models by a unidimensional strength measure), and re-
serve Jjudgment on the locus of the all-or-none aspect revealed by an
analysis of confidence ratings.

There are two experimental procedures which might be expected to
shed some light on the decay characteristics of_STS and both depend upon
controlling rehearsgal; one is similar to the Peterson parsdigm in which
rehearsal is controlled by an intervening activity and the other involves
a very rapid presentation of items followed by an immediate test. An
example of the former procedure is Posmer's (1966) experiment in which
the difficulty of the intervening activiby was varied. He found that
as the difficulty of an intervening task increased, accuracy of recall
decreased. |

Although this result might be regarded ag evidence that decay frém
STS ig affected by thekindof.intervening activity, an alternative
hypothesls would ascribe the result to a reduction in fehearsal with
more difficult intervening tasks. 1t would be desirable to measure.STS
decay when rehearsal is completely eliminated, but 1t has proved diffi-
cult to establish how much rehearsal takes place during various inter-
vening tasks.

| Similar problems arise when attempts are made to control rehearsal
by increasing presentation rates. Even at the fastest concelvable éresen—
tation rates subjects can rehearsge during presentation if they attend to
only a portion of the incoming items. .In general, experiments manipulating
presentation rate have not proveéd of value in determining decay character-

istics for STS, primarily because of the control processes the subject
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bringg into play. Thus Waugh and Norman (1965) found no difference
between l-second and k-second rates in their probe digiﬁ expefiment;
Conrad and Hille (1958) found improvement with faster rabes; and Buschke
(1967) found increasses in the amount of primacy in his misSing-épan
Cserial positicn curves as input rate'inCreased from 1 itém'pér second
'fb L items per second. Complex results of this sort make it difficult
'to determine the structural decay characteristics of STS. :Evenfuaily,
modéls that include the coﬁtrol pfocesses involvéd in thesé'éituéfions

should help clarify the STS structure.

Trensfer from STS to LIS. The amount and form of inforﬁatign'trans-

ferred‘ffom 8T8 to LIS is primérilyca function of control procééseé.

We will:éssume,‘héwever, that transfer itéelf is aﬁ.unvafying féaﬁure

'of the system; throughout the period that information resides in the
short-term store, transfer takes place to long—term_stqrg...Support for
such an assumption is given by studies on incidental learning which
indicate that leafning takes place even when the subject . is not trying
o store material in the long-term store. Better examples may.be the
:experiments reported by Hebb {1961) and Melton {(1963). In these experi-
ments subjects had to repeat sequences of digits. If a particular
sequence wag presented every several frizls, it was gradually learned,
It may be assumed that subjects in this situation attempt to perform
solely by rehearsal of the sequence within STS; nevertheless, transfer
to LTS clearly takes place. This Hebb-Melton procedure is currently
being used to explore transfer characteristics in soée detail. Cohen
and Johansson (in press), for example, have found that an overi response

to the repeated sequence was necessary for improvement in performance
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’to_occurfin this situation; thus information transfer is accentuated
by overt responses and appears to be quite weak if no response is
dgmanded.

The form of the STS-LTS transfer mey te probabllistic, continuous,
or some combination; neither the literature nor our own data provide a
5 firm_basis for making & decision. Often the form of the information to
be remembered and the type of_test used may‘dictate a particular trans-
fer process, as for example in Bower's (1961) research on an all-or-none
paired-associate learning modél, but the issue ig nevertheless far from
settled; ‘In fact, the changes in the transfer process induced by the
sg?ject effectiﬁely_aiter the transfer funcﬁion from experiment to_experi—

ment, making a search for a universal, unchanging process unproductive.

égé;'-Long-Term Store.

Becauge it is easiest to test for recall in the a-v-1 mode, this
“'part of long-term store has been the most extensively studied. It is

- clear, however, that long-term memory exists in each of the sensbry
modalities; this is shown by subjects' recognition capability for smells,
taste, and so on. Other long-term Informetion may be stored'which is®
not necegsarily related to any of the sensory modalities. ¥Yntema and Trask
(1963), for- example, have proposed that temporal memory is stored in the
form of "time-tegs." One again, however, lack of dats forces us to
‘restrict our attention primarily to the a-v-1 mode, which we have

© designated LTS.

First a number of posgsible formulations of the LTS trace will be

considered. The simplest hypothesis is to assume that the trace is
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ail-or-none; if a trace is'placed in memory then a correct retrieval
agd response_will'occﬁr. Second—gﬁessiné exeeriﬁeﬁts pfovide.evidence
concefning.an hypothesis of this sert. n

Binford and Gettys (1965).§resen£ed the subject with a number of
alternatives, one Of Which=was the correct answer; If his first.response
isg incorreet, he plcks again from the remaining alternetives.- The:
freeults indicate that second guessee are well above the chence le%ei to
be’expected if.the sﬁbject were guessiﬁg.randomly from the femeiﬁing
alternatives. This resﬁlt rules eut.the simpie trace model Qeecfibed
above bécause‘an all—of-nOne tracerwould predict second guesses to be at
the chancerlevel. Actﬁally, fheabomenmdei wag a model of Eoth the form
of the trace and tﬁe type of retrieval. We can expand the.retrieval
hypothe51s and Stlll leave open the 90531b111ty of an all-or-none trace.
For example, in search1ﬁg for a correct all-or-none trace in LTS, the
subgect mlght find a 51m11ar but different trace and mlstakenly terminate
the search and generate an answer; upon being told that the answer is
wrong the sueject rene&s the seefch and may find the correct trace the
next tiﬁe. Given.this hypotheeis, it would be inetructive to knee
%hether the reeulﬁs differ if the subject must renk the requnserelterna—
tives without being givenrfeedbeck efter eaeh choice. In this ease all
the alternatives would.be ranked on the bagis of the same.seafch ef LTS
;f the responee ranked second was still above chance then it woﬁld
eeceﬁe difficult to deféndlan all-or-none.trace.

A.seCOnd source‘of information about.the nature of the.tfece comes
from the tip- of the-tongue phenomenon exemined by Hart (i965i; Brown and

McNelll (1966), and Freedman and Landauer (1966). This phenomenon refers
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to aeperson ‘s ablllty to predict accurately that he w111 be able to
recognize a correct answer even though he cannot recall it at the moment.
He feels as if the correct answer were on the ”tlp of‘the tongue!
Experiﬁeﬁts have shoﬁn that if subjects who cannot reeall an answer
.are‘asked to estimate whether they will be aole %o choose the correct
answer from a set of alternatives, they often show good accuracy in ére-
dicting thelr success in recognition. One explanatlon mlght be that the
subJect recalls some 1nformatlon but not enough to generate an answer
and feels that thls partial information ig llkely to be suff1c1entlto
.choose among a_set of alfernatives. Indeed, Brown and McNelll found

thet the.initiel.sound of the word to be retrleved was often correctly
recalled in.cases ﬁhere a.correct.identification was later-made.. On the
.other-heod; the‘eubjeet ofteo is.absolotely certain upon seelng the correct
reeﬁonse that it is indeed correct,L This ﬁight indicate that.some.new,
Vrelevant.ioformatlon has becooe availeble afterlreeogoition. In anj'
-ease, 8 slmple trace ﬁodel een.probably not handle tﬁese results} A
.class of models for the trace which can explaln the tlp -of-the- tongue
phenomenon are the multlple copy models suggested by Atklneon and Shlff-
rin (1965) In these schemes there are many btraces or coples of informas:
. tlon laid in long term store,.each of which may be either partial or
complete. In & partlcular gearch of 78 perhaps only a small number or
juet ooe'of theee.cogles is retrleved, none'eomplete eooﬁgh'to generate
the correct answver; uponVrecognition;lhowerer, access is gelﬁed to the
.otherlcopies, bresumably through some aseociative procese.k Some of

these other copies contain‘eoough informetion to make the gubject certain

of hig choice. Thege multiple-copy memery models are described more
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- fully in Atkinson and Shiffrin (1965). Bernbach (1967) has success-
full& éﬁplied a modél 6f this tyje to a variety of data.
| The decay and/cr interference characteristics of LTS ﬁéve.beén
étudied more intensively over the 1astn50 years thén any othefraspect
'bf'meﬁory. Pértly for this feason a considerable-bddy of theory has
Eéen advanced known as interference theory.* We tend to régard'this
theofy as descriptive rather than éxplanatory; this statement is'ﬁot
méanf to detract from the value of the theory as a whole, bﬁt to indi-
céte thatra search for méchaniéms at = deeper level might prove te be
bf'#alue. Thus, fér'example,‘if.thé.iﬁterfering effect of a previously
learﬁed list ﬁpon récall of.a secdnd list increases over itime until the
éeéond-list is retested, it is not enough to accept "proactive inter-
ference increaéing over time" as an exﬁlanation of the effect; rather
zéﬁe'should.léok for.fhe underlying search, sﬁorége, and retrieval |
mééhanisms résponsible. |

We are going to use alvery restricted definition of interference in
the rest of thislpaper, intefference Wili be considered a structural
feature of memory not under the control of the subject.' if will refer
to such @ossibilitieé as disruption and loss of inforﬁation. .On the
otﬁer hand, there are seérch mechanismg which generate'effects like
.those'of strﬁcturalginterferencé, but which are control processes.
Interference theory, of course,.includes both types of possibilities,
but we prefer to break down interference effects into those which are

structurally based, and those under the control of the subject. Therefore

* For an overview of interference theory see Postman (1961).
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the term infe;fgrence is used henceforthrto désignaﬁéa struc£urgl
fgature of thg lgnghterm system.. . “ o l. -

It is important to realize.thatloftén iﬁ is-pﬁssibié to eﬁplain a
given phenomena with elther intérference or search notions. Alﬁhough
both facfors will usually be present, the experimeﬁtal sitﬁétion séme-

times indicates which is more important. For example, @s we shall see

in Section 5, the decrease in the percentage of words recalled iﬁ a

free verbal-recall experiment with incrgéses in list length ééuld“be

~due either to_interferenge betweeﬁ items o;.to'a searph.of deéreasing
._effectiveneés és the number of items-increaée.. Tﬁerﬁypigal freé recall
situatipn, however; ?orces the sﬁﬁjegt to engage inua searcﬁ ofrﬁémory
rat test and indicates tq us.thét thé seérch_procesé-is £he majof.faétor.
Fin_al;l_ya note #hat the interferenée effeét.itself may_téke many forms and
arige in a ﬁumber ﬁf‘ways.-.Iﬁforméfion-within é t;acé méy bé destrﬁyed,
Mreplaced, or lessened in va;ug by subsequent‘info;ﬁation. Alternatively,
.information may never be destroﬁed but may tecome rﬁretrievablé, temporar-
ily or perménently.‘ | | |

In this section an attempt‘has‘been made to“esfabiish a reasoﬁable

basis for at leas%t three systems -- the sensory register, the short-term
store, and the_long-term storé; to iﬁdicate the transfer charactéfistics
between the various stores; and to éonsider_possible déca& and interference

functions within each store.
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SECTION 3: CONTROL PROCESSES IN MEMORY

The term "control process" refers to.thosé proceés¢s that are not
permanent features of memory, but are instead transient phenomena under
the control of the subject; their appearance depends on such factors as
instructional set, the experimental tagk, and the past history of the
subject: A simple example of a contrcl process can be demonstrated in

-8 paired-asscciate learning task invelving a list of stimuli each paired
with either an A or B response (Bower, 1961). The subject may try to
learn each stimulus-response pair.as a separate, integral unit or he may
adopt the more efficient strategy of answering B to any item not remem-
bered and attempting to remember only the stimuli paired with the A

© regpenge. This latter scheme will yield a radically different patfern
of performance than the former; it exemplifies one rather limited control

precess. The various rehearsal strategies, on the other hand, are
examples of control processes with slmost universal applicability.

Since subject-controlled memory processes include any schemes, coding

techniques, or mnemonics used by the subject in his effort tc remember,
" thelr variety is virtually uniimited and classification becomes difficult.
~ Buch classification as is possible arises because these processes, while
under the voluntary control of the subject, are nevertheless dependent

‘upon the peérmanent memory structures described in the previous sectionm.

This section therefore will follow the format of Section 2, organizing

"~ the control processes into those primerily associated with the sensory

register, 8T8, and LTS. Apart from this, the presentation wiil be scmewhat
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fragmentary, drawing upon examples from many disparate experiments in an
attempt to emphasize the variety, pervasiveness, and importance of the

subject-controlled processes.

3.1. Control Processes in the Sensory Regisgter

Because a large amount of information enters the sensory register
.and then decays very quickly, the primary function of contrel processes
. at this level is the selectlon of particular portions of this information
- for transfer to the short-ferm store. The first decision the. subject
must make concerns which sensory register to attend to. Thus, in experi-
ments with simultaneous inputs from geveral gensory channels,. the subject
can readlly report information from a- given sense modality if so instructed
in advance, but his accuracy is greatly reduced 1f instructions are delayed
-until sfter presentation. A related atfention process is the transfer
- to 8T8 of a selected portion of a large information display within a
sensory .medality. An example to keep in mind here is the_scanning process
in the visual registration system. Letters in a tachistiscoplcally .
presented display may be scanned at a rate of about 10 milliseconds a
letter, the form of the scan being under the céntrol of the subject.
Sperling (1960) found the following result. When the signal identifying
which row to report from a matrix of letters was delayed for an interval
of time following stimulus of'fset, the subjects developed two observing
- strategies. One strategy conslsted of obeying the experimenter's instruc-
tions to pay equal atiention to all rows; this strategy resulted in evenly
~distributed errors and guite poor performance at long delays. The other

strategy consisted of anticipating which row would be tested and attending
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to only that row; in this case the error variance is increased but per-
formance is better at longe: delay intervals than fpr the 9tner strategy.
_The subjects were aware of. and fépértéé:using,theéé;étratégiéé;_ For
‘example, one experienced éﬁbjéctdre?ortéd switching ffém ﬁhe first to

.the segondrstrategy in an effort ﬁo maximize performance when the delay
between‘presenﬁatién aﬁd-report rose above .15 seconds. The graph.of
Lhis probability of a corréct fespénse plotted against delay interval,
.whilé generally decreasing with,delay,.showed & dip of about .15 seconds
_.indigatihg thaf he did not switch strategies scon enough for opﬁimai_
_pefformance. | . |

~ The decisions as to which sensory register to éttgnd to, and where

and what to scan_witﬁin the Systema are not the only choices thaﬁ mqst
:bélmade a£ this level; There are a number of strategles available to

.the supjegt for matching iﬁformétion in the register_égaiﬁst the long-term
stofe and tﬁéreby ldentifying ﬁhe input. In an experiment byrEstés_and
Taylor {1966) for éxample, the subject had to decide whether an f_or B

was embedded in a matrix display of' letters. One strategy would have

the subject scan the letters in order, generating the ”namef of each
letter and checking to see whether it is a B or an F. .If the scan ends
bgfore all letters are processed, and no B or F has been feound, the
subject would presumably guess according to some bias. Anothe; strategy
might have the subject do a features match on each letter against B_and
thgn F, moving on.as soon as a difference is found; in this strategy it
would mnot be necessary te scan all féatures of each letter.(i.e.; it would
~not be necessary to generate the name of_each letter). A third strategy
might have the subject compare with only one of the grucial letters, guessing
the other if = maﬁch'is not found by the time the scan.terminates.
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3,2, .Cohtrol Processes in Short-Term Store

Storage, Search and Rétrieval Strategies. Search processes in STS,

while not as elaborate as those.in LTS because cf ﬁhe smaller amouﬁt of
information in STS through which the search must take place, are neverthe-
less Important. Since information in STS in excesé.of the rehearsal
capability ig decaying at a rapid rate, a search for a'particﬁlar datum
must be performed quickly snd efficiently. One indirect method of examin-
ing'thé search process consists.of comparing the results of recognition
and recall experiments in which STS plays the major role, Presumably
there is a search bomponent in the recall éituation that is absent in

fhe recognitién situation. It is difficult to come to strong conclusions
on this basis,'ﬁut recognitibﬁ.studies such és Norman and Wickelgren (1966)
héﬁe usually given.rise to léss coﬁplicated modéls thanoﬁmparable recall
éxperimenﬁs, indicating that the search componént in 8T8 mighﬁ be playing
érlarge reole, |

 One result indicating that the STS search occurs along ordered dimen-

sions is based upon binaural stimulus presentation (Broadbent, 1954%, 1956,
| 1958). A pair of items is presented,:one to each ear simultaﬁeously.
Three such pairs are given, one every half second . Subjects perfofm besgt
'if asked to report the items first from one ear and then the other, rather
than, say, in pairs. While.Broadbent interprets these results in terﬁs
of a postulated time ﬁeeded to switch attention from one ear to the other
(a control process in itself), other interpretatiéns are possible, In
particular, part of the informstion stored with each item might include

which ear was uged for input. This information might then pfovide a
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simple d1mens1on along which to search STS and report durlng recall
dAnother related pOSSlblllty would have the subJect group- the 1tems along
this d1mens1on durlng presentatlon | In any case we would expeot gimilar

Zresults if another dlmens1on other then ' s1des (whlch ear) were provided,
lYntema and Trask (1963) used three word number pairs presented sequentially,
one every half second; one member of a pair waslpresented to one ear
Vend tbe other meﬁber to the other ear. There were.three oonditions: the

.first'ln_whdob three Wordsrwere presented oonseoutively_on.one side (and
‘therefore therthree numbers on the otber), the second in which two words

rand one number were presented consecutlvely on one s1de; the thlrd in
_:nhlch & humber separated the two words cn one side. Three test conditions
_were used: the subject was ssked to report words; then numbers (types),

. or to report one ear followed by the other (sldes), or the srmultaneous
pelrslln order (pairs). The results are easy to descrlbe._ In terms of
probabllity correct, presentation condition one was best, condition two
next, and condition three worst. For the test oonditlons htypesf yielded
the highest probability of oorrect response, followed by ”sides” and then
"pairs." ."Sides" beiné better than “pairs” was one of the results found
by Broadbent, but "types" being even better than "sides' .suggests that
the organization along available dimengions, with the coneomitantrincrease

. -of efficiency in the search process, is the dominant factor in the situation.

One difﬂiculty‘in studying the seerob process in 8T8 is the fect that
the subject nill perform‘perfectly if the number of items.presented is
within hls_rehearsal span. Sternberg (1966) has overcome this difficulty

, by examining the‘latency of responses within-the_rehearsal_span. ﬂis

.typicel_experdment consists of presenting from one to six digits to the
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.sdbjecttat the-rate.of 1.2 seconds eaeh. Follow1ng a 2 second delay,
.e‘31ngle dlgltlls presented and the subJects must respond yes or 'no"
ﬁdepending on whether or not the test digit was a member of the set Jjust
Hpresented. Following this response the subject is required to recall
Ithe complete set in order.' Since the subjects.ﬁere 98;7 peroeht correct
on the recognition test and.98;6 percent correct on the recall test it may
he assuded that the task was within their rehearsailspen. Interesting
resdlts-were'founddin'the latencies of thé recogndtioﬁ.responses:Ithere
.Was a liﬁeer ioorease in latency as.the set sdze“increesed from”i.to 6
digits. The faot.that there wés no difference ih.iateneies for "jes"
versus "no" responses indicates.that the search process in this sitdation
‘is exhausbive and does not‘terminate the moﬁent.a-matoh rs'found. Stern-
. berglconolddes that the subject engages in éﬁ exheustive serial comparison_
;prooess Whlch evaluates elements at the rate of 25 to 30 per Second The
hlgh prooess1ng rate makes it seem likely that the rehearsal the subaects
Lreport is not an 1ntegral part of the scanning process, but 1nstead main-
tains the ixﬁagé in §78 so > that it may be scanned at the tiin’é of the hest.
ThlS conelus1on depends upon accepting as a reasonable rehearsal rate
”zfor digits the values reported by Landauer (1962) which were never higher
than 6 per second. |

Buschke s (1963) missing-span method provides additional insight
“into search and retrieval processes in STS, The'missiﬁg;span'procedure
zoonsists of'presenting in a randcom order all but one of a previously |
‘specified set of digits; the subject is then asked to report the missing
‘digit;' This technique eliminates the outputxinterference associated with

the usuel'digit—span studies in which the entire presented set must be
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reported. Buschke found that subjects had superior performance on &
m1581ng span task as compared with an 1dent1cal digit-span task in which
all of the presented 1tems were to be reported in any order A natural
hypothes1s would explain the difference in performance as berng caueed
by output interference; that is, the multiple recalls in the dlglt -span
procedure produce 1nterferenoe not geen in the single test procedure of
the missingwepau. An alternative explanation would hold that different
storage and search strateéies ware belng employed inrthe two situations.
Madsen and Drucker (1966) examined this questioﬁ py comparing test in-
etructions given just prior to or immediately following each presentation
sequence;.the instructions specify uhether the subject is to report the
set of presented dlglts or simply to report the missing dlglt Output
1nterference w0uld 1mpLy that the difference between missing-span and
dlglt—span would hold up in both cases. The regults showed that the
missing-span procedure with prior instructions was superior to both
mieeingespan and digitaepan with instructions following presentaticn;
theaiatter two conditione produced equal results and vere superior to
digit-span with prior instructionep It seemg clear, then, that.two
storage and search strategies are being used a missing»span type, and
8 dlglt-span type. Prior instructions (spec1fylng the form of the subject's
report) lead the subject to use one or the other of these strategies, but
inetructions following presentation are aseociated with a mixture of

the two strategles. It appeared in this cage that the strategies differed
| in terme of the type of storage during presentation; the digit-span
group with prior imstructions ftended to repcert their digits in thelr

presentation order, while tae digit-span group with instructions after
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presentatidn more often reported the digits.in their numerical order,
This indicafes that the missing-span strategy invoived checking.off the
numbers as.they were presented against a fixed, numerically—ordéred list,
while the digit-span strategy involved rehearsing thé.items in their
- presented order. If is interesting to note that.if the subjects had been
awére of the sﬁperiority of the misgsing-span strategy, they could have
| uséd it in the digit-span tesk also, since the two types of tesﬁs'called
Ifor the same informaﬁionn | |

It should bhe notéd that retrieval from STS depends upén é ﬁumbé?
'6f Tactors, some undef the control of the subject and some dependiné upon
the decay characteristics of STS. If the decay is partial in spgeisense,
'SO that the trace contains only part.of the information necesgéfy for
.difect output, then the ﬁroblem.arises of how thq;pértial infor@atiqn.
should be used to generaste a regponse. In this case,.itrwould be éxpecﬁed
that the subject would then engage in a search éf LTS in an effort to
match or recognize the.partial information. On the other hand, even though
ﬁraces mey decay in a partial ﬁanner, the rehearsgal capability can hold a
.sélect set of items in a sbtate of immediate recall availability and thereby
iﬁpart to thege items ﬂhat is essentially an all—or—none étaﬁus.:-it is

to this rehearsal process that we now turn.

Rehearsgal Procéssesn Rehearsal is one of the.most important.factors
in experiments on human memory, Thig is particuiarly true in the labora-
. ﬁory because tﬁe concentrated, often meaningless, memcry taéks used
_:iﬁcrease the relative efficacy of rehearsal as compared with The longer
term coding and associative.processes,Rehearéal mey be less pervasive

in everyday memory, but nevertheless has many uses, as Broadbent (1958)
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and others have pointed oui. BSuch examples as remembering a telephone
number or table-tennis score serve to illustrafe the primary ﬁurﬁose of
rehearsal, the lengthening.of.the time péfiod information stays in the
short-tefm store, A second purpose of rehearsal is illustrated by the
.faét that even if one wishes to remember a telephone number permanently,
-6ne will of'ten réhearse the.number several times. .This rehearsal serves
the ?urpése of increasing the strenéth built up in a long-terﬁ store,
both by increasing the length of stay in STS (during which time a.trace
ig builg ub in LTS) and by giving coding and other storage processes
time to operéte. Indeed, almost any kinpd df operztlon on an array of
ihformatioﬁ (such as coding) can be viewed as a form of reheargal, but this
paper reserfes the term only for the duration-lengthening repetifion process.
In.terms of 3T8 structﬁre, we can imagine that each rehearsal.regener-
ates_the STS trace and thefeby prolongs the decay. This does not imply
that the éntire information ensemble avallable ih STS immediately after
presentation is regenerated and maintained at each rehearsal. .Only that
information selected by the subject, often a small proportion of the
initial eﬁsemble, is maintained. If the word ”cow".is presented, for
example, the sound of the word cow will enter STS; in.addition,aésociates
ofrcow, like milk, may be rétrieved from LTS and aléo entéred in STS;
furthermofe, an lmage of a cow may be entered into a sghort-term visual
store, 1In sﬁcceéding rehearsals, however, the subject may rehearse only
£he word "cow' and the initial associates will decay and be lost. The
procéés.may be siﬁilar to the loss of meaningfulness that occurs when a

word is repeated over and over (Lambert and Jakobovitz, 1960),
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i,' An lnterestinglquestion concerns the naxlnnm number of items that
can.te malntalned vma rehearsal Thls number w1ll depend upon the rate
of STS decay and the form of the trace regenerated in STS by rehearsal
7 With almost any reasonable assumptions about either of these processes,
.nowerer, an ordered reheargal nill allow.the greatest.number-of items to Y
'bé naintained, To gire a slméle.enample,.suppose-tnat'individual ltems
taae'l,l seconds fo decay and ma& be restarted if rehearsal.begins before

:decay is complete, :Supﬁose furtner that each rehearsal takesl,25 seconds.

:It ig then clear that 5 items may be malntalned 1ndef1n1tely if' they are

”rehearsed in a flxed order over and over., On the other hand a rehearsal

*schemelln which 1tems are chosen for rehearsal on a random ba51s w1ll
'anlcklj resnlt.ln one or more 1tems decaylng and becomlng lost lt
‘m.would be expected therefore, that in sltuatlons where subJects are
.relylng prlmarlly upon thelr rehearsal capablllty in STS rehearsal will

take place in an ordered fashlono One such s1tuatlon, from wnich we
: can derive an estlmate of rehearsal capablllty, is the.daglt—span

task A series of numbers is read te the subject who 1s then reqnlred
Jto recall theml usually‘dn the forward or backward order | Because the
‘subJect has a long ~Serm store Whlch sometlmes can be used to supplement
'the short-term rehearsal memory, the length of g series whlch gan be . .
.correctly recalled ey excesd i ther rehearsal capaclty A lower llmlt on thisg
r'capaclty can be found by 1dent1fy1ng the gerieg length at Which a suﬁdect

rever errs§ this series'length is usually in the range of 5 to 8 numbers.*

*Wickelgren {1965) has examined rehearsal in the digit—span tagk in greater
Getail and found that rehearsal capacity is a functionh of the groupings
engaged in by the subject; in particular, rehearsal in distinct groups of

three was superior to rehearsal in fours and fives.
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The above esfimates of rehearsal capability are obtalned in a
diééfefe-ﬁfial gltuation where the réqpirement is to remember every item
of a small input. A very similar reheargal strategj can be employed,
‘however, in situations such as free recall where a much gréater nutber
of items is_input than rehearsal can possibl& encompass. One strategy
in this case would be tec replace one of the ltems currently belng rehearsed
by each néw item input. In this cése every item would receives at least
some rehearsai. Because of input and reorganization f'actors, which
undoubtedly consume some time, the rehearsal capaciﬁy would probably be
reduced. It should be clear that under this scheme a constant number of
.items will be undergoing rehearsal at any one moment., As an analogy,
oﬁe might think of a bin always containing exactly n items; each new
item enterg the bin and knocks out.an item already there. This process
.has been called in earlier reporfs a "rehearsal bﬁffer,” or simplf a
"buffer,” and we will uge thig terminology here. (Atkinson and Shiffrin,
1965) .

In our view the mainftainence and use of the buffer ig a process
entirely under the control of the subject., Presumably a buffer is set
up and used in an attempt to maximize performance in certain situations.
In setting ﬁp a maximal sized buffer, however, the subject is devoting all
his effort to rehearsal and not engaging in other processes such.as coding
and hypothesgis-tegting, In situstions, therefore, where coding, long-
term search, hypothesis-testing and other mechanismg appreciably improve
performance, it is likely that a trade-off will occur in which the
buffer size will be reduced and rehearsal may even become gomewhat random

while coding and other strategies increase.
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At %Eis point wé want ﬁo diséuss vafious bﬁffer oéerations in
greater defail. Figure 2 illustraﬁes a.fixed size buffer and.its relation
: fo fhe rest.ﬁf the memory.sysfem, The conﬁenp_of the.buffer is constructed
from items that have entered STS, items which have been input from the
.Senéory regiéter cr from LTS,H The arrow going towafa LTS indiéétes that
éome long-térm trace is being built up during an ltem's stay in fhe
buffer, The other arrow from the buffer indicateé fhat the.input cf &
new item into the buffer causes an item currently in the buffér to be
Eumped but; this item then'decéys from 378 and is lost (except fbr any
.traée which hag accumulated in LTS during its stay). An item dropped
froﬁ.the bﬁffer is likely to decay.mbre‘éuickly in 8T8 than a ﬁéwly
?resented item which has just entered STS. There are severai reaéons
for thj.so For'one tﬁing, the_item is probably already in soﬁe étate of .
pgrtial decay when dropped; in additicn, the informatioﬁ making up an
item in the buffer is likely to be only = partial“coéy of the enéemble
present immediately following stimulus input. |

There are two additional;processes not shown in Figuré 2 that the
éubject cén use on éppropriate occasions° First, the subject may decide
nof ﬁo enter every iteﬁ iﬁto the buffer; the feasoﬁs afe manifdld,_ For
-example, the items may be presented atza very fast rate sé thaf:input
aﬁd feorganization time encroaéh too far upon rehearsgsl time,l Another
.possibility is that.some éombinations bf items.are parficularly easy to
:rehearse, meking the subjecf loath to break up the combination. .In fact,
the work involved in'introducing“a new item info the Buffer and.deieting
rand oid che may alone give the subject incentive to keep the buffer

unichanged. Judging from these remarks, the choice of which items to
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enter into the buffer 1s based on momentary characteristics of the
current string of input items and may appear at times To be essentially
random.

The second process not dlagrammed in Figure 2 ig the choice of which
item to eliminate from.the buffer when a new item 1s entered., There are
several possibilities. The choice couid be random; it could be based upon
the state of decay of theicuﬁfentfifgms;:iﬁfcould depend upon the ease
of rehearging the various 1tems, most 1mportant it could be based upon
the length of time the varlous 1tems have re31ded in the buffer. It is
not unreasonable that the subgect should have a Telrly good idea which
items he hag’ been.rehear51ng the longest as he might if rehearsal takes
place in.a flxed ordera It is fgr thls reason that the slots or positions
of the buffer have been numberedlgbnsecutively in Figure 2; that is, to
indicate that;fhe_subjecﬁ might‘ﬁéﬁe'éomg;noﬁiog of the relative recency
of the various items in the bufer, |

The experimental juétificétion for theséifééiéus £ﬁffer mechanisms
will be presented in_SectiQn‘%f_ It_shouid be emphasized that the
subject will use a fixed size buffer of the sort described here only
in select situatioﬁs,"primafily ﬁﬁose:in which he feels that trading off
rehesrgal time for'coding-agd:o?her,longer term control processes would
not be fruitful. Tﬁ'the extent that long-term storage cperations prove
to be succgssful_as_gompared with rehearsal, the strucﬁure of the re-
heargal mecﬁénism<%ill fend toKbeéomé;impdvéfished,- One ofther point
concerning the buffer should be noted. While thig paper consistently
considers a fixed size short-term buffer as a rehearsgal strategy of the

subject, 1t is possible to apply a fixed-size model of a similar kind
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to the structpre of the short-term system as a whoie, that is, to consider
a shortfterm buffer as a permanent feature of memory. Waugh and Normean

<l965), for exémple, have done this in their paper on primary memory. The
data on the structure of 5T8 is currently so nebulous that such an hypoth-

esls can be neither firmly supported nor rejected.’

Coding Processes and Transfer Between Short- snd Long-Term Store,

It should be evident that there is a close relationship between the short-
-and long-term store. In general, Information entering ST85 comeg directly
from LIS and only indirectly from the sensory register.. For example, a
visually presented word cannct be entered into ST3 as an auditory-verbél
unit until a long-term search and match has identified the verbal represen-
_tation of the visual image. For words, letters, and highly familiar
stimﬁli, this longmte;m search and match process may be executed very
qﬁickly, but one can imagine unfamiliar stimuli, such ag, say, a nongense
scribble, where considerable search might be necessary before a suitable
ﬁerbal représentation is found to enter intc STS. In such cases, the
subJect might enter the visual image directly into his short-term visual
memory and not attempt a verbal coding operation.

.Transfer from 876 to LTS may be congidered a permanent feature‘of
memory; any information in STS ig transferred to LTS to some degree through-~
out its stay in the short-term store. The important aspect of this
trgnsfer, however, is the wide variance in.the amount and form of the
tranéferred information that may te induced by control processes. When
_the subject is concenfrating upon rehearsal, the information transferred
would be in a relativeiy weak state and eassily subject to interilerence.

On the cther hand, the subject may divert hig effort from rehearsal to
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"various coding operations which wiil increase the strehgth 6f the stored
' iﬁformation.. In answér to the cquestion of what is = codiﬁé process, we
canr most generally state that a coﬁing:process.is a éelecﬁ altefation
and/or addition to the informetion in the short-term store és the result
of z search of the long-term store. This change may take a nﬁmber of
- forms, often using strong pre-existing associations'alréad& in long-term
store. A number of these coding'possibilities will be considered later.
Experiments may be roughly claggified in terms of the“coﬁtrol opera-
tlons the subject will be led to usge. Conéepﬁ formation bfoblems or
tasks where there is a clear solution will'iead the subject fo strategy
selection and hypothesis-testiﬁg procedures (Restle, 1964), Experiments
which do not involve problem soiving, Where there are g lérge.number of
easily coded items, and where there is é long period beﬁwgen ﬁféééﬁiation
"and teSt,wilJ.prom@tthé subject to expend his efforts on long-term‘coding
'opérations, Finally, experiments ih which memorj is requifed, but long-
term memory is not efficacious, will lead the subject to adopt rehearsal
sfrategies thatf maintain the infofmation the limited period needed for
the tagk. Several examples of the latter experiment will be examined
in this paper; they are characterized by the fact that the reéponses
agsgigned to particular stimuli are continually changing,.so thet coding
of a specific stimulus-response pair will profe harmful to succeeding
pairs using the same stimulus. There are experiments, of éourse, fér
which it will not be possible to decide on a @riori grouﬁdé‘which'cohtrol
processes are being used. In these cases the usual;ideﬁtification pro-
bedures'must'be uged, including medel fits and cafeful questioning of

thé subjects.
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There are other short-term processes that do not fit easily inta
the above élassification. They include grouping, organizing, and
éhunking strategies. One form that organizing may take is the.selecfion
of a subset of presented items for special attention, coding and/or
rehegrsal. This selection process isg clearly illusﬁrated in a geries of
studies on magnitude of reward by Harley (1965 a,b). Itqms in a paired-
associate list were given two monetary incentives, one high and one low.
In one experiment the subjects learned two paired-associate lists, one
consisting of all nigh incentive items, the other congisting of all low
-incentive items; there were no differences in the learning rates for
these lists. In a second experiment, subjects learned a list which
inecluded both high and low incentive items; in this case learning was
taster for the high than the low incentive items. However, the overall
rate of learning for the mixed ligt was about the same as for the two
previcug lists. It seems clear that when the high and low incentive
items are mixed, the subject selectively attends to, codes and rehearses
those items with the higher payoffs. A second kind of organizing that
occurg is the grouping of items into smaell sets, often with the object
of memorizing the set as a whole, rather than as individual items.

- Typically in this case the grouped items will have some common factor.

A good example may-be found in the series of studies by Battig (1966)
and his colleagues. He found a tendency to group items according to
difficulty and according to degree of prior learning; this teundency was
found even in paired-agsociate tasks where an extengive effort had been
made to eliminate any basis for such grouping. A third type of informa-

tion organization is found in the 'chunking" process suggested by
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Miller (1956). 1In his view there is some optimal size that a set of
information should have in order to best facilitate remembering. The
incoming information is therefore organized into chunks of the desired

magnitude,.

- 3.3. -Control Processes in Long-Term Store.

Control processes to be congidered in thig section fall roughly into
-~ two categories: thosgse concerned with trangfer between short-term and
long-term store and those concerned with search for and reftrieval of
~information from LIS.

Storage in Long-Term Store. It was stated earlier that some informa-

- tion ig transferred to LIS throughout an item's: stay in STS, but that

o Adts amount and form is . delermined by control preocesses. . This propositlion
~will now be examined in grester detail. . First of all it would be helpful
to conglder a few simple examples: where long-term storage is differentially

-affected by the coding strategy adopted. One example is found in a’study

- on mediators performed by Montague, Adams and Kiess (1966). Pairs of non-

sense gyllables were presented to the subject © who  had té . wrile.down any
natural language mediator (word, phrase, or sentence assoclated with a

. pair) which cccurred to him. At test 24 hours later the subject attempted
. to give ‘the response member of each pair and the natural language media-~
tor (NIM) that had been used in acquisition. Proportion correct for items
. on which the NIM was retained was 70 percent, while the proporiion:. correct
was negligible for lifems where the NIM wag forgotten or significantly
changed. Taken in conjunctlion with earlier studies showing that a group
Using NIMs was superier to a group learning by rote (Bunquist and Farley,

1964), this result indicates a strong dependence of recall upon natural
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langusge mediators: A somewhat different encoding technique has

been examined by Clark and Bower (personél communication). Subjects
were required to learﬁ seﬁeral.lists of paired-asscciate items, where

. eaéh item was a pair of familiar words. Two groups of subjects.were
given identical instructions, except for an extra gection read to.the
experimental group explaining that the best method of learning the pairs
was to.form an elaborate visual image containing the.objects designated
by the two words, Thig experimental group wag then.given a few examples
of the technique, Thére was a marked difference in performatice between
the groups on both immediate and delayed tests, the experimental group
butperforming the control group by better than 40 percent in terms of
probability correct, In fact, postexperimental questioning of the
subjeété reVealed that the occasional high performers in the control
group weré cften using the experimental techniiue even iﬁ the absence
of instructions to do =o. This.techﬁique of associating through the use
of visual_images is a very old one; it has been described, for example,
by.Cicero in his De oratore when he diséusses memory as one of the five
parﬁs of rhetoric, and is clearly véry effective.

We now congider the guestion of how these encdding techniques lmprove
performaﬁce. The answer depends to a degree upon the fine structure of
lbng—term store, and therefore cannot be stated precisely. Nevertheless,
& number of possibilities should be mentioned. First, the encoding mey
”make use of strong pre-existiné assoclations, eliminating the necessity
of making new ones. Thus in mediating a word palr in a palred-associate
-task, word A might elicit word A' which in turﬁ elicits the reéponse.

This merely moves the guestion back a level: how does the subject know
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which aseociates are the correct cnes? It may be that the approprlate
aessoc1atlons are identified by tempcral p051t10n, that is, the subject

'may search through the assceciationg looking for one whlchhas'been elicited
recently, Alternatively, information could be stored w1th the approprlate
assoclation identifying it as having been used in thercﬁrrent paired-
aassociates tash, Second, the encoding might greatly decreaee the effective
area of.memory which must be seerched at the time of test; A.response
ﬁword not ehcoﬁed must be in the set of ail English words, or perheps in

the set of all words presented "recently,"

while a.code-may allow a
eﬁaller.search through the assoclates of one or two iteme. One could
uee-fﬁrther eearch—limiting techhiques such as restrictiné the.mediator
to the seme First lebber as he stimilus, A third possibility, related
"to.the secohc, is.thet encodiﬁg.might éive some order to an otheryise
rrehdom‘eearch;. Fourth, encoding.might graatly increase the amount of
‘ihforﬁation stored. Flnally, and perhaps most 1mportant the encodlng
:mlght protect a fledgllng assoc1at10n from 1nterference by succeedlng
items. Thus if one encoédes a particular pailr through an image of, say

a gpecific room in one's home, it is’uniikely‘that future inputs will
have any relatlon to that image; hence they will not interfere w1th it.
In most cases coding probably works well for all of the above reasons.

| There is another possible setb of effects of the codlng process which

should be mentioned here. As background, we need to conelder the reaults
of several recent experiments which examine the effect of spacing;between
study.and test in paired—associate learning.(Bjork, 19665 Young,.l966).
'The result of primary interest to us is the decrease in probability correct

as the number of other paired-associate items presented between study
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and test increages. This decreage seemg to reach asymptote only after a
falrly large number (e g , 20) of 1nterven1ng items, There are several
possible explanatlons for this ;short-terﬁh effect. Altheugh:the effect
.probably occurs over too great an interval to censider direct decay from
STSJas an explanation, eny of geveral rehearsal strategies couid give
flse to an approprlate looking curve. Since g peifed-associete task
‘rusually requlres codlng, a fixed-size reheargsl buffer may not be a
reasona&k hypothesiS, unless the buffer size is fairly small; on the
other hend,.a variable reheafsal set ﬁith semi-randomly sfaced reheargals
ﬁay be both'reasonable and asccurate, If, on the other hand, one decides
that.elmost no eontinuing rehearsal occufs in this task, what other
hypotheses are avallable? One could appeal to retroactive 1nterference

_ but.this doeg little more than name the phenomenon, Greeno (1967) has
.ptoposed a coding model which can explain the effect. In his view, the
subject may select one of several possible codes at the time of study.

In partlcular he mlght seleet a permanent code, Whlch will net be
disturbed by any other 1tems or codes in the experlment, if this occurs,
the item is said to be learned. On the other hand, a ”tran31tory code
‘might be eeiected; one ﬁhich is disturbed.or eliminated as succeeding
iitems are treeented; This trangitory code will last for e ptobabilistically
determined number of trials before beceming useless or lost. The important
foint to note here is the fact that a decreasing "short-term” effect can
oceur es a resuit of soleiy long—term.operatioﬁs. In experiments empha-
sizing longeterm.coding, therefore, the decision cbncerning which decay
process, or combination of decay processes, 1sg operative will not be easy

to make in an a priori manner; rather the decision would have to be
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based upon such a pestiori grounds as goodness-of-fit results for =

particular model and introspective reports from the subject.

_Long-Tefm Search Procegsesg. One of the most faécinéting.features

.of memory is the long-tefm search process. We have.all, at one time

é? anéther, been asked for information which we énce Rnéw, but which.

is now momentarily.unavailable, and we are aware of thé.énsuiﬁg periﬁd
(often lésting for hours) during which memory was sea?ched, occasionally
resulting iﬁ the correct answer. Nevertheless, there has been a mérked
léck of.experimental Wdrk.dealing with this rather common. phenomenon.

For fhis reason, our diécussion of search processes wiil be.brimarily
theoreﬁical, Buf the absence of a large experimental literature should
ﬁof ieaa-us to undefestiﬁate the importance of thé search mechaniém.

| The primary combonent of the search process is locaﬁing the sought-
for trace (pr one §f the traces) in.iong-ﬁerm StOTE.. This préceéé is
'.seen in operation via seversl examples.. The occasionally very ldﬁg
latencies pricr to a cdrrect response for well—knoﬁn information indicates
.a néﬁ-perfect seafch; A subject reporting.that hé will tﬁink "of it the
homent.he thinké about something else" indicates a prior fixation on-an
uﬁsﬁccessful gsearch procedure. Similarly the tip-of-the-tongﬁe phenomenon
ﬁentioned.earlier indicates a failure fo find an otherwise vefy strong
.frace. We have also observéd the following while quizzing a graduaté
sfudent on the nameg of state caﬁitals° The gtudent géve up trying to

remember the capltal of the state of Washington after pondering for a long
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time. TLater this student quickly identified the capital of Oregon as
Salem and then said at once that thé capital of Washington was Olympia.
When asked how he suddenly remembered, hé replied that he had lea;ned the
ﬁwo capifals together., Presumably this information would have been aveil-
able during the first search if the student had known where to look:
namely in conjunction'with the capital of Oregon. Such degcriptive
.éxamples are numerous.and serve to indicate that & gearch can éometimes
fail to uncover a very strong trace. One of the decisions the subject
must make is when to fterminate an unsuccessful search, An important
determiner of the length of search ié the amount of order impoéed dufing
the search; 1f one 1s asked to name all the states.ana does so strictly
égographically, one is likely to do Better than someone who spews out
naées in a haphazard fashion. The person naming states in a ﬁaphazéfd
fésﬁion will presently encounter in his search for new names those which
he has alreédy given; 1f this occurs repeatedly, the search Wili be
terminated as being unfruitful. The problem ﬁf.terminating the search is
'especially acute in the case of recalling a set of.items without a gopd
natural ordering. Such a case is found in free-verbal-recall experiments
in which a list of worde is presented to tﬁe subject who must then recall
éé many asIPOSSiblen. The subject‘presumably seafches along some sort

of temporal dimension, = dimension which lets thg subject know when

he finds a word whether br not it was on the list presénted most recently.
The temporal ordering is by no means perfect, however, and the seérch
must-therefore be'carried out with a degree.of.randomness. .This ﬁrocedure
may lead to missing an item which has.a féirly strong trace. 1t has

been found in free-verbal-recall experiments, for example, that repeated
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recall tests on a.given list soﬁetimes result in the inclusion on.the
second test of items left out on the first test,. In our ownwe%periments
we have even observed intrusions from an eariier iist thaﬁ had not.been
recalled during the test of that list. |

| It would be iilustrative at this point to consider an experiment
carried out by Norms Grahem at Stenford University. Subjects were esked
.po name the capitals of the states. 1f a correct answer we.s not giren
within 5 seconds follow1ng preeentatlon of the state name, the subgects
were then glven g hint and allowed 30 seconds ﬁorelto search thelr
memory. The hint consisted of either 1, 2, h, 12, or 2k consecutlve
letterg of the alphabet, one of which was the firgt letter in the ﬁaoe
of the state capital° The probablllty correct dropped steadlly as the
hlnt size increased from 1 to 24 letters. The average response lapenczes
for correct answers, however, showed ardifferent effect° the oﬁe;letper
hlnp was associated with the fastest response tlme, the two letter hlnt
ﬁas glower, the four-letter hint was slower yet but the 12- and 24 letter
| hints were faster than the four-letter hint. Ope simple hypothesis that
can explain why latencies were glower afier the four;letter hint than
efter the 12- and 2L4-letter hints depends upon differing search processes.
Suppose the subject in the abseﬁce of a hint engages_io "norma;ﬁ search,
or N-search. When given the first letter, however, we will assume the
eubject switches to a first lepter searoh, or L-seareh, consistiog of a
deeper exploration of memory bhased upon the first letter. This L—search
mlght consist of forming POSSlble sounds beglnnlng with the approprlate
letter, and matching them against possible city names. When the size

of the hint increases, the subject must apply the L-search to each of
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the letters in turn, obviously a time consuming procedure. In fact, for
twelve.ér twenty;four leﬁter hinté the probabiliﬁy is high that thé
'subjeét would use uﬁ the entire thirty«gecona gearch period Wiﬁhout
carrying out.an L-gearch oﬁ the correct first ietter. Cleariy a stage

is reachéd, in terms of hinf sizé, where the subject will switéh from

an L-search tc N-search in order o maximize performance. .In the present
experiment 1t seems clear that the gwitch in strategy occurred between
the L4- énd 12-letter hints. |

Tn the above experiment there were two search-stopping events, one
subject controlled and the other determined by the thirty-second time
1imit. It is instructive to consider some of the possible subject-.
 controlled stopping rules. One possibility is simply’an internal time
limit, beyonﬁ which the subjéct decides further search is uselesgu.
-.Related to this would be an evenf-counﬁer stopping rule that would halt
the subject when a fixed number of pre-specified events haduéccurfed,
The events could be total number of distinct "searches," total number of
incorrect traces found, and so on. A third possiblility is dependent on
.a consecutivé;evenﬁs counter. TFor example, search could be stopped
whenever x cohsecutive searches recovered traces that had beén found in
pfevious searches.

It was noted earlier that seérches may vary in their apparent order-
:liness.. Since 1ong~term memory 1s extremely large, any truly fandom
search Woﬁld invariably be doomed to failure. The search must alwsys be
made along some dimengion, or on the basis of some available cues,
Nevertheless searches do vary in thelr degree of order; a letter by

letter search is highly structured, whereas a free assoclative search
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thét proceeds frem point o pointlin a seemingly afbitrary ﬁanﬁer will

be considerably less restrained,‘even.to the point whére the same ground
may be covered many times. One other possible featufe of ﬁhe.seérch
‘process is.not as desirable.as the ones previously mentioned. The

search itself might prove destructive to fhe sought after trace. That

is, Just as new infermation trénsfefred to the long-term gtore migﬁt inter-~
fere with prefious matefial storéd.thére, the generation of traces during
the gearch might orove to have a similar interfering effect.

A.soméwhat different perspéctive én search ﬁrocedures is obtained
5yrconsidering the typeé of experimental tests that tyﬁically are used.
Soﬁetimes the very nature.of the task presumeé a specific éearch procedure.
.An exémple ig found in the free-verbal-recall task in which the subjJect
_must identify aisubset of -a larger well-learned group of ﬁords. A search
of smaller écope is made in a paired~agsgociate task; when the set of
possible responses ig large, the search for the answer is Similér to
that ﬁade in free recall, with a search component and a recognition
éomponént to identify the recovered tréce as thé appropriate one; When
the éet of responses in a paifed—assoeiate tagk is quite small, the |
task becomes one of recognition alone:-the subject can generate each
_possible response in order and perform a recognition test on each. The
recognition test présumably probes the trace for information identifying
if.as being from the cérrect list and being assoéiated with the correct
stimulus. | |

It waé said that the primary compbnent of thé search process is
locating the desired memofy trace in LTS. The secondary component ig

the recovery of the trace once found. It has been more or less assumed
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for simplicity in the above discussions that the trace is all-or-none.
This may not be the case, and the result of a search might be the
recovery of a partial trace. Retrieval would then depend either upon
correctly guessing the missging information or performing a further
search to match the partial trace with known responses. It is possible,
therefore, to divide the recovery procegses into a sgearch component and
retrieval component, both of which must be successfully concluded in
crder to output the correct response. The two components undoubtedly
are correglated in the sense that stronger, more complete traces will
both be eagier to find and easier to retrieve having been found,

One final problem of some importance should be mentloned at this
time., The effects of trace interference may be guite difficult to
separate from thosge of search failure. Trace interference here refers
elther to less of information in the trace due to succeeding inputs or
“to confuéions cauged by comﬁetition among multiple traces at the moment
of test, BSearch failure refers to an inability to find the trace at all.
Thus a decrease in the probability of a correct response as the number
of items intervening between study and test inéreases could be due to
trace interference generated by those items. It could also be due to
an increased likelihood of failing to find the trace bhecause of the
inecreaging number of items that have to be searched in memory. One way
_ these processes might be separated experimentally would be in a comparison
of recognition and recall meagures, agsuming that a fallure to find the
trace is less likely in the case of recognition than in the case of recail.
At the present, research along these lines hag not given us a definitive

answer to this guestion.
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SECTION L, EXPERIMENTS CONCERNED WITH
SHORT-TERM PROCESSES

Sectionsg 2 and 3 of this paper have outlined a theoreticsl frame-
work for human memory. As we have seen, the framework is extremeLy
-generéi,_and there are many alternstive choices that can be made in
fofmulating models for particular experimental Situations._ The many -
cholce points make it impossible for us to examine each process experi- -
mentally. Instead we shall devote our attention to a number of processes
universally agreed to occur in experiments on memory, namely rehearsal
énd‘search processes. In Section 5 the LTS search processes will be
examined in detail; in the preéent gection the major emphasis will be
on STS mechanismg, particularly the control process designated as the
fehearsal buffer, The zensory registration systeﬁ ig not an important
factor in these models; the experiments are designed so that all items
enter the sensory register énd then are transferred to STS. The long-
term sftore will be presented in the models of this section butl only in
the simplest pdssible manner. We now turn to a series of experiments
desigﬁed to establish in some detall the.workings of the buffer

mechanism.

L1, A Continuous_Paired—Associate Memory Task (Experiment 1).

| This study is the protolype for a series of experiments reported in
this section designed specifically to study buffer processes. The buffer
ls a fixed-size rehearsal scheme in 3T8; conditions which prompt the
subject to make use of a buffer include difficulty in using long-term
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store, a large number of ghort study-test intervals, and a presgentation

rate slow enough that cognitive manipulations in STS are not excessively
rushed. The task that was developed to establigh these conditions is
described below.*® |

The gubject was reguired tc keep track of constantly changing responses

associated with a fixed set of stimuli.*¥ The stimuli were two-digit numbers
chosen from the set 00 - 99; the regponses were letters of the alphabet.

At the start of s particular gubject-session a set of é stimuli was chosen
randomly from the numbers 00 to 99; these stimulli were nct changed over

the course of that day’'s session. To begin the session each stimulus was
.paired with a letter chosen randomly from the alphabet. Following this-
initial peridd, a continuocus sequence of trials made up the rest of the
session, each trial consgisting of a test phase followed by a study phase.
During the test phase, one of the s stimuli was randomly selected and
presented alone for tegt. The gubject was required to respond with the

most recent responge palred with that stimulus; o feedback wag given %o
the subject. Following his response the study portion of the trial began.
During the study portion the stimulus Jjust presented for test was paired with
a4 new response selécted randomly from the alphabet; the only restriction was
that the previocus response (thé correct response duriﬁg the immediately

preceding test phase) was not used during the study phase of the same trial.

* The reader may consult Atkinson, Brelsford, and Shiffrin (1967) for
detalils of the experimental procedure and theoretical analyses that
. . are not covered in the present discugsion. Also presented there is an

account of the mathematics of the model,

*¥% The tagk is similar to those used by Yntema and Mueser (1960, 1962),
Brelsford, Keller, Shiffrin, and Atkinson (1966), and Katz (1966).
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-The subject was instructed to forget the previous pairing and try to remem-
ber the new péiring currently being pfesented for study. ¥ollowing the
study period, a stimulus was again selected randomly from the set of s
stimuli and the test portion of the next trial began.

The result of this procedure is as follows: =& partiéular stimulus-
response pair is presented for sgtudy, followed by a randomly‘detefmined
number of trials involving other gtimuli, and then tested. Having been
-tested, the pair is broken up and the stimulus 1g paired with & different
response; in other words, no stimulus-regponse pair 1is ?feéentéd for
study twice in succession. It is easy to imagine the effects.of.this
pfocedure on the subject's long-term memory processes. .If any particular
pair isg étrongl& stored in long-term memory, it will interfere with sub-
-seQuent pairings involving that same stimulus. In additién, the nature
of the stimull and responses used makes cdding a.difficult tagk. For
thesé reasons, the subject soon learns that the usual long-term starage
.operations, such as coding, are not particularly useful; in fact, the
subject is forced to rely heavily on hisg short-term store and his rehearsal
capacity. The experimental procedure also was designed so0 that it would
bé possibie to carry out extensive parametric analyses on data from
individual subjects., This was accomplighed by running each subject for
twelve or more days and collecting the data ﬁn a system.under the control
of a time-sharing computer, a procedure which made the precise sequehce
of events during each session available for analysis.

Method. The subjects were nine students from Stanford University

who received $2 per experimental session. This experiment, and most of
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the others reported in this paper, was conducted in the Coﬁputer;Based
iearning Laboratory at Stanford University. The control functioﬁs were
performed by computer pregrams run on a modified FDP-1 computer manufactured
by the Digitel Equipment Corporation, and under coﬁtrol of a.time-sharing
system, The subject was seated.at a cathode-ray-tube display terminal;
there were gix terminals each located.in a separate 7 x 8 ft. Soﬁn&-
shielded room. S8timuli were displayed on the face of thelcathode ray
ﬁube (CRT); responses were made on an electric tyepwriter keyboard located
immediately below the lower edge of the CRT.

For each session the subject was assigned to cne of the threé experi-
ﬁental conditiénsn The three conditions were defined in terms of s, the
siée of the set of stimull fo be remembered, which took on the values
b, é or 8,. An attempt was made to assign subjects to each condition once
..in consecutive three-session blocks. Bvery sessioﬁ 5egén wlith a series
. bf study trials: one study trial for each stimulus to be used in the
session. On a study trial the word "study" appeared on the upper face of
thé CRT. Beneath the word "study" one of the stimuli (a two—digit number)
appeared along with a randomly-selected letter from the algphabet. Subjects
_ﬁere ingtructed to try to remember the stimulus-resgponse pairéa Fach of
. these initial study trials lagted for 3 seconds with a 3-sscond intertrisl
interval. As soon as there had been an initial study trial for each stimu-
lus to be used in the session, the session proper began,

Each subseqﬁent trial involved a fixed series of events. (1) The word
_E§§§ appeared on the upper face of the CRT. Beneath the word test a ran-
domly selected member of the stimulus set appeared. Subjects were instructed

that when the word test and a stimulus appeared on the CRT, they were to
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respond with the last response that had been associated with that stimulus,
guessing 1f necessary. This test portion of a trial lasted for 3 seconds,
(2) The CRT was blacked out for 2 seconds. (3) The word study appeared

on the upper face of the CRT for 3 seconds. Below the word gtudy a stimulus-
response palr appeared. The stimulug was the same one used in the.preceding
test portion of the trial. The response wasg randomly selected from the
letters of the alphabet, with the stipulation that it be different from

the immediately preceding response assigned to that stimulus. (&) There
was & 3-second intertrial interval before the next trial. Thus a com-

plete trial (test plus study) took 11 seconds. A subject was run for 220

such trials during each experimental session.

Theoretical Analysis. In order that the reader may visualize the

sequence of events which occurs in this gsituation, a sample sequence of

18 %trials is illustrated in Figure 3. Within the boxes are the displays
seen on the CRT screen. In this session the stimﬁlus get includes the

four stimuli 20, 31, 42, and 53 (i.e., s = 4). On trial n, item 31-Q

is presented for study. On trial n+l, 42 is tested and 42-B presented

for study. Then on trial n+2, 31 is tésted; the correct answer 1is Q as is
seen by referring to trial n. After the subject answers he is given 31-8
to study. He is instructed to forget the previcus pair, 31-Q, and rememn-
ber only the new pair, 31-8. The responsé letter S was selected randomly
from the alphabet, with the restriction that the previous response, Q, could
not be used. A previcusly used response may through chance, however, be
chosen again later in the session; for example, on trial n+7, 31-Q is again
presented for gtudy. It is aléo possible that two or more stimuli might

be paired with the same response concurrently; as an example, on trial
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Figure 5 A sample sequence of trials for Experiment 1




n+15, 20 is paired with C and on trial n+l6, 42 also is paired with C,

The stimulus presented on each trial is chosen randomly;-fof this resson

the number of trials intervening between study and test is a random.variable
distributed geometrically. In the.analysis of the results, a very impor—
tant variable is the number of trials intervening between study and test

on a particular stimulus-response palr; this variable is called the lag.
Thus 20 is tested on trial n+h at a lag of O because it was studied on
trial n+3. On the other hand, 42 is tested on trial n+lh at a lag of 12,
because it was last studied ¢on trial n+l.

Consider now the processes the subject will tend to adopt in this
situation. The obvious difficulties involved in the use of LTS force the
Subject to rel& heavily upon rehearsal mechanisms in STS for optimal
performance.* A strategy making'effective use of STS is an ordered rehearsal
échéme of fixed size called the buffer in Bection 3.2. lThe fixed size re-
quirement may not be necessary for maximal ufilizatibn of STS, buﬁ is indi-
cated by the following coﬁsiderations. Keeping the size of the rehearsal
set constanf gives the subject a great deal of control over the situation;
each rehearsal cycle will take about the same amount of time, and it is
easier to reorganize the buffer when a rew item is introduced. TFurthermore,

an attempt to stretch the rehearsai capacity to its limit may result in

* The usual examples given for the usefulness of a distinct short-term
gtore do not stress the positive benefits of a memoyy decaying qﬁickly
and completely. Without such a memory, many minor tasks such as
édding a long column of numbers might become far more difficult. The
current experiment, in which associative bonds are frequently broken
and reformed, is an example of a class of operations for which a

short-term store ig almost essentizal.
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qgnfusion which causes the entire rehearsal éet‘to be disrupted; the
copfgsioh regul£§ from the va;iable time that must be allowed qu opera-
rtioﬁs Such as ;esponding at the keyboard and progessing the new Incoming
items. The hypothesis of an ordered fixed-size buffer is given‘sgpport
by the subjects’ reports and the a.u'-thors‘i observations whileracting'as
:éﬁbjegtso Therreader is not asked, however, to takeIOur word on this
matter;‘the analysis_of-the :esults will provide the.sﬁrongest support
for the hypothesiso ”

It must be decided next qut what 1s being rehearsed. Thg obvious
capdidate, and the)oné reported h? subje;tsris the stimulus-response.pair
to be remerbered. That is, fhe unit- of rehéarsal i; the two-digit stimulus
’Qum#é¥ plué_fhé associated::esponse lettern_ Under ;ertain conditiqns,

_ however)‘the_gubject may adopt a more optimael strategy in which only the

',__responses are rehearsed. This strategy will clearly be more effective

‘ becapse many-mgre_itgms may be encompassed with the same rehearsal effort.
Thelgtrategy.depegds uanlordering the stimuli (usually in numerical order
| iﬁ £he present case)_and rehearsing_the responges in an order‘correqunding
to‘ﬁhe stimulus order; in this way the subject may keep track of which
response goes with Which.stimulus. For a number of reasons, the scheme

is ﬁost effectivé whén the size of the stimulus set is small; for a large
set the subject maey have difficulty ordering the stiﬁuii; énd diffiéﬁlty
‘reorganizing the rehearsal as each new item is presented. When the number
of StimglﬁsQreépqnse pairé to 5e"remembefed is léfge,.the sﬁbject.ﬁay
‘élter this.scheme in order to make it feasible. ihe-alteration_might
consist’of'reheéféing only the responses associsted With a' portion of

the ordered stimuli. In a previous experiment (Bfelsford, Atkinson, Keller,
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end Shiffrin, 1966) with a similar design, several subjects reported using
such a strategy when the stimulus-set size was four, and an exemination of
théif results showed betfer performance than the other subﬁects. Subject
reporté lead s to believe that this strategy is used infreqpently in the
present experiment; conéequently, our model agsumes that the uﬁit'of re-
hearsal is the stimulus~response pair, henceforth called an hitem.”

Figure 2 outlines the structure of the model tc be applied to the
 data, Degplte the emphasis on rehearéal, a small amount of long-term
storage occurs during the pericd that an item regides in the buffer. The
information stored in LTS is comparatively wezk and decays rapidly as
succeeding items are presented. In accord with the argument that the
long-term process 1s uncomplicated, we assume here that information stored
in LTS increases linearly with the time an item resides in the buffer.
Once an item leaves the buffer the LTS trace is assgumed to decrease as
éach gucceeding item is presented for study.

Every ifem ig assumed to enter first the sensory register and then
815, At that point the subject must declde whether or not to place the
new item in the rehearsal buffer. Theré are a nurber of reasons.why every
incoming item.méy not be placed in the buffer. For one thing, the effort
involved in reorganizing.the buffef on every trial may not always appear
worthwhile,especially'when the gaiﬁs from doing so are not immediately
'evident; for anoﬁher, the buffer at some particular time may consist of a
combination of items especially easy to rehearse and the subject may not
wish to.destroy the combination. In order to ke more specific ébout which
items enter The buffer and which do not, two kinds of items must be dis-

tinguished. An O-item is an incoming stimulus-response pair whose stimulus
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is éurrently in the buffer. Thus if 52-L is curreﬁtly in the buffer,

52 1s tested, and 52-G is presented for study, then SE;G ig said to be

an O-item., Whenever an O-item is presented it ig automatically entered

into the buffer; this entry, of course, involves replacing the old response
by the appropriate new regponse. Indeed, if an O-item did not enter the
buffer, the subJect would be forced To rehearse the now incorrect previous
response, or to_leave a useless blank spob in the buffer; for thesge reagons,
the assumption that O-items are always entered into the buffer seems reason-
able. The other kind of item that may be presented is an N-item., An
‘N~item is a stimulus-response pair whose stimulus currently 1s pqt in the
buffer, Whene#er an'N-iﬁem.is entered into the buffef, cne item currently
Iin thé Buifer mugt‘be”removed to mgke room for.the new itgm (i.e., the
_buffgr ig assumed_to be of fixed _si;e3 r, meaning that the number of items
being rehearsged ét ény.one time is constant). The assumpﬁion is made that
o en N-item enters into the buffer with probability; ¢y whenever an N-item
ig entered one of the items currently in the buffer.;s randomly selected
| .an@ removed to make.roomAfor it. :

The model uéed fo describe the present experiment is now almost com-
plete. A factor gtill not‘specified' is the response rule. At the mbment
_of test any item which is in the buffer is responded to correctly. If
tﬁe gtiﬁulus tested is not in the buffef; a searéh is carried out in LTS
- with the hope of findiﬁg the trace. The probability of refrieving the

. qorrect response from 175 depends upon_the current trace strength, which
lin turn, depends con the amount of information transferred to LTS.
Specifically we assume that information is transferred to LTS at a constant

rate € during the entire period an item resides in the buffer; © is

66




the transfer rate per trial.. Thus, if an item remains in the rehearsal
:buffer'fbr exactly j trials, then that item accumulated an amount of
information equal to jé. We alsc assume that each trial following the
triél cn which an item is knocked out of the buffer causes the information
stored in LTS for that item to decrease by a constant proportion . Thus,
if an item were knocked out of the buffer at trial j, and 1 trials
intervened between the original gtudy and test on that item, then the
amount of information in LTS at the time bf the test would be jBTi"j.

We now want to specify the probability of a correct rétrieval-of an item .
from LTS, If the amount of information in LTS at the moment of test is
zero, then the prbbability of a correct retrieval should be at the guessing
level. As the amount of information increases, the probability of a
cqrrect retrieval should increage toward unity. We define}:pij as the
probability of a correct response from LTS for an item that was tested

at lag i, and resided in the buffer for exactly J trials. Considering

the above specifications on the retrieval process,

pyg = 1= (1= @expl- 39( )]

where g 1s the guessing probability, which is 1/26 since there were

26 response alternatives.¥

* Lestthe use of an exponential function seem entirely arbitrary, it
.should'be noted that this function bears a close relation to the familiar
linear model of learning theory. If we ignore for the moment the decay
featqre, then Py =.l - {1 - glexp(-38). It is eésily seen that this
is the linear model expression for the probability of a correct response

~after J reinforcements with parameter eﬂe._ Thus, the retrieval

function pyy con be viewed as a linear model (Cont'd on next page)
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The basic dependent variable in the present experiment is the proba-
‘alllty of a correct response at the time of a test glven lag i. rin order
to derive this probability we need to know the length of tlme that an
item rcaldes in the memery buffer,_ Therefore, def'ine
ﬁj probablllty that an item resides in the buffer for

exactly J trials, given that it is tested at a lag

greater than Jo
Ihe probability of a correct response_to an item tegted atllag imcan now
be written in terms of tha ﬁjfs, .Let‘ ”Ci”.rcpresent the occarepcc of a

. correct response to an item tested at lag i. Then

Pr(cy) = |2 - Z Z Bl | v

The first bracketed term i1s the probability that the item is in the buffer
at the time of the test. The second bracket contains a sum of preobabilities,
each term representing the probability of a correct retrieval from LTS of

an item which remained in the buffer for exactly k trials and was then lost,**

* CCoﬁt‘d from previous page) with time.in the buffer as the independent
variable, To be sure, the decay process complicates matters, but the
. reason for chogsing the exponential function beComes somewhat less
:arbitrary A decay process is needed so that the probability of a
- correct retrieval from LTS w1ll approach chance as the lag tends to-
_.wadlmhmmy .
. e Orie factor which the mcdel as outlined ignores 1s the probablllty of"
recovering from LTS an old, 1ncorrect trace In the interest of sim-
pl1c1ty this process has not been 1ntroduced 1nto the model, although

it could be appended with no major changes.
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There are four parameters in the model: r, the buffer size which must be
an integer; «, the probability cof entering an N-item into the buffer;
g, the transfer rate of information to LTS; and <7, the decay rate of
information from LTS after an item has left the buffer.

One final precess must be considered before the model is complete.
This process is the recovery of information from STS which is not in the
buffer. It will be assumed that the decay of an item which has entered
and then léft the buffer_is very rapid, so rapid that an item which has
left the buffer cannot berrecovered from STS on the succeeding test.*
The only fime in which'a‘recover& is made from STS, apart from the buffer,
occurs_if an item is tested immédiately following its study (i.e., at a
lag of O).i In this caée there ié virtually no time between étudy and test
and it is éssumed therefdre_that.the recovery probability is one, regardless
of whether the item was entered into the buffer or not. In oéher words,
the probability correct is one when the lag is zero.

Date Analysis. Figure L presents the probability of a correct

response as a function of lag for each of the three stimulus set sizes
examined. It can be seen that the smaller*the stimuius set size, the
better the Qverall performance. It is important to note that the theory
predicts such a difference on the following basis: the larger the size of

the stimulus set, the more often an N-item will be presented; and the

* Clearly-ﬁhis assumption depénds on the time intervals involved. 1In the
present experiment the trials were guite zlow; in experiments where a
Taster presentation rate is used; the model probably would need to be
modified slightly to allow a non-zerc probability of recovefy'of an

item from STS on the test following its removal from the buffer.
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more often N-ltemg will be presented, the more often items in the.buffer
Willrbe knﬁcked oﬁt;  Récali that only N-itemg can kﬁoCk iteﬁstffom.the
bﬁffer; O-iteﬁs.merély'replace'ﬁhemsélves; ' .. | - “

| itrcén be séen that ferformance is almost pérfect for lag 0 in all
fhree conditions. This was éxpected becéuse‘lag 0 means that.theriﬁem LEE
fested immediaﬁeﬁy fbllowing its study, and was theféféré availabie in STS.
The curveé drop sharply at first and siowly thereafter, but havé.nof yetb
‘féached the;chance level at lag 17, the largeét leg plottéd. The chance
'levelrghoﬁld bé'l/26 Sinéé there were 26 response'altérnatives;

| The‘foﬁr paraméters bf the model were estimated by fitting‘the model
to fhe lag cur{es in Figure ¥ using a'minimgm“chi-équare as a.beét Tit
criterion.* The solid lines in Figure 5 give the best Tit of the model
which occurred when the paraﬁeter values were: r = 2, o = ,39; 6:= Ao,
'éhd T_=-.93, It_cén”be geen that the observed data aﬁd thé.prédictions
frbm‘the:model are iﬁ close agreement. It should be emphasized.that the
£hree curves are fit simultaneously using'thé same parameter values, and
the differences between the curves depend only on the value of s (the stimulus
set size) which, of éourse, ié determined by thenexperimeﬁter; The.predicted
'probébilities of a correct responée weighted and summed.overnali lag posi-
tions are .562, AB69, and 426 for s équal to 4, 6, and 8,'fésﬁectively;
the observed values are .5u48, ;h72, and 421, . |

The estimaﬁed value of r might séem surprising'at firgt glance; two

" items appear to be a rather small buffer capacity. But there are a number

% See Atkinson, Brelsford, and Shiffrin (1967) for details of the estimation

procedure and a statistical evaluation of the goodness—of—fit.



. of_considerations Which render_this estimate reasonable._ it_seems clear

that the-capacity.estimated_inia task where.theﬂsubject is constantly
interruptedkfor tests must be lower than the capacity estimated, for example,
in a_typical digitfspan task. This_is so because‘part of the attention
time‘that_nould be othernise alloted to rechearsal mnst:be usedito search
memory in order.to‘responduto‘the continuous sequence“of testsr Qonsider~
__ing that two items in this situation consist of four.numbers and two

letters, an estimate of T equal to two 1s not particularly surpr1s1ng

_ The_estimated value”of_ o _1nd1cates that only 39 percent of the N-items

:actually.enterhthe buffer.(remember_that intems almeys enter the buffer).
,_ffhis‘lomzvaiue mey indicate that a good_deal:of_mental effort is involved
inlkeeping an item in the:buffer Via reheersal;iieading to_a reiuctance to
7. discard an item from the buffer uhich has not.yet been.tested | A similar
reluctance to discard 1tems would be found 1f certain combinations of items
- were particuiarly casy to‘rehearse. _Finally, ote that the theory predicts
that?.if there.mere”no‘longeterm_storage, the subJect_s overall probability

of.a correct response uould be.independent of d Thus 1t might be ex-
‘.pected that o _would be higher the greater the effectiveness of long -term
: storage. In accord With this reasoning, the low value‘of a found would
-result from the weak long.term storage aSSOCiated w1th the present situation.

) In addition to the 1ag curves in Figure h there are a number of other
predictions that can be examined One aspect of the.theory-maintains that
O-items always enter the buffer and replace themselves, while N-items enter
'the buffer w1th probability % and knock an 1tem out of the buffer whenever
they do so. The effects of different stimulus-set sizes displayed in Fig-

ure 5 are due to:.this assumption. The assumption, however, may be
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examined in other ways; if it is true, then an item's probability of being
correct will be affected by the specific items that intervene between its
initial study and its later test. If every intervening trial uses the same
stimulus, then the probability of knocking the iltem of interest from the
buffer ig minimized. This is so because once any intervening item enters
the buffer, every succeeding intervening item is an O-item (since it uses
the same stimulus), and hence also enters the buffer. Indeed, 1f o were
one then every_intervening item after the first would be an O-item, and
hence only the first intervening item would have a chance of knocking the
item of interest from the buffer;'if ¢ = 1 and there were no long-term
decay, then the lag curve for this condition would be flat from lag 1 on-
wards ., In thié case, however, C 1is ﬁot equal to one and there is long-term
decay;'hence the lag curve will decrease somewhat ﬁhén the intervening
items all have the same stimulus, but not to the extent found in Figure 4.
This lag curve, called the "all-same" curve, is shown in Figure 5; it
plots_the_prdbébility of a correct fesponse as a function of lag, when all
the intervéning trisgls between study and‘test involve the same stimulus.
The parameters previously estimated were:used to generate predictions for
thege curves and they are displayed as golid lines. If seems clear that
the predictionsg are highly accurate.

 A convefSelresult, called the "all-different” lag curve, is shown in
Figure 6. In this condition, every intervening item has a different stimu-
lus, and therefore the probability of knocking the item of interest from
the buffer is maximized. The lag curvés for this cdndition, therefore,
should drop faster than the unconditional lag curves of Figure 4, Pre-

dictions were again generated using the previcus parameter values and are
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represented by the solid lines in Figure 6. Relatively few observations
were avallable in this condition; considering the instability of the data
the predictions geem reagonable.

The procedure used ir this experiment is an excellent example of what
has been traditionally called a negative transfer paradigm. The problems
inherent in such & paradigm were mentioned earlier as contributing to the
subjects' heavy reliance upon the short-term store. To the extent that
there is any use of L?S, however, we would expect intrusion errors Irom
previously correct responses. The model could be extended in several
obvious ways to predict the occurrence of such intrusions. TFor example,

- the subject could, upoﬁ failing %o recover the most recent trace from LT3,

continue hig gearch and find the remains of the preViQus; q@w incorrect,

 trace. In order to examine intrusion errors, the proportion of errors which
were the correct response-fbr the previous presentation of the stimulus in
:questiqn were calculated for'éach lag and each condition. The proportions

"were gulte stable over lags ﬁith mean valueg of .065, .068, and .073 for
the 4, 6, and 8 stimulus conditions, respectively. If the previously

.correct response to an item is generated randomly for any given error,
these values should not differ sigﬁificantly from 1/25 = 04, In both

the s = 4 and s = 6 conditions seven of the nine subjects had mean

"values abové chance; in the s = 8 condition eight of ﬁhe'hine subjects were
ebove chance., Intrusion errors ﬁay therefore be considered a reliable

~ pPhenomenon in this situation; on the other hand, the relatively low
.frequency with which they occcur indicates a rather weak and guickly decay-
ing long-term trace.

A second error category of inferesgt includes those responses that are
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members of the current set of responses to be remembered but are not the

‘corredt respoﬁses. This set; of‘course, includes the set of réspbnsés.
in the buffef.at'ahy one time; if the subject ﬁends-to'give as a guess a
regponge currently in the buffer (éﬁd thereforé highly availabie), then
the probability of giving as an error a responge in ﬁhe current to-be~
remembered set will be higher than chance, Since fesponses may hbe
assigned to more than one stimulus simultaneously, the number ef
responges in the to-be-remembered set is bound by, but may be less
than, the size of the stimulus set, s. Thus, on the basis of chance the
error probabilities would be bounded below ,12, .20, and .28 for s =4,

: 6, and &, respectively. The actual values found were .23, .28, and .35,
-respectively. This finding suggests that when the gubJect cannot retrieve
the response from his buffer or LTS and is forced to guess, he has a somewhat

- greater than chance likelihood of giving a response currently in the re-
hearsal set but assigned to another stimulus. It is not surprising that a
subject wili give ag a guess one of the responges in his buffer since they
are immedlately available.

Other analyses have been performed on the data of thig experiment,
 but the results will not be presented until a second experiment has been
described.. Before considering the second experiment, however, a few words
shouid be said about individual differences. One of the reasons for
running a single subject for many sessiong was the expectation that the
model could be applied to each subject's data separately, Suech analyses
nave been made and are reported elsewhere (Atkinson, Brelsford, aﬁd
Shiffrin, 1967). The.results are too complex to go into here, but they

establish that individual subjects by and large conform to the predictions
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of the model quite well. Since our aim in this paper is to present a
non-technical‘digcussign,of_the model, to simplify matters we: will make

most of our analyses on group data.

4.2,  The "All-Different" Stimulus Procedure (Experiment 2). "

" In the preceding experimen%, the number of stimuli used in a given
experimental ‘session snd the size of the to-be-remembered set were identi-
cal, These two factors, however, can be made'independent;?‘Spécifically,
a gset of all-different stimuli could be used while keeping the size of the
to-be-remembered set congbant, - The name,-all4different,*for?this experi-
ment results from the use of all-different stimuli; ile., -once a-given
~ stimulus-response pair is presented for test, that stimulus is ot used
‘again.  In-other respects the experiment is identical to Experiment 1.

© . One’ reason for carrying out. an’ experiment Qf-thisityﬁe is to gain
 some  information about the-réﬁlatement hypothesis for O-items. In Experi-
“ment’ 1 we agsumed that a new item with a stimulus the same' as an item

currently in the buffer automatically replaced that item 4in ‘the buffer;

" thatiis, the response switched from old to new. TITh the all-different

' experiment subjects are instructed, as in Experimeiit 1, to forget each
“item once it has been tested. ' If an item currentiy in the buffer is
‘tested {say, 52-G) and a tiew item is then presented for study (say 65-Q),

we might ask whether the tested item will be automatically replaced by the

. new item (whether 65-Q will replace 52-G in the buffer)}. -This replacement

strategy is clearly optimal for it does no good to retain an’ item in the
‘puffer that already has been tested. Nevertheless, if the reorganization

of the buffer is difficult and time consuming, then the replacement of
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a tested item currently in the buffer might not be carried out, One
simple éséuﬁptidn aléhg these lines wogld.postﬁlate that every item has
én independent provability o of entering the buffer.

| The all-different exﬁefiment'was identical ﬁo Experiment 1 in.all
regpects except the foilowing. In Experiment 1 the s stimuli were the
same through6u£ an experimental session, with only the associafed fesponses
béing bhaﬁged on each trial, whereas in the all—differeﬁt experiment 100
‘stimuli ﬁeré available for use in each séssion. In fact, evefy stimalus
. vas effectively new since the stimulus for each study trial was selected
rahdomly from the éét of éll.ioo stimuli under the restricfion that no
stiﬁulus could be used if it had been tested or studied in the previous
fifty trials, There were still three experimental conditions with s
equal to h, 6, or 8 denoting the number of items that the subject was
reguired to .try tolrémember at any point in time. Thus a session began
with'éither 4L, 6, or 8 study triale on different randomly selected
sfimuli,each of which was paired with a randomly selected response (from
tﬁe 26 letters). On each trial a stimulus in the current to-be-rememvered
set was presented for test. After the subJect made his response he was
.instrucﬁed to forget the item he had just been tested on, Since he-would
not be tesﬁed on.it again, Foliowing ﬁhe test a new stimulus was
selected {one that had not appearéd for at least® fifty trials) and ran-
dbmly paired with a response for the sﬁbject to study. Thus the number
of i1tems to be rémembered at any one time stays constant thréughout the
seésion. However, the procedure is quite different from Experiment 1L
where the study stimulus was always the one Jjust tested.

Denote an item presgented for study on é trial as an O-item (old item)
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1f the 1tem Just tested was in the buffer. Denote an 1tem presented for
study as an N 1tem (new 1tem) 1f the 1tem aust tested was not ln the buffer.
This termlnology conforms pre01sely to that used to descrlbe Experlment 1.
If an 0- ltem is presented there will be at least one spot 1n the buffer
.ocoupled by a useless 1tem (the one Just tested). If an N-ltem is pregent-
:ed the buffer w1ll be fllled w1th 1nformatlon of the same value as that
before the test If we assume that an N- 1tem hasrprobablllty @ of enter-
| 1ng the buffer, and that an 0- 1tem will always enter the buffer and knock
‘out the ltem Just made useless, then the model for Experlment 1 w1ll
apply here_w1th no change whatsoever. In thls case we agaln expect that
thenlag curves for's - 4. 6 and 8 Would be separated In fact, glven
the same parameter values; exactly the same curves would be predlcted
.for the all- dlfferent experlment as for Experlment l - |
| H As noted earller however, there 1s gome doubt that the assunptlons
regardlng N-ltems and O 1tems w1ll stlll hold for the all- dlfferent experi-
ment. In Experlment 1 the stlmulus Just tested was re-palred Wlth a new
response, v1rtually fercing the subJect to replace the old response with
a new one.if the item was in the buffer, Put another uaj, if an.item is
'Jin the.huffer when tested, only a minor change need.be nade in the buffer
.to enter-the sueceeding study item: a single response isureplaced b&
:another. In the all- dlfferent experlment however, a greater change needs
7 to be made in order to enter an O-item; both a stlmulus and a response
lmember have to be replaced. Thus an alternative hypothesls mlght nalntain
that erer& entering item (whether.an ﬁ-item.or.anio-item) has the same
_probability‘ Q@ of enterlng the buffer, and w1ll knock out any item

currently in the buffer w1th equal llkellhood In this cage we predict
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no differences among the lag curves for the s =4, 6, and 8 conditions,

Resultg., The observed lag curves for Experiment 2 are digplayed in
Figure 7. It should be emphasized that, except for the procedural changes
described above and the fact that a new sample of subjects was used,
the experimental conditiong and operations were identical in experiments
1 and 2, The important point about this data is that the lag curves for
the three conditlons appear to overlap.* Tor this reason we lump the

- three curves to form the single lag curve displayed in Figure 8.

Because the three curves overlap, it is apparent that the theory
used in Experiment 1 needs modification. The hypothesis suggested above
will be used: every item enters the buffer with probability «. If an
item enters the buffer it knocks out an item already there on a random
bagis. This model impliés that useless items are being rehearsged on
occasion, and subjects reported doing Jjust that degpite instructiens
to forget each item once tested.

The curve in Figure 8 was fit using a minimum X2 procedure; the
parameter estimates werer =2, ¢ = .52, 8 = .17, and v = .90, It can be
seen that the fit is excellent. Except for r, the parameters differ gome-
what from thoze found in Experiment 1, primarily in a slower transfer
rate, 6. In Experiment 1 the estimate of 6 was .40, This reduction in
long-term storage 1s not too surprising since the subjects were on occagion
rehearsing useless informatien. It could have been argued in advance of

the data that the change away from a strong "negative-transfer' paradigm

* To determine whether the three curves in Figure 7 differ reliably, the
proportions correct for each subject and condition were calculated and
then ranked. An analysis of variance for correlated means did net yield
significant effects (F = 2.67, af = 2/16, p > .05).
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Figure 8 Observed and theoretical probabilities of é..correct- response as a function of lag.

Data from the s = 4, 6, and 8 conditions have been pooled (Experiment 2)




in Experiment 2 would lead to increaged uge of LTS; that this did not

oceur is indicated not only by the low & value, but also by the low
probablility of a correct response at long lags. One outcome of %his

result is the possibility that the all-different procedure would give
superior long-term memory in situationg where subjects could be induced

to attempt coding or other long-term storage strategies. It seems apparent

that LTS was comparatively useless in the present situatiom.

Some Statistics Comparing Experiments 1 and 2., In terms of the

model, the.only differencs bgtween Experiments 1 and 2 lies in the
replacement asgumption governing the buffer. In Experiment 1, én item
in the buffer When'tested is éutomatically replaced by the immediately
succeediﬁg-study item; if the tested item is not in the buffer, thé succeed-
ing study item entefs the buffer with probability &, rancdomly displacing
an item already there. In Experiment 2, every study item, independent
of the contents_of the buffer, enters the buffer with probability o,
randomly displécing an item already there, While these assumptions are
given credence by the predictioqg of the various lag curves of Figures 4
and 8, there are other statistics that can be examined to evaluate their
adequacy. Yhese statisticeg depend upon the fact that items var& in their
probabilitj.of entering the buffer. Since items which enter the buffer
will havé a higher probability corréct than items which do not, it is
relatively easy to check the veracity. of the replacement assumptions in
the two experiments.

In Experiment 1, the probability that an item will be in the buffer
at test is higher the greater the number of consecutivé_preceding trials

that involve the same stimulus. Thus if the study of 42-B is preceded,
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for example, by six consecutive trials using stimulus 42, there is a
very high probability that 42-B will enter the buffer, This occurs because
there is a high probability that the stimulus 42 already will be in the
buffer when 42-B is presented, and if so, then 42-B will automatically
enter the buffer. In any series of consecutive trials all with the same
stimulus,lonce any item in the series enters the buffer, every succeeding
Ltem will.enter the buffer. Hence the longer the geries of 1ltems with the
same stimulus, the higher the probability that that stimulﬁs will be in
the btuffer. TFigure 9 graphs the probability of a correct response to the
last stimulus-response pair studied in a series of consecutive trials
involving the same stimulus; the probability correct is lumped over all
possible lags at which that stimulus-response pair is subsequently tested.
This probability ig graphed as a function of the length of the consecutive
run of trials witﬁ the same stimulus and is the line labeled Experiment 1.
These curves are combined over the three experimental conditions (i.e.,
s =4, 6, 8)., We see that thé probability of a correct regponse to the
lagt item sﬁudied in a series of trials all involving the same stimulus
increases as the length of that series inéreases, as predicted by the
theory. |

In Experiment 2 stimuli are not repeated, sohthe above statistic
cannot be examined. A comparable statistic exists, however, if we consider
a geguence of ifemsg all of which are tegted at zero lag (i.e., tested
immediately after'presentation). One could hypothesize that the effect
displayed in Figure.9 for Experiment 1 was due to a consecutive seguence
of zero-lég tests, or due to factors related to the sequence of correct

answers (at zero-lag an item is always correct). These same arguments
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would apply, however, to the sequence of zero-lag items in Experiment 2.
In Figure'9; the line labeied Experiment 2 represents a probability
measure comparable to the one displayed for Experiment l. Specifically,
it ig the probability of a correct response on the eventual test of the
last S-R pair studied in a consecutive geguence of trials all involving
5-R pairs tested at lag zéro, as a function of the length of fhe sequence.
The model for Experiment 2 with ite scheme for entering items in the
buffer, predicts that this curve should be flat; the date seem to bear
out this prediction.

The close correspondence between the predicted and observed resulis
in Experiments 1 and 2 ﬁroﬁides'étrong support for the'théory. The: assump-
tions justified most strongly apbear t0 be the fixed-size rehearsal buffer
containing number-letter pairs as units, and.the.replacement assumptions
governing 0- and N-items. It is difficult to imagine a consistent system
lwithout these assumptions that would give'rise to siﬁilar effects. BSome
of the predictions supﬁorted by the data are not at all intuitivé. For
'examplé, the phehomenon displayed in Figﬁre 9 seéms to be conﬁrary to
" predictions based upon coﬁsiderations of négative transfer.‘ Negative
tfansfer would seém to prediet thaf a sequence of items haviﬁg the same
stirmilus bﬁt different responses wouid lead to largé amounts of inter-
ference and hence feduée the ﬁrobability correct of the lést.item in the
sequence; howe#er, Jjust the opposite effect was fouhd. Furthermore; ﬁhe
lack of‘an_effeét in Experiment 2 seems to rule out explanations based
on successive correct responses or successive zero-lag tests, Intuition

. notwithstanding, this effect was predicted by the model.
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b,3. A Continuous Paired-Associate Memory Task with Multiple

Reinforcements (Experiment 3).

In confrast to a typical short-term memory task, the subjects'
strategy in paired-agsociate learning shifts from 2 reliance on rehearsal
processes to a heavy cmphasis on coding schemes and related processes that"
facilitate loﬁg—term storage. There are many factors, however, that con-
tribute to such = shift, and the fact that items are reinforced more than
once in a paired-assoclate learning task is only one of these. In the
present experiment, ail factors are kept the same as in Experiment 1,
except for the number of reinforcements. It is not surprising, then, that
subjects use essentially the same rehearsal strategy found in Experiment 1.
It is therefore oficonsiderable interest to examine the effects associated
with repeated reinforcements of the same item.

In Experiment 5 only one stimulus set size, s = 8, was used. BRach
session began with eight study trials on which the eight stimuli were
each randomly paired with a response. The stimuli and responses were two
diglt numbers and letters, respectively. After the initial_study_trials
the session involved a series of consecutive trials each consisting of a
test phase followed by a study phase. O0On each trial a stimulus wasg ran-
@omly selected for testing and the same stimulus was then presented for
study on the latter portion of the trial. Whereas in Experiment 1, during
the study phase of z trial, the stimulus was always re-paired with a new
response, in_thé present experiment the stimulus was sometimes left
ﬁaired with the ©ld regponse. To he precise, when a particular S-R pair

was presented for study the first time, a decision was made as to how
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many reinforcements {study periods) it would be given; it was given either
1, 2, 3, or 4 reinforcements with probabilities .30, .20, .40, énd .10
respectively. When & particular S-R pair had received its assigned number
of reinforcements, its‘sfimulus was then re-paired with a new response on
the next study trial, and this ﬁew item was assigned a number of reinforce-
ments uslng the probability disgtribution specified zbove. In order to
clarify the procedure, a sample sequence from trials n to nt+l9 i1g shown in
Figure 10. On trial n+2 stimﬁlus 22 is given a new response, L, and
assigned three reinforcements, the first occurdngion'trial n+2. The second
reinforcement occurs on trial n+3 after a lag of zero. After a lag of O,
the third reinforcement is pregsented on trial nt+tld. After a lag of 8,
gtimulus 22 ig re-paired with a new response on trial n+l9. Stimulus 33
is sampled for test on trial n+6 and during the study phase is.assigned the
new response, B, which is to receive two reinforcements, the second on trial
n+9. Stimulus 44 is tested on trial n+h, assigned the new response X which
is to receive only one reinforcement; thus when 4it is presented again on
triel n+l6 it is assigned another response which by chanée.also'is to re~
celve only one reinforcement, for on the next trial b4 is studied with
response Q. The subject 1s instructed, és in Experiments 1 and 2, to
respond on the test phase of each trial with the letter that was last
studied with the stimulus being tested.

The game digplay devices, control eguipment, and timing relations
used In Experiment 1 were used in this.sﬁudy, There were 10 subjects,
each run for at least 10 sessions; a session consisted of 220 trials,
Detalls of the experimental procedure, and a more extensive account of

the data analysis, including a fit of the model to response protocols
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Figure 10 A sample sequence of trials for Experiment 3



of individual subjects, can be found in Brelgford and Atkinson (1967).

The medel for Experiment 1 may be used without change in the! present
situation. There 1s some guestion, however, whether it is reasonable
to do 80, The assumptions concerning LT3 storage and decay may be applied
to items which are given multiple reinforcements: information is transferred
" to LTS at a rate & whenever the item resides in the buffer, and decays
from LTS by the proportion 1 on each trial that the 1tem is not present
in the buffer. The assumption regarding O-items also may be applied:
since the stimulus alfeady is in the buffer, the new response replaces
the o0ld one thereby entering the item in the buffer (if, as is the case in
thisxexperiment, the ¢ld response is given yet another study, then nothing
changes in the buffer). N-items, however, are not so easily dealt with.
N—items, remember, are items whose stimuli are not currently represented
in the tuffer, In Experiment 1, the stimulus of every N-item also was
beiﬁg paired with a new résponse, In the current experiment this is not
always the case; somé N-items, although not in the buffer, will be receiv-
ing their 2nd, 3rd, or Yth reinforcement when presented for study. That
ig, some N-items in this experiment, will slready have a substantial amount
“of information stored on them in LTS, It seems reasonable that subjects
may not rehearse an item which has just been retrieved correctly from LTS,
The agsumption regarding N-items is therefore modified for purposes of
the present experiment as follows. If a gtimulus is fested and is not
in the buffer, then a search of LTS is made. If the response is correctly
retrieved from LTS, and if that stimulus-response pair is fepeated for
study, then that item will not be entered into the buffer (since the

subject "knows" it already). If a new item is presented for study
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'.(iqeu, the response to that stimulus is_changed), or if the correct
response is not retrieved from LTS (even though the subJect may have made
the correct response by guessing), then the study;item-enters the buffer
with probability . This slight adjustment of the replacement assumption
allows for_the fact that some items presented for study may already be
known and will not enter the rehesrsal buffer. This version of the model
is the one used later to generate predictions for the data.

Regults., Figure 1l presents the probability of a correct response

,és a function of lag for items tested after their first, second, and third
.:r'einf'or(:t::m&trl’c,s_a The number of observations is weighted not only toward
:the short lags, but also toward the smaller numbers of reinforcements.
ﬁhis occurs because the one-reinforcement lag curve contains not only the
data from the items given just one reinforcement, butb also.the data from
the first reinforcement of items given.twoé three, and four reinforcements.
Similerly, the lag curve following two reinforcements contains the data
from the second reinforcement of items given two, three, and four rein-
forcements, and the three reinforcement curve conteins data from the third
reinforcement of items given three and four reinforcements. The lag curves
in Pigure 11 are comparable to those presented elseﬁhere in this paper.

.Wﬁat is graphed is the probability of & correct response to an item that

. received its ;jth reinforcement, and was then tested after a lag of n
trials. The graph presents data for n ranging from O to 15 and for
J equal to i, 2, and 3. Inspecting the figure, we see that an item which

received its first reinforcement and was then tested at a lag of 8 trials
gave & correct response about 23 percent of the time; an item that re-
ceived its second reinforcemenf and was then tested at lsg 8 had sbout.

i percent cdrrect.responses; and an item that received its third rein-

forcement and was then tested at lag 8 had about 61 percent correct.
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The curves in Figure 11l exhiblt & consistent pattern. The probability
correct decreases regularly with lag, starting at a higher value on lag 1
the greater the number of prior reinforcements. Although these curves
sre quite regular, there are a number of dependencieg magked by them, TFor
example, the probability of a correct response to an ltem that receilved
its second reinforcement and was then tested at éome later trial, will
depend on the number of trials that intervened bétweén the first and

second reinforcments. To clarify this point cénsider the following

diagram
lag a ' i lag b
2L s, 22 f| 22-2 | sy 22
T \
(1®° stuay) (lst test)(End study) (2nd test)

Item 227 is given its first reinforcement, tested at lag a and given a
seéond reinforcement, and then gi#eﬁ a gecond test at lag b, For a fixed
lag E,.the probability of a correct fesponse on the 2nd tesgt will depend
on lag a. In tefﬁs of the model it is easy to see why this 1s so. The

probability correct for an item on the second test will depend upon the

amount of information about it in LTS. If lag a is extremely short, then
there will have been very little time for LTS strength to build up. Con-
vergely, a very long lag a will result in any LTS strength decaying and
disappearing. Hence the probability oﬁ a correct response on the second
test.will be maximal at some intermediate value'of lag a; namely, at a

lag which will give time for LTS strengtﬁ to build up,'but net so much

time fthaft excessive decay will occur. For this reason a plot of probability
correct on the second test as a function of the lag between the first and

second reinforcement should exhibit an inverted U-sghape. Figure 12 is
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such a plet. The probability corfect on the second test 1s graphed as

a function of lag a. Four curves are shown for different values of lag b.
The four curves have not been lumped ever all values of lag b because we
wish to indicate how the U-shaped effect changes with changes in lag b.
Clearly, when lag b is zero, the probability corréct is one and there is no
U-ghaped effect. Conversely, when lag b is very large, the probability
correct will tend toward chance regardless of lag a, and again the U-ghaped
effect will disappear. The fﬁnctionérshown in Figure i2 give support to
the assgumption that informabtion is being transferred to LTS during-the
entire period an item resides in the huffer. If information is transferred,
for example, only when an item first enters the buffer, then it ig diffi-
culﬁ to explain thé rise in the functions of Figure 12 for lag a gbing
from zero to about five, The rise is due to the additional information
transferred'to LTS as lag a increases. |

Theoretical Analysig. A brief review of the model ig in 6rder. O-items

(whose stimulus is currently in the buffer) always enter ﬁhe buffer. N-iftems
(whose stimulus is not currently in the buffexr) entex the buffer with proba-
bility « if they are also new items (i.e., receiving their first reinforce-
ment). However, N-items do not enter the buffer if they are repeat items

and were correctly retrieved from LTS on the immediately preceding test;

if they are repeat iltems and a retrieval was not made, then they enter the
buffer with probability «@. An O-item entering the buffer occuples the
position of the item already there with the same stimulus; an enftering
W-item randomly replaceg one of the items currently in the buffer., During
the peried an item resides in the buffer information is transferred to

LTS at a rate & wper trial, This information decays by a proportien T on
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each trial after an item has left the buffer.* The subject is always
correct at a2 lag of gzero, or if the item is currently in the buffer. TITf

~ the item 1s not in the buffer = search of LTS is made, and the correct
respoﬁse is retrieved with a probabllity that is an exponentiél function
of the amount of information currently in LTS (i.e., the same function
specified for Experiments 1 and 2). If the subject fails to retrieve from
LTS, then he guesses. There are four parametefs for this modél: r, the
ﬁuffer Size; @, the buffer entry probability; 6, the transfer rate of in-
formation to LTS; and 1, the parameter characterizing the.LTS decay rate
once en item hés left the buffer.

Estimates of r, @, €, and 7 were made using the data presented in
Figures 1L and 12. We shall not go into the estimation procedures here
for they are fairly complex; in essence they involve a modified minimum
.XE procedure where the theoretical values are hased on Monte Carla runs.
The parameter estimates that gave the best fit to ﬁhe dats dispiayed in
‘Figures 11 and 12 were as follows: r = 3; @ = .65; 6 = 1.24k; and
T = .82, Once these.estimates had been obtained they were then used to
geﬁerate a large-gcale Monte Carlo run of 12,500 trials. The Monte Carlo
procedure invoived generating pseudo-data following precisely the rules
specified by the model and consulting s random number generator whenever

an event occurred in the model that wag probabilistically determined,

*.In thisg experiment an item receiving x reinforcements may enter the
buffer as many as x times. When the item is in the buffer the
@-process is activated, and when not in the buffer the T-procegs

takes over. .
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Thus the pseudo-uata from a Monte Cerlo run ie au-erample.of_hew real
.deta would iook if tﬁe medel.was correct, aud the perameters had.the
values used in tﬁe Monte.Carlo coﬁputation. In all subsequent dlscu831ons
of Experlment 3, the predicted values are based on the output of the Monte
Carlo run. - The ruu was very long S0 that in all cases the theoret;cal
”curves are quite Smcoth,and we doubt if they'refiectrfluctuations'due_to
sampliné error. A aétailedraccount.of the eeti@atiou aud predietien pro-
-.cedures for this experiment-is given in Brelefordranu:Atkinson (i96f).

The predicticns from the theory arelshewn‘es the.smeoth.curves'in .
Figures 11 and 12, It'sheuld be evident.thut_the predicted valuesrare
qulte close to the cbserved ones. Note'aiso that tte seven.curvee in the
two flgures are fit 31multaneously w1th the same four parameter values,
the fact that the spac1ng of the curves 1s accurately predlcted 1s partlcu-u
larly 1nterest1ng o | | ) |

We now examlne.a.number:of etatisticerthat were not.used_in making
parameter estimates. First cousiuer the ali—same and ell—different:curves

Shewnlin Figure 13; these are'the eame functions displayed-in Figures-S
and 6 fer Exﬁeriment l.. For the all-same curve, ve compute the prebability
of a correct response &s a.functlen off the lag, When all the 1ntervenlng
1tems between study and test 1nvolve the same stlmulus, There-ere.'
three such curves dependlng on whether the study was the first, Second
~or third reinforcement of the particulsr £-R pair. The model predicts

that once the intervening Stimulus.enters'the buffer; there will be no
further chance of any other item being knocked out ef‘the buffer. Hence
.these curves sghould drop at z much slower rate than the unconditional lag

curves in Figure 11L. The all-different curve plots the probability of a
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correct response ag a function of lag, wheh the intervening items between
study and test all involve different stimuli. Again there are three curves
dependéng on whether the study was the first, second or third reinforcement
of the S-R palr. The all-différent sequence maximizes the expected number
.of intefvening ﬁ-ifems and therefore the curve should héve a much faster
drop than the.unconditional lag curveg in Figure 11. The predictionsg are
shown. in the figure as solid lineg. The correspondence betweesn predicted
and observed values is resgomnably good., It 1s particularly impressive when
it is noted that the parameter values used in making the predictions were
estimated from the previous data.

We next examine the data displayved in Figure 14. Consider a seguence
of congsecutive triaslg all involving the same stimulus, bubt where the res

‘ponse paired with the stimulus on the study phase of the last trial in the

. gseguence lg different from the response on the immediately preceding trial,

Then, the theory predicts that the longer this sequence of consecutive
trials, the higher will be the probability of a correct response when the
~lagt item studied in the gequence is éventuall& £ested. This 1ls so because
the probability.of the lagt item entering the buffer increageg as the
“length of the sequence increases: once any item in the seguence enters
‘the buffer, every succesding one will. The data is shown in Figure 1k,
What 1s graphed is the length of the sequence of trials ell involving the
..game Stimulus versus the probability of a correct response when the last
item studied in the sequence is eventually tested, In thisg graph we have
lumped over all lags st which the eventual test of the lagi item is made.
The predictions generated from the previously estimated parameter values

“are shown asg the smooth line. The predicted values, though not perfect,
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are surprisingly'close td the observed proportions correct., It is
worth reemphasizing that~considerations:of negative trangfer make this
fesult somewhat unexpected (see page 87).

We next exsmine another prediction of the theory that ran counter to

our initial intuitions. To make matters clear, conglider the following

diagram:
lag a = lag b .
PR 22 || =22-X : 5 22
(study) {test)  (study) (test)
Item recelves D Aséignment
its jth -of new
~réirnforcement : response:

Ttem 22-Z is studied for the jth time and then tested at Iégsgg on this
trial 22 is paired with a new response X, and tested next at lag b. Accord-
ing to the theory, the shorter lag a, the better pefformancé shﬁpld be
when the item is tested after lag b. This prediction is based on the
.fact.thét the mofé fecentiy a stimuius had appeared, the.more likely that
it was still in the buffer when the nextritem'usiné it was preéented for
‘~study; if the stimulug was in the buffer, then the item using it would
automatically entef the buffer, In the present analysis, we examine this
effect for three conditions: the preceding item using the stimulue in
guestlion could have Jjust recelved its 1st, Ehd or 3rd reinforcement.
Figure 15 presents the appropriate data. In terms of the above diégram,
what ig plotted is the value of lag a on the abscissa versus the proba-
bility of a correct responge lumped over all values of lag b on the

ordinate; there ig a separate curve for j = 1, 2, and 3.
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‘The predicted curves are baged upon the previous paramefer estimstes.
The predictions and observations coincide fairly well, but the effect
is not ae dramatic as one might hope.* One problem ig that the pre-
dicted decrease is not very large. Considerably stronger effects may
be expected if each curve is seﬁarated into two components:.one where
the preceding item was correct at test and the otﬁer where the preceding

item was not correct. In theory -the décreaéé predicﬁed in Figdfé 15 is due

to a lessened_probability of the'relevant stimuius: being in the buffer

ag lag a increages. Since an item in the buffer is always responded fo

correctly, conditionalizing upon corfect responses or errors (the center

test in the above diagrams) should magnify the effect31  To be precise,

the decreaseiwill be accentuated for the curve conditional upon correct

Tresponses, whereas no decrease at all is predicted for the curve condition-
Cal uponjerrbis, If an error is ﬁade, the relevéhﬂ_étimﬁlus cénhbt be
in thé’buffer and hence the;new item enters theibﬁffer with probability

0 independent of lag a. Figure. 16 gives the céhditionai curﬁes and

the predictiong. The decreasing'effect is fairly evideﬁt for- the

- "correct" curves; as predicted the "error curves are quite flat over

"% A curve comparable to the one displgyed in Figure. 15 for. the 6ne-

reinforcement condition was obtained from the daté of Experiment 1.
* This curve ghowed a slmllar but more pronounced drop and wasg well

predicted by the model,
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lags.* Concelvably one might argue that the effects are due to item
gelection: correct responses indiéating eagier stimull and incorrect
‘responses indicating more difficult ones, This ébjecfioh; however, seems
' contra-indicated in the present case, It ig difficult to imagine how
.item selection could explain the crogsing of the cdirect énd error curves
.found in eéch_of the three diagrams;¥* Indeed, the model does not ex-
.plain the crossover -- the model predicts that the two curves should
meet. The model is ip error at this point because it has not bheen extended
:to include gegativé transfer effeétsé an exteﬁsion'which would nect be
difficult té iﬁplement, An item rgsponded to correctly at a long lag
. probably has é strong LIS trace; this strong trace would then interfere
with the LIS fiace of the new item which, of course;'uses the game stimulus,
- A11l inrail, these curveé and predictions may bg conéidergd to provide

~fairly strong support for the details of the model, even to the extent

| % The astute reader will have noticed that the predicted decrease be-
comes smaller as the numbér of reinforcements increases. The fact that
the data support this prediction is quite interesting, for it sheds
light uﬁon the buffer replacement assumptipns used in this study. The
decreasing effect as reinforcements increase is predicted because the
probability of entering the buffer is reduced for an item receiving lts
third reinforcemeht; remember, an item recovered from LIS is not entered
into.the buffer, Thus azs reinforcements increase the probzability of
being in.ﬁhe buf fer decreases, and. the normally increased probablility
of being inh the buf fer as-a result of a short lag a is partially

_ counterbalanced,’ 0 |

Cex Undoubtedly there are some selection effects in the data graphed in
Figure 16, but their magnitude is difficult to determine. Thus, these

data should be regarded with some wariness.
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of illuminating the one agpect omitted, albeit intentionally, from the
assumptions.

The aspect left out is, of course, that of LTS response competition,
or negative transfer. The model fails to take account of thig effect
because it fails to keep track of residual LTS strength remaining as a
regult of the previousg items uging -the same stimulus. This lack 1s most
clearly indicated by the occurrence of intrusion errors; particularly
errors which were correct responses on the preceding occurrence of that

stimulus. For example, consider the following sequence:

lag g lag b
207 | _ ol o2 | eenx | N 20
(study) o (test) (EEG&&Y (test)
Item receives Asgignment
its jth , of new
" reinforcement response

ITttem 22szzi$ Studied for the jth time and then tested at lag aj; on this
trial 22 is paired with a new responge X and next tegted at lag E. By

an intrusion erraf we mean the occurrence of response 2 when 22 is tested
at the far fight of the diagram. The model predicts that these intrugion
errors will be at chapce level {1/25), independent of lag and number of
reinforcements. In fact, these predictions fail. Figure 17 presents the
probability of intrusion errors as a function of lag b; where the data
have been lumped over all wvalues of lag a, three curves are plotted for
3= 1, 2 and 3. This failure of the model ig not very distressing
because it was expected: the model could be extended in a number of

obvious ways to take account of competing LTS traces without appreciably
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changing any of the predictions so far presented. The extension has not
been made because of our interest in this study is centered upon ghort-
term effects.

.Judging by the agreement between theory and data for each of the
effects examined, the accuracf of the model is extremely good. It is
interesting to note that the multiple-reinforcement procedure is not
sufficient by itseif to cauge the gubjects to switch their strategies
from rehearsal to coding. The major emphasis still appears to be on
rehearsal manipulations in 8T8, a not entirely surprising resulf since
the situation is identical to that used in Experiment 1 except for ﬁhe
number of reinforcements given. The comments previously made concerning
the difficulty associated with LTS storage in Experiment 1 apply here
also. Because the emphasis 1s upon short-term mechanisms, this experiment
is not to be considered in any strong sense as'a.bridge to the usual
palred-associate learning situation. Nevertheless, a number of long-
term effects, such as intrusion errors and interference caused by
previously learned items on new items with the same stimulus, demonstrate
that LTS mechanisms cannot be ignored in the theory. In Section 5
we consider experiments that are designed to provide a sharper picture
of the workings of LTS; experimentally this is accomplished by systemati-
cally varying the number of itemg in LTS through which searches must be
made. Before considering this problem, however, there are other features
of ﬁhe 8T8 rehearsal strategy to be explored., We turn next to an
experiment in which the probability of entering an item infto the buffer

is manipulated experimentally.
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L4, Overt vs. Covert Study Procedures {(Experiment by,

The statistics considered in the previous section leave little doubt

about the role of O-items, N-items, and the buffer entry parameter <,
But 0ne question we have not considered 1s whether o 1s amenable to
experimental manipulation; if the process is really under the_con§rol
) of the subject, such manipulation would be expected. We now turn to a
study by Brélsford end Atkinson (in press) which was aesigned_to answer
© this quesﬁion, | |

In Bxperiment 1, the proporticns of O-items and N-items werervaried
by chgnging}thg size of the stimulus set, and the predicted differences
were foundf Manipulating &, however, 1g a_somewhat morelsubtle task
since it 1is thersubject‘s strategy that must.be affected. _One'experi-
men@al device which seems likely to increase the probability of an ltem's
entering the buffer is to have the subject recite the item alogd_és it
4 is.presented for study; this will be referred to as the ”ove@t? study
procedure. .The ”cqvert” study procedure is simply a replication of
4the procedure uged in Experiment 1 where the subject was not ;equired to
reéite the item aloud when 1t was presented for study, but simply told
_to gtudy it.
- Method. The method was identical to that used in Experiﬁent”l except

for the following changes. The gize of the stimulus set was fixed at 6
forlall subjects and sesgions, _Each séssion consisted of 200 trials
divided into four 50-~trial blocks alternating between the overt and
covert conditiong., The initial 50 trial block was randomly chosen to be

elther an overt or a covert condition. The covert condition wag identical
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in all respects to Experiment 1; when the word "study" and an S-R pair
appeared on the CRT (the display screen) the subjects were told to silently
study the item being presented. In the overt blocks, insfead of the word
"study" appeariﬁg on the CRT during the study portion of a trial, the

word "rehearse' appeared. This was a signal for the éubject to recite
aloud twice the item then being presented for study. This was the only
difference from the procedure used during the covert trials. It was hoped
‘.chat' the act of repeating the items aloud would raise the subject's
probablility of entering the item into his rehearsal huffer.

Results. In order to allow for the subject's acclimation to =
change in study conditions, the first 15 trials of each 50-trial block
are not included in the data analysis. Figure 18 presents the lag curves
for the overt and covert conditions. It is evident that performance
is superior in the overt condition. Furthermore, the overt lag curve is
S~shaped in form, an effect not observed in earlier curves. BSince the
parameters of the models will be estimated from these curves, the model
ig presented before considering additional data.

The model for the covert condition is, of course, identical to that
used in the analysis of Experiment 1. I% has the four parametérs
r, &, 6, and 1. Since it was hypothesized that @ would be raised
in the overt condition, we might try estimating @& separately for that
condition., This version of %he model will not -fit the overt data,
however, because of thé pronounced S-shaped form of the lag curvé.
Although setting @ equal to 1.0 will predict better performance in
the overt condition, the lag curve will have the form of an exponentially

decreasing function, which is clearly not found in the data. 1In order
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“to account for the S-shaped curve, we need to assume that in the overt
condition the subject tends to knock the oldest items out of the buffer
first. In the model for the covert case, an entering N-item ig said to
knock out at random any item currently in the buffer. It will be‘assumed
for the overt case that an entering N-item tends to replace the oldest item

in the buffer; remember O-items are items whose stimulus is currently in

the buffer and they éutomatically replace the item with that stimulus.
- This probability of knocking the oldest items from the buffer first is
specified as follows: 1f there are r items 1n the buffer and they are

numbered so that item 1 is fthe oldest and item r 1is the newest, then the é

probability that an entering N-item will knock the jth item from the
wuffer is
-1
8(L - 3)°
1-(1 - 8)"

This eguation is derived from the following scheme, The oldest item is
knocked out with probability 8. If it is not knocked out, then the next
oldest is knocked out with probability &. The process continues cyclically
until an item is finally selected to be knocked out. When & approaches
zero, the knockout probabilities are random, as in the covert case. When
& is greater than zero there will be a tendency for the oldest items to
be knocked out of the buffer first; in fact if & .&guals one, the cldest
item will always be the one knocked out. It ghould be clear that the
higher the value of &, the greater the S-ghaped effect predicted_for
the lag curve,

The model for the curvesg in Figure 18 is therefore structured as

follows. The parameters r, &, and 7 will be assumed to be the same

113



for the two conditioﬁs; the parameters a and % will be assumed to be

" affected by the experimental manipulation. To be precise, in the covert

. case O wili be estimated freely and & will be set equal to zero, which
“is precigely the model used in Experiment L, In the overt cage, ¢ will

be set equal to 1.0, which means that every item enters the buffer, and

& will be estimated freely. The parameter values that provide the best

X* it to the data in Figure 30 were T =3, 6 = .97, T = .90; for the

covert conditiorn the estimate of @ was .58 (with 5 equal to zero) and

for the overt condition the estimate of 3 was .63 (with o equal to

" one). The predictions for this set of parameter values are shown in

Figure 18 as smooth curves. The improvement in performance from the
covert to overt conditiong is well predicted; actually it is not obvious
that variastions in either « or 8 should affect the overall level of
performance. The principal reagon for the improvement is due to the
value of Q3 @1acing every item inte the buffer means that an item
entering the buffer will bé expected to stay there for a shorter period
than if some items did not enter the buffer. This shorter period in the
'buffer, howe#er, is ouEWeighed by the advantages resulting from the entry
of every item in the first place. L% is not easy to find statistics,

" other than the gross form of the lag curve; which reflect changesg in 5;
“thus the aséumption that the oldest items are lost first is not easy to
.Verify in a direct way. Nevertheless, it is quite common to find
‘experiments that yield S-shaped recency curves and these results can be
fit by agsuming that the oldest items in the buffer tend to be knocked

" out first. Other'ekamples will be presented in Section 5.

A number of additipnal agspects of the data will now be examined,
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First we consider the "all-same" and "all-different” lag curves. Figure 19
gives the "all-same" lag curves qu'the overt and covert conditions. This
curve gives the probability of a correct respense for an item when all of
the intervening items (between its study and test) have the same stimﬁlus.
.This curve will be Quite flat becguse the items following the first inter-
vehing item tend to be O~-items which will not knock other items from the
bﬁffer (for the overt case, EZEEZ item following the first intervening
item is an O-item, since all items enter the buffer). Figure 19 also
presents the "a11-different™ lag curves. This curve 1s the probability
of making a correct response to a given item when the other items inter=-
vening between its study and test all iﬂvolve different stimuli. The
'predictions generated by the previous rarameter values are'given by the
.smooth curves; they appear to be quite accurate.

” We now look for an effect that will be sharply dependent upon the
value of « and hence differ for the overt aﬁd eoeert conditions. Buch
an effect 1s given in ﬁigure 20; graphed there is the probabilityudf-a
correct response &g a function of the number of immediately preceding
items having the same stimuluS'ee the item in question. This is the sanme
statistic thet is plotted in Fygures 9 and 1h; it is not a lag curve
because the probability correct is given as an average over all possible
lags at which the item was tested. If « is less than one, then the
ifength of the preceding sequence of items with the same stimulus will be
an important variable; since any item in_the'sequence which enters the buffer

will cause every succeeding item in the sequence to enter the buffer, the
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probabllity that the item in question enters the buffer will approach

one as the length of the preceding sequence of items all using the same
stimulus increases. For @ equal to one (overt condition), every item
enters the buffer and therefore no change would be expected., As indicated
in Figure 20, the data and theory are in good agreement. The slight

rise in the data points for the overt condition may indicate that an

estimate of @& a little below 1.0 would improve the predictions, but

the fit as 1t stands seems adequate.

4.5 Additibnal Variables Related ‘to the Rehearsal Buffer (Experiments

Bl
e

5, 6, and 7).

Know

n Items and the Buffer (Expériment 5). In this section we shall

conglder briefly a number of other variableéﬁthgt relateito the rehearsszl : g
buffer. The overt manipulation in the preceding éthiOﬂééﬁceéeded in %
raiging to near 1.0 the probability.of entering an iﬁém in the buffer.

As an alternative, one would like an eXperimental manipu}atidh.which would

cause the entry probability to drop to near zero for some items, W. Thomson

at Staﬁford'Uniﬁérsitytha§‘§érfdrmed an experimént that satisfies this
requirement, The. experimentsal :manipulation..involves interspersing some
extremely Well—knowﬁfitéﬁS'aﬂéhé‘a’éeriés of items never seen before,

The assumption is that a*wellfkﬁqwn it%m'ﬂilllﬁbt enter the rehearsal

buffef,."Ehe‘experimeht'Was performed using”giquification of the 4
"all-different” stimulus procedure emﬁloyed in Experiment 2. The stimuli
were cengonant-vowel-congsonant trigrams and the responses were the digits
0-9. For each subject twe stimull were chosen at the gtart of the first

sesslon and assigned responses. Thesge S-R pairs never changed throughout %j ;
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the geries of sessicns. Ixcept for these two items all other 1tems were
presented just once. The size of the to-be-remembered set (s) was 6
which included the two "known" items. The preséntation schedule was as
follows: on each trial with probability .5 one of' the two known items would
be presented for test and then given yet another study period; otherwige
cne of the four items in the current to-be-remembered set would be tested
and a new stimulus-response pair then presented for study. Thus, the
task was like that used in Experiment 2, except that on half the trials
the subject was tested on, and then permitted to study, an S-R paif
which was thoroughly known. - The aata_from the first session in which
the known items were being learned will not be congidered.

The simplest asgumption regarding the two known items is that their
probability of entering the buffér is gzero. This assumptién is the
cne used in the multiple-reinforcement study (Experiment 3); namely,
that an item successfully recovered from LTS is not entered into the
buffern* In contrast to Experiment 3, in this study it is easy to
identify the iﬁemskthat-are known since they are experimentally corn=
trolled; for this resson we can look at a number of statistics depending
upen the likelihood of entering known items into the buffer. The one
of particular interest is preseﬁﬁed in Figure 21. Graphed there is
the unconditional lag curve, the "all-known-intervening” lag curve
‘and the "all-unknown-intervening" lag curve. By known items we

mean the two S-R pairs that repeatedly are being studied and tested;

* Underwood and Ekstrand (1967) have found that insertion of known
items from a previously learned list into a succeeding list improves
performance on the learning of unknown items on the second list,

although list length was a confounded variable.
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by unknown items we mean those pairs that are studied and tested only
once. The unconditional lag curve giyes the probability correct for
unknown items as a funétion of lag, independent of The Type of items inter-
vening between study and test; of course, the corresponding curve for
known items would be perfect at all lages since subjects never make

errors on them, The all-known-intervening curve gives the probability
correct as a function of lag, when all of the items infervening belween
study and test are known items., If none of the known items enter the
buffer, this curve should be level from lag ene on and egual to & , the
probability that the item entered the buffer when presented for study.

At the opposite extreme is the all-unknown-intervening curve; when all
the intervening items are new, the probability of knocking the item of
interest from the buffer increases with lag and therefore the curve
should decay at a_rapid rate. It may be seen that this curve indeed
drops at a more rapid rate than the unconditional lag curves. The marked
difference between the all-known and all-unknown curves in Figure 21
ieads us %o conclude that known and unknewn items clearly have different
probabilities for entering the rehearsal buffer., IiIf the all-known

.curve were flat after lag 1, then the probability for entering a Known
item into the buffer would be zero. Another possibility is that «

ig indeed zero for known items, but that the subject occasionally picks
an item from LTS for additional rehearsal when a known item is presented,

Response Time Measures {(Experiment 6). We now turn to a considera=

tion of some latency results, Potentially, latencies offer an avenue
of analysig that could be more fruitful than the analysis of cheoice

regponse data; we say this because the latencieg should reflect search
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and retrieval times from both STS and LTS. A detailed latency analysis

igs beyond the scope of this paper,'but one simple result will be congidered.

'Figure 22 presents the average latencies as a function of lag for correct
and incorrect réspohses in & sﬁudy by Brelsford, Keller, Shiffrin and
Atkinson (1966)., This experiment employed the game procedure described
earlier in our discussion of Experiment'l except that only 6 raﬁhérrthan
‘26 responses were used, As in Experiment 1, this study used three
different stimulus-set slzes; .i.,ef,3 s equalled 4, 6 or 8, For each
stimilus set in Figure 22 it méy be seen that the correct and iﬁcorrect
laténcy curves convérée at long lags.' This convergence.would be expected-
gince the probability of & correct résponse is dropping tbward chance

.at long lags. 'The theoretical curves are based on an extremely simple
latency model which assumes that lateﬁcies for fesponses correctly
retrieved.ffom either LTS or STS have.a fixed méan value A, whereas a
failure to retrieve and a subsequent guess has a fixed mean value of A'.
Thus erfor responses always'have a mean latency A'j however; a correct
respouse may occur as a result of a retrieval from memory or a correct
guess, and consequently its latéhcy is a weighted average of A and AT.
We can estimate A7 as the average of the polnts on the laﬁéncy lag curve
for errors, and A can be set equal to the latency of a correct response
at lag zero siﬁce all responses are due to retrievals from memory at thilg
lag. In order to predict the remaining 1atency data, we make use of the
observed probability of a correcﬁ response as a function of lag; these
values are reported in Brelsford, Keller, Shiffrin and Atkinson (1966),

ir 12 ‘ig the observed probability of a correct response al lag i, then _
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i
pi = A,Xi + (3_-)(1)6

where X; ig the probability of fetrieving the regponse from memory and
(l-xi)é ig the probability of making a correct response by guessing.
Estimating X, in this way, we predict that the mean latency of a correct
‘response at lag i is simply X, N +_(l-xi)k' . Using this equation
and estiméting A and A' as indicated above, leads to the theoretical
curves displayed in Figure 22, The error latency curve is predicted to
be equal te A" for all lags, whereas the correct latency curve is A
at lag O and zspproaches A’ over lags as the egtimate of X goes to
zero, This latency model is of course bversimplified, and fails to

take into account differences in.latencies due to retrieval from ST3

as compared to retrieval from LI3; the results neverthelesgss indicate
that further analyses along these lines may prove fruitful,

‘Time Egtimation (Experiment 7). One factor related to our model

© that has not been discussed ig temporal memory. It seems clear that there
is some form of long-term temporal memory; in a negative transfer para-
digm, for.example, there must be some mechaniém by which the subject can
distinguisﬁ between tﬁe most recent response paired wiih a stimulus versus
some other response paired with that stimulus at an esarlier time. This
temporal memory undoubtedly involves the long-term store; somehow when

an event is stored in LTS it also must be given a time tag or. stored

in such a way that the subject can date the évent (albeit imperfectly)

at the time of retrieval. In addition to long-term temporal gtorage,
there is evidence that a subject's estimate of elapsed time depends upon

an item's length of residence in the buffer. An experiment by R. Freund
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and D, Rundus at Stanford University serves to 1llustrazte the dependence
of temporal memory upon the buffler.¥ The study employed essentially the
same procedure uged in Experiment 2, There was a continuous sequence of
test-plus-ghtudy trials snd the stimuli kept chenging throughout each
sessioh; each stimulus appeared only once for study and test, The stimuli
were consonant-vowel-consonant trigrams and the responses were the 26
letters of the alphabet; the size of the to-be-remembered get of iltems

wag fixed at 8. Wﬁen a stimulus was tesied the subject first gave his
best guess of the response that had been previously studied with the
gtimulug and then gave an estimate of the number of trials that inter-
vened between the item's initial study and final test; this estimate could
range from O to 13; if the subject Felt the lag was greater than 13 he
responded by pressing a key labeled Llit+.

The unconditional lag curve for the probability of a correct response
is presented in Figure 23, The solid Lline represents the predictions that
were generated by tﬁe model used to fit Experiment 2, The parameter values
providing the best fit to the lag curve were r =2, ¢ = .57, & = .13,

7 = 1.0, The data of interest is presented in Figure 24. The average
lag judgment 1s plotted as a function of the actual lag. The solid dots
are the average lag Judgmente for those i1tems to which a correct fesponse
wag given; the open circleg are ﬁhe average lag Judgments Tor those items
to which an incorrect response was given. If lag judgments‘were perfeact,

they would fall on the RSO diagonal; 1t may be seen that the correct curve

* This study employs a time-estimation procedure similar to one developed

by L. R, Peterson (personal communication).
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is fairly aceurate to about lag 5 and then talls off. The lag judgments
assoclated with;incorrect responses seem to be virtually unrelated %o

the actual lag. This indicates that the retriéﬁal of a correct response
and temporal estiﬁation ére cioSely"?elated. An extremely simple model
for this data aSsﬁmes that the mean lag judgmen£ for an item in the buffer
is the true lag value; any itém ﬁot'in the buffe; is given a lag judgment
at random from a distribution thét ié unrelated to fhe true lag. The
predictions using the above parameter estimates éré shown in Figure 2k,
Freund and Rundtig have developed more elaboralte models which Include
both a long- andishort-term temporal memory and have obtained quite
accurate predictions; but these models will not be examined here. The
point we waﬁﬁ tdrmake by introducing these data is that temporal memory
may be ﬁied to:the short-term system even more strongly than to the

long-term s&étem;
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© * SECTION 5. EXPERIMENTS CONCERNED WITH
IONG-TERM SEARCH AND RETRIEVAL.

The major @urpose of this éection is to examiﬁe:a series of experi-
ments concerned with search and retrievéi processes in LTS. .These éxperi-
mentg differ from thosé of the pfeceding gection in that tﬁe memory tasks
are not continucus; rather, they involve‘a series of discrete.trialé
which ére meant.to be relatively independeﬁt from one to the nekt,. On
ééch trial & new ligt of items is presented sequentially to fhe subject
for study; following the presentation a test is made on some agpect of
the list. Using this proceduré the size of the list, d, can be sys£ematical~
1y manipulated,' Variations.in list size afféct the size of thé memory
set through Which the subject mﬁst‘search when tested, and consequently
search and retrieval. pfocesses can be examined in more detail‘than:ﬁas
previously possible. The title of this section is not meént tonimply,
however, that the short-term processes involved in these ékpériﬁehts are
different from those appearing in the continucus-presentation siéuations;
in fact, the models ﬁsed to describe‘the experiments'of'ﬁhis section will
be bagsed upon the same STS reheargal buffer introduced.earlier. The
difference 1s one of emphasis; fhe long-term processes will be elaborated
and exploréd in greater depth in this section. This.exploration of
long-term models will by no meang be exhaustive, apd will be less exten=-
sive than that carried out for the short-term processes.

Prior.to an examinatlon of particular experiments, a few remarks

need to be made about the separability of ligts. In any experiment where
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a series of different lists is presented, we may ask just what information

ip LTS the subject is searching through at test. The same problem arises,

though less seriously, in experiments where the subject is tested on only

one listj Clearly the information relevant to the current list of items
lbeiné tested must be kept separéte frem the great mass of other informs-
Vtion iﬁ TS, _This problem is accentuated when individual lists within a

session must be kept separated., How this is managed is éomewhat ef a
mystery, Oné possible explanation would call for a search along a temporal
~ memory dimengion: the 1ndividual ltems couid be assumed to be temporally

ordered, or to have "time tags."

.It is not enough to propose that search
is made through all items indiscriminately and that items recovéred from
previous lists are recognized as such and not reported; if this were trﬁe,
_therduration and difficulty of the search would increase dramatically

over the session. In fact, the usual result i1s that there ig little
 éhange in performance over a gession except for effects concentrated at
the very start. On the of%her hand, Judging from such factors as intrusion
errors from.previous lists,.the subject.is not able to resgtrict his

search solely to thg current list,l In the experiments to follow, we

will make the siﬁplifying_assumption, without real justification, that

- the lists are en?irely separated in LTS, and that the subject searéhes only

through information relevant to the list currently being tested.

5.1.° A Serial Digsplay Procedure Involving Single Tests (Experiment 8)}.

Thig experiment invelved a long series of discrete %rials. On each
trial a new.display of items was presented to the subject. A display

congisted of a random seguence of playing cards; the cards varied only
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in the color of a small patch on one side; four colors (black, white, blue,
and green) were used. The cards were presented to the subject at a rate

of one card every two seconds. The subject named the color of each card as
it was presented; once the color of the card had been named it was turned
face down on & table so that-the color was no longer vigible, and the next

card was presented. After presentation of the last card in a display, the

cards were in a straight row on the table: the card presented first was

to the subject'’s left and the moest recently presented card to the right.
The trial terminated when the experimenter pointed to one of the cards
on the table and the subject attempted to recall the color of that card.
The subject was instructed to guess the color if uncertain asnd te qualify
the response with a confidence rating., The confidence ratings were the
numerals 1 through %, The subjects were told to say 1 if thej were posi-
tive; 2 if they were able to eliminate two of the four possible colors
&8s being incorrect; 3 if one of the four colors could be eliminated'as
incorrect; and 4 if they had no idea at all as to the correct response,

It is important to note that only one position is tested in a display
on each trial. The experiment involved 20 female:subjects who participated

in five daily sessions, each lasting for approximately one hour. Over the

‘course of the five gsessiong, a subject was given approximately 400 trials.

The display size, d, was varied from trial te trial and took on the
following values: d'=‘3, 4, 5, 6, 7, 8, 11 and 14. Details of the experi-
mental procedure are presented:in Phillips, Shiffrin and Atkinson (1967).

| Figure 25 presents the prebability of a cerrect respgﬁse at each
serial pesitien for displays of size 5, 6, T, 8, 11 and 1%, TFor displays

of sizes 3 and 4, the prebability .correct was 1.0 at all positions. The

- 131



2eT

PROBABILITY CORRECT RESPONSE

o
, @

o

o o o
~ w 0

o
o

o
o

C>'
H

0.3

L

L

r
b
m..__

8

(0
SERIAL POSITION

e

0

2

4 6 8 10 12 14

OF TEST ITEM -

Higure 25 Observed and theoretical prdbabllltles of a correct response
ag a functlon of serial position (Experiment 83 '




circles in the figure are the observed points; the solid lines are pre-
dicted curveg which will be explained shortly. The serial positions are
numbered so that item 1 designates the last item presented (the newest
item), and item d designates the first item presented (the oldéét'item).
The most apparent features of the curves are é fairly marked S-ghaped
recency portion and a smallér; quite steep primacy portion. For all
display sizes, the probability of a correct response 1s 1.0 at serial
pesition 1.

Theory. We must first decide whether a subject will set up and use é
reheargal buffer in this situation.. Desplte the fact that the continuous_
procedure has been dropped, it is still unlikely that the subject will
engage in a significant amount of long-term coding. This is true because
the task is still one of high ”negétive transfer'; the stimuli, which are
the positions in the display, are constantly being re-paired with new
responsés és a session continues. Too mﬁch LTS encoding would undoubtedly
lead to a high degree of interference among lists. It is only for a
relatively weak and decaying LTS trace that a temporal search of long-term
memory may be expected to keep the various lists separate. Thig difficulsty
in LTS transfer leads to the adoption of short-term Strategies. Another
reagson for using a rehearsal buffer in_this task depends upon the small
list lengths employed;.for small list lengths, there is a high probability
that the item will be in the buffer at the moment of test. Thus the
adoption of a rehearsal buffer is an efficient strategy. There ig come
question concerning Just what the unit of rehearsal is in this situation.
For ekample, the subject could assign numbers to positions in the display

and then rehearse the number-color pairs. Most likely, however, the
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~subject uses the fact that the stimuli always remain before her to combine
STS rehearsél Wiﬁh some_form of Visﬁalnmnemonic. That is, the unit of
rehearsél is the;reéﬁonse‘alonegras the subject reheérses fhe responses,
she ”mentally” placeéreach reéfonse upon tﬁe appropriate card before her.
This might therefore be a situation where the a-v-1 and visual short-term
stores are used in conjunction with each other. In any case; it seems
reasonable that the units of rehearsal are the names {(or perhaps %he
abbreviations) of the colors.
We might.ask how the bulfer will act in this situation. As noted

eérlier,rin reference to the "overt-covert" experiment, the faét that items
are read aloudras they are presented wiil tend to cause the subject to

enter each item into -the buffer. Furthermore, an S-sghaped recency effect

would not be unexpected. Indeed, 1If the units of rehearsal are the responses

tﬁemselves? then the subject might tend to keep them in consecutive order
ﬁq ease the visual memory task; if all 1ltems enter the buffer and are kept
in consecutive order, fhen the oldest items will-tend to be deleted first.
That is, when a new:item enters the bqffer there will be a tgndency to
eliminate the oldest 1tem from-the buffér te make rocm for it. One other
_ quéstion that should be considered is the size of the buffer the subject
_wquld be éxpeéﬁed tp use in this tagk. There are a number of reasons why
the buffer size Shquld bé larger here than in the continuous tasks of
Section k4. First, the subject is not continually being interrupted for
Ltesté‘as in the.previqus studies; more of the subject’s attention may
therefpre be élloted to rehearsal. Second, rehearsal of color nameé

(or their abbreviétions) is congiderably easier than number-letter com-

binstions. Equivalent to rehearsing "32-G, 45-Q" might be "Black, White,
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Black, Green" (or even a larger set if abbreviations are used). The
magniﬁude of fhe difference may not be quite asliarge as this argument
would lead us.to expect because undoubtedLy sbme‘ﬁime must be alioted to
keéping track of which response goes on which.position, but the estimate
of the buffer gize nevertheless.should be larger in fhis sitﬁation than
‘in £he coﬁtinuous tasks.
The S8TS part of the model for this experiment is similar to that
uged in the “overt" experiment in Section 4.4 in that ever& item is
‘enﬁered in the buffer when it is pregented. There is one new factor,
however, that must be considered. BSince each trial starts with the buffer
eﬁpty, it will be assumed that the firgt items pregented enter the buffer
in succéssion, without knocking any.item out, until the buffer is filled.
.Once the buffer is.filled, each item enters the buffer and knocks cut one
of the items currently there. If the mo;t recently presented item is in
slot ¢ of the buffer, and the oldest item is in sl@t 1, then the proba-
.bility that the item in slot .i of the buffer will be the one eliminated
is
6(1f6)i-l |
1 - (1-3)°
This is the same equation that was used to describe the knock-out process
for the cvert-covert study (Experiment L). The iarger &, thé greater the
tendency to delgte the oldest item in the.buffer when making room for a
new one.
The first set of long—term.stbrage and retrieval assumptions that
.will be considered afe essentially identical to those used in the previous

sections. Information will be assumed to enter LTS during the entire
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ﬁﬁeriod éﬁ item fesides in the bﬁffer at & rate @ per inter-item
‘intérvai. .This procéss.must be qualified.ﬁith regard'to.the first few items
p;ésenféd 6n eaéﬁ triai béfore tﬁe bﬁffér is filled; 1% is assumed that
ﬁhe subjééﬁé aivide.their attention equaiiy ameng the itemsnin‘the buffer.
Thus,lifithé rate of fransfer ig 6 when there is onlj Qne item in the
buffer, and the buffer sgize is r, then the réte of transfef will be
é/r Wﬁeﬁ the bufferris fiiled, That is, since éttention mﬁst be
diviaed.aﬁbng f- items_ﬁhen the bﬁffer ig full,réach item receives only
i/rth astmﬁéh Eraﬁéfer ag when the buffer bnly holds a siﬁgle iteﬁ. In
genegéi;‘infofmatibn oﬁ each iﬁem will be’tfansferred ﬁo LTS-at rate
re/jr during thé interfal in which thefé are .j items iﬁ the buffer., The
efféct 5% thiélassgﬁptioﬁ is that more information is traﬁgferred te LTS
.ébéut‘éheliteﬁsffiréé pfesented.in a 1ist than.abouﬁ later items-that

are preseﬁted once thé‘buffef is‘fﬁil,

| The LTS decay.ana retrievai progessesﬂmust nbw be examined. In
eériiér experimenté wé assuméd tﬁat infofmétion.decayed solely as a

result of . the number of items intervening between study and test; in other
words, only the retrocactive intérfereﬁce effect was considered. Because
the previous tasks were continuous, the number of 1ltems preceding an item's
presenta£ion was éffecﬁively infinite in all-césés. For this.reason
'.the.proactive effecté ﬁere assumed to-bé constanf ovef conditions and
-didrnot need expiicit-inclusion iﬁ fhe model. VIn the present experiment.
the variation in list size makes it clear that proactive interference
.effeéts within a trial will be.an important.variable. The assumption

that will beluséd is.perhaﬁs thé simplést vergion of interference theory

pessible: each preceding and each succeeding item has an equal interfering
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effect. To be precise, if an amount of information I hag been transferred
to LTS for a given item,rthen every other item iﬁ the 1list will interfere
.ﬁith thig iﬁformation to the extent of reducing.if by a proporﬁion T.
Thug, if there wefe d idtems in the list, the itém of interest would have
aﬁ amount of information in LTS at the time of test equal to I(Td-l).
Clearly the longer the 1ist the greater the interference effect.
The modél can novw be completed by specifying the response process

which works as follows. rAn item in the buffer at the time of ﬁest is
respondéd to correctly. If the item is not in the buffef, then a search

is made in LTS, The probability of retrieving the appropriate response is,
as in our other models, an exponential function of this information and
equais 1 - exp[-I(Td-l)]; if a retrievel is not made, then the subject
guesses.

Data Analysis. The parameter values that gave the best fit to the

data of Figure 25 using a minimum X? criterion were ag follows: r = 5,
.é = .38, 8 =2.0, and T = .85.% Remember that r is the buffer size,

8 determines the probability of deleting fthe oldest item in the buffer,

é. is the trangfer rate to LTS, and T 1is the proportional lossiofiinforma-
tlon caused by other i1temg in the list.  The theoretical curvesg generated
by these parameﬁer estimafes are shown in Figure 30 as solid lines. The
predictions are guite accurate as indicated by a & value of 44,3 based
on 42 degrees of'freedom. It should be emphagized that the curves in the
figure Weré ail £it simultaneously - with the gsame parameter values.

The primacy effect in the.curveé of Figure 25 is predicted becauge

more information ig transferred to LTS for the firgt items presented on

¥ For .details on the.method of parafieter estimdtion see Phillips, Shiffrin
 and Atkinson (1967). o '
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each trial. There are two reagong for this. First, thé fransfer rate on
ény given item ié higher the.fewer items tThere afe in the buffer; thus

the initial items, which enter the buffer before it is filled, accumulate
=more informaticon in ITS. Secénd, the initial items éannét be Knbcked
: out of the buffer until thé buffer is‘filled; thus the time peribd that
~initial itemé reside in the buffer is longer oh.the éveraée than the time
for.later items. The recenéy éfféct ié.predictéd because the.last items
presénted in a iist tend to be still in the buffer at the time oflfest;

the 5-shape érises because the estimafe of B indicates.a fairly étrong
tendency for the oldest items in the rehearsal buffer to be eliminated First
when making room for a néwritem.

Having éstimafed a set of parémeter values that.characterizes the

data in Figure 25, we now uge thege estimates fo predict the éonfiaence
..rating data. Aétually, it is beyond the-séope of this ﬁéper fo analyze

the confidence ratings in detall, but somé'of these data will be considered
in order to illustrate the.genérality of the model and the stability of the
parameter estimates. The data that will be-édnsidered are pfesented in
| Figure 26; gréphed is £he probability of giving.coﬁfidence rating Rl
(mést céﬁfident) for each list® size and sach serial poaitibn; The observed
data 1g represented by the open circles. It is.clear that these results
are similaf in form to the probébility correct curves of Figure 25. The
model used to fit these'déta is gquite gimple. Any item in the buffer

ig given an R, . If the item is not in the buffer, then a search is made

1
of LTS. If the amount of informabion in LTS on the item is I(v®™) then

the probability of giving R1 is an exponential function of that informa-

tion: namely the function 1 - exp[—cl;(Td-l)], where ¢

1 iz a parameter
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determining the subject's tendéncy to give confidence rating Rl° This
assumption is consistent with a number of different viewpoints concerning
the subject's generation of confidence ratingsn. It could be interpreted
egually well as an assigmment of ratings to the acﬁually perceived amount
cof information in LTS, or as a proportion of the items that are recovered
in an all-cr-none fashion.¥ In any event, the predictions were generated
using the previous parameter values plus an egtimate of Cype The pre-

dicted curves, with ¢, egual to .66, are shown in Figure 26. The

1
predictions are not 25 accurate as those in Figuie 25; but, considering
that only che new paramefer was estimated, they are quite good.

| Discugsion. In developing tThig model a nqmber of decisions were

made somewhat arbitrérilyn The choice peints involved will now be con-
sidered in greaﬁer detail. The assumption that the amount of transfer to
LTS is dependent upon the Aumber of items currently in'the buffer needs
elaborafionﬁ Certainly if the subject is engaged in coding or other active
transfer strategies, the time spent in attending To an item sh@uld be
directly related to the amount of transfer to LTS. On the other hand,
the passive type of transfer which we assume can occur in situstions where
the subject mskes use of a rehearsal buffer may not be related to the

time spent in rehéarsing an iltem per se, but rather to the total period

the item resides in the buffer. That ié, direct attention to an item in
STS may not be necessary for some transfer to take place; rather a passive
form of transfer may occur as long 25 the item remains in ST3. Thus in

situations where the rehearsal buffer is used and active transfer strategies

* ZThe various posé;bilities may be differentiated through an analysis
of conditional probabilities of thé ratings given correct and lncorrect
responses, and through ROC curve {Type IT) analyses (Murdock, 1966;
Bernbach, 1967 a) but this will not be done here.
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such as coding do not cccur, it could reasonably be expected that the
amount of information trangferred te LTS would be related solely to the
total time spent in the buffer, and not to the number of items in-the
buffer at the time. In practice, of course, the actual transfér'process
may lie somewhere between these two extremes. Note that even if the
transfer rate for an item is assumed to be a constant (unrelatéd'to the
number of items currently in the buffer) the first items pfesented for
study still would have more information transferred to LTS than later
items; this occurs because the items at the start of a ligt will not be
knocked .out of the buffer until it 1s filled and hence will reside in

the buffer for a longer time on the average than later 1ltems, For this
reason, the primacy effect could still be explained. On the other'hand
the primacy effect will be reduced by the constant transfer assumpifion;
in order to fit the data from the current experiment with this assﬁmption,
for example, 1t would be necessary to adjust the retrieval scheme accord-
ingly. In modeling the free verbal-recall data that follows, a constant
transfer assumption is used and zccordingly a retrieval scheme is adopted
which amplifies more gtrongly than the pregent one small differences in
I TS strength.

We now congider the decay assumptiocn in greater detail, .The agsumption
is that the information transferred to LTS for a particular item is reduced
by a proportion 1 for every other item in the ligt., There are a number
of possgibilities for the form of this reduction. It could be actual
physical interference with the ftrace, or it could be a reduction in the
value of the current information as a result of subsequent inceoming informa-

tion. An example of this latter kind of interference will be helpful.
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Suppose,.in a memory experiment the first item is GEX-5, and the subject
_ stores_”G?_-S" ip P?S. _Ifrtggted_nowhon_GEX, the subject would give

the correct response 5. _Supppse a second item GOZ-3 is presented and

the subject stores "G_”;3”_in LTS, If he ig now tested on either GEX

or GQZ his_probability of a correct regponse will drop to %. Thus the
actual informgtion:stored'is not affected,‘but ite value is markedly
cﬁanged,

The assumption that every other item in a list interferes equally

is cpen to guestlon on two counts. Firgt of .all, 1% would be expected
.that an item about wh;ch_a large amount of information is transferred
_would_interfere more strongly w;th other items in LTS than.an item about
_lwhichrlittle informgtion is trensferred. Certainly when no, transfer occecurs
~ for an_item,_tﬁat item cannot interfere with other LTS traces. However,
Hﬁhe equal_interfeqence asgumpticn usedlin our analysis may net be a bad
approximation, The seqpnd.failing of the equal interference assumption
“has to do with separation of items. If the list lengths were very long,

it might be expegted thatrthe numbe; of items separating any two items
would affect their mutual interference; the greater the separation,

~the less the interference, The-list lengths are short enough in the

present experiment, however, that the separation 1s probably not an im-

portant factor.

'Somg Alternative Models., It is worth considering some alternatives
to fhe interference process of the model Just presented, henceforth
referred to as Medel I in this subsection., In particular it is important
to demonstrate that the effects of the interference-decay agsumption,
which could be viewed as a structural feature of memory, can be duplicated
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by simple search processes. For example, any limited search through the
information in LTS will give poorer performance as the amount of that.
information increases. In order to make the concept of the search process
clear, Medel II will adopt an all-or~none-transferséheme. Thet is, a
gingle copy of each item may be transferred to LTS on a probabiligtic
basis., If a copy is transferred, it i1s a perfect copy to the extent that
it always produces a correct response if it is retrieved from LTS. The
short-term feaztures of the model are identical to those of Model I: each
item enters the buffer; when the buffer is filled each succeeding item
enters the buffer and knocks out an item already there according to the
8-process described earlier.

The transfer assumpticn for Medel IT is as follows. If an 1tem is

one of the j items in the buffer, then the probability that a copy of

that item will be placed in LTS between cne item's presentation and the

next is %, Therefore, the transfer depends, as in Model I, upon the
number of other items currently in the btuffer. No more than one copy
may be placed.in IT8 for any one ltem. The retrieval assumptions are

the following. A correct response ig given if the item 1s in the buffer
when tested. If it is not in the buffer then a search is made in LTS.

If & copy of the item exists in LT8 and is found, then a corfect response
is given; otherwise a random guess iz made, As before, we assume that

the information pertinent to the current list is distinguishabie from

that of earlier ligts; thug, the search is made only among those coples:

of items in the current list. The central assumption of Model IT is that
exactly R  selections are made (with replacement) from the copies in

ITS; if the tegted item has not been found by then, the search ends,
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The restriction to a fixed number of searches, R,.is_perhaps too .
:Strong, but can be justified if there 1is g fixed time pericd allotted
to the subject for responding. It should be clear that for R fixed, the
probability'of retrieval decreageg asg thellist_length_increases; the longer
_the list the more copies in LTS, and the moré copies.the less the proba-
bility of finding a particular copy in R selectiong. Model II was fit
to the data in the same fashion as Model I. Thé parametér values that
gave the best predictions were r =5, & = ,39,.Q_¥ ;72; and R = 3.15.
The theoretical curves generated by these parameﬁersuare 80 gimllar to
those for Model I that Figure 25 adequagely represgnts them, and they will
not be presented separately. Whereas-the X? was %hj3 for Model I, the
X2 value for Model II was h6.2,.both_based:on:&Bjdegrees of freedom. The
: similarity of_the predictions serves to iliustrate the primary point of
introducing Model II: effects prediéted.by'search proéeéses.and by
_interference prbcesses are éuite similar and gonéequently.they.are diffi-
cult to separafe experimentallya
The gearch process described above is jﬁst crie of a“vafiety of
~such mechanisms. In generél there will be a group of posSiﬁLe gearch
- mechanigms associated with each tranéfer_and storage assumption;-a few
of these processes will be examined in the next section on free verbal;
recall. Before moving on to these experiments, however, we should likgf
_.ﬁo present briefly a deeay and retrieval process_combiﬁing some of the
featuregs of interference and search mechanismé. in this process the
interference does'hot occur until the gearch begins and is then caused
by the search process itself. The model (designated as Model III) is

identical in gll respects to Model IT uﬁtil the point where the subject
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beging the search of LTS for the correct copy. - The assumption is that

the subject sémpleS'copies with replacement, as before, but each unsuccess-
ful search may disrupt the sought-after copy with probabilitity R'. The
search does not end until the appropriate copy is found. or until all copiles
in LTS have been examined. If the copy does exist in LTS, but is dis-
rupted at any time during the search process, then when the item is
finally retrieved the stored information will be such that the subject
will not be able to recall at better than the chance level. The para-

- meter values giving the best fit for this model were r =5, 8 = .38,

0 = .80, and R' = .25, The predicted curves are again guite similar fo
those in Figure 25 and will not be presented. The predictions are not

" guite as accurate, however, as those of Models I and II, the Xg'value

being 55.0.%

2.2. Free-Verbal-Recall Experiments

The free-verbal-recall situation offers an excellent opportunity for
examining retrieval processes, because the nature of the tasgk forces the
subject to engage in a lengthy search of LTS. The typical free-verbal-
recall experiment involves reading a list of high-frequency English words
to the subject (Deese and Kaufmsn, 1957; Murdock, 1962). Following the
reading, the subject 1s asked to reczll as many of the words as possible.

Quite often list length has been a variable, and occasionally the presenta-

tion time per item has been variled. Deese and Kaufman, for example, used

* For a more detalled account of Models I, II and III, and a comparigon

among models, see Atkinson and Shiffrin (1965) .

145



i et e - [ R - Ce e . S \

. lists of 10-and 32 items at one second per item. Murdock ran groups of
10, 15,.and 20 items at two seconds per item, and groups of 20, 30, and

4O items at one second per-item. The results are typically presented in

the form of serial posgition curves: the probability of recall is plotted

. against the item's position in the 1ist. The Murdock (1962) results are
representative and are shown. in Figure 27. It should be made clear that
the numbering of serial positions for these. curves is opposite from the
. &cheme used in the previous section; that is, the first item presented
(the oldest item at the time of test) is labeled serial position 1. This
mumbering procedure will be used tThroughout. this section to conform with
the literature on free-verbal-recall; the reader should keep this in mind
- When comparing results here with those presented elsewhere in the paper.
The primacy effect in Figure 27 is the rise on the lefthand portions of
_the curves.and the recency effect is the larger rise on the right hand
portions of the curves. The curves are labeled with the 1ist lengtn
andlthé"presentatioh rate per itémur Note that thé curves are gquite
'similér to those found in Experiment 8 of thé previous section; an effect
not ceen in Experiment 8 (because of the short list lengths used) is the
- level asymptotic portions of the curves which appear between the primacy
and recency effécts.for the 1onge? 1istéa

~ The form of the curves suggesis that a buffer prddess could explain
the resulf%; with the words themselves being the units of rehearszl.
“The recency effect would be due to the probability that an item is still
in the buffer at test; this Probabiiity goes to near zefo after 15 items
or so and the recency effect accordingly extends no further than this.
The primacy effect would arise because more information accrued in IS

for the first few items presented in the list. Whether a buffer strategy
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Figure 27 Probability of correct recall as a function of serial
position for free verbal recall (after Murdock, 1962)
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is reasoﬁable in the free-recall éituation, however, isg worth further
digcussionu It can hardly be maintained that high-frequency English
words are difficulﬁ;to code; on the other hand the task is not a paired-
associate one and cues must be foundlwith which to connect the words. One
.possibility is that upon seeing each word the subject generates a number
of associates (from LTS) and tries to store the group of words; later
during testing a search which retrieves any of the agsoclates might in
turn retrieve the desired word. We tend to doubt that this strategy, used
by itself, will greatly improve performanceu¥ To the extent that coding
occursjit probably involves connecting words within the presented list
:to each other. This technigue would of course require the consideration
of a number of.words simultaneously,in STSland therefore might be character-
ized reasonably well by a buffer process° Whether or not coding. occurs
in the free-recall sifuétion, there are other reasons.for expecting the
Subjécts to adopt a buffer strategy. The most important'reaéon is un-
doubtédly the improvement iun performance that a rehearsal buffer will
engender. If the capacity of the buffér ié; say, 4 or 5 words, then the
-use of a buffer will assure -the subjects of a minimum of fbur.or five
items.correcﬁ on each:list (assuming that all of the items may be read
out of the buffer corfectly)n Considering that subjects repcrt on the
average onlj about.S or 9 itéins3 even for long lists, the items stored in

the buffer are an important component of performance.

* Cohen (1963) has presented free-recall lists containing closely related
categories of words, i.e. North, Bast, South, West. Indeed, the re-
covery of one member of a category usually led to the recovery of other
members, but the total number of categories recalled did not exceed the

number of separate words recalled from non-categorized lists.
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It will be assumed, then, that the subjects do adopt a_rehearsal
strategy. The comparabllity §f the curves in Figqre 25 tp thqsé.;n
?igure 27.might'indicate thét a model similar tolaﬁy of théwmodels
presented iﬁ fhe previou$ section could be applied ﬁé fhe current data.
Ihere are, however, importént diffepgnces between the ?wo expgrimeqtal
pafadigms which must bé considéred; the free—recéll situationﬁdoes‘not
invoive palring a response wiﬁh & stiﬁnlus for each lisp.positién, énd
has the requirement of'multiple recall at the time Qf test. The fact that
explicit stiﬁulus.cues are not provided for each of fhe feééonses desired
would be expected to affect the form of.the searéh process. The multiple-
résponse requirement-raises-more serious problems. In particula;, it is
poseible that each responge thaﬁ is cutput méy interfere witﬁ cther items
not yet recalled. The probleﬁ may be most acute.for thejcase of %tgms still
in the buffer; Waugh and ﬁorman (1965) have proﬁoseﬁ.thaﬁ eéch response out-
fﬁt at the time of test has the same dis%upting.efféct upbﬁ chér items
in the buffer as the arrival“of.a new ifem during gtudy. On the oﬁher
hand, it is not clear whether a regponse eﬁifted during tést disrupts
items in LES. It might be,eipected that.the act of recalling an item
from LTS would raise that itém}s strengﬁh in LTS3 ﬁhis increase in strength
is probably not associated, however, with the transfer of any new_informa—'
tion to LTS.. For this reason, other traces will ﬁost iikély.not be..
interferred with, and it shall be asgumed that.retrieval of an item from
LTS has no effect.ﬁpon other items in LTS. o o |

Beéause there 1s some questibn concerning tﬁe effects of‘multip}e
recall ﬁpon the contenté of the buffer, and becaﬁse this section.ié pri—

marily aimed at LIS processes, the part of the free-recall curves which
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.arlse from the buffer w1ll not be con51&ered in further analyseb. This
means that the models in this sectlon'w1ll not‘be concerned w1th the part
of the curve maklng up the recency effect, since the data in Flgure 27
;lndlcates that the recency effect is contained in the last 15 items (to the
rmght in the flgure) of each llst these p01nts w1ll e ellmlnated from

‘ the analysesu Unfortunately, the ellmlnatlon of the last lS items means
"that the short llst lengths are ellmlnated entlrely The problem of
obtalnlng data fon short llst lengths not oOﬂfamlnated bylitems in the
buffer at the time of test has been 01roumvented e&pexlmentally by a
'varlatlon of the countlng backwards teohnlquea ihat is, the contents of
the buffer can be ellminated experimentally‘by usiné an inﬁeffering task
”lneerted-oetneenrthe end of the liet and the sfart of reoalln We now

' turn to a conolderatlon of these exper_mentea

A representatlve experlment is that by Poetman and Phllllps (1965
';Words were plesented at a rate of one per second in all condltzonsn In
.one set of conthlons three llst lengths (lO 20, -and 30) were used and
recall was tested 1mmed1ately follow1ng presentatlon° This, of course,
'1s.the usual free recall proceduree The serial pobltlon ourves are shown
in the top panel of Flgure 28 in the box labeled "0 SECOndo The same
.llSt lengths were used for those condltlons employlng an 1nterven1ng task;
1mmed1ately following pnesentatlon of the llst the subgecﬁs were requlred
noloountlbaokwande b& thféoo and fours for 30 seconds. wFollowing this
_1nterven1ng task, they were asked to reeall the llsto .The results ere
:shown in the lower panel in Flgure 28, If the 1nterven1ng task did not
affect the contents of LDS but dld w1pe cut all 1tems 1n fbe buffer,

then the recency effects would be =xpected to dlsappear with the curves
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Figure 28 Probability of correct recall as a function of serial

position for free verbal recall with test following
O geconds and 30 seconds of intervening arlthmetlc
(after Postman and Phillips, 1965)
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otherwise unchanged. This ls exactly what was found. The primacy
effects and asymptotic levels remain unchanged whiie the recency effect
disappears. It is clear, then, that normal free recall curves (without
;ntervening arithmetig) from which the last 15 points have been deleted
§hould be identical té curves from éxperiments using intervéning arith-
ﬁétic, The following data has therefcore been accumulated: Murdock's data
Wifh the last 15 points of each list deleted; data reported by Deese and
Kaufman (1957) using & free-recall paradigm, btut again with the last 15
pointszof each list deleted; the data reported by Postmén and Phillips
(1965); énd some data collecteéd by Shiffrin in which an intervening task
ﬁas used td'eliﬁinaté.the coﬁﬁeﬁts ofhﬁhe_buffern* A1l -cf these serial
position curves have the same formg they showta"primgcyleffecﬁ followed
ﬁy_a:level,agymptote. For thils reason the results have been presented in
fable 1. The first three points of each curve, which make up -the primacy
éffect, are glven in the table. The level porticns of the curves are
fhen averaged and the average shown in the column labeled‘asymptote,

fhe column labeled "number of points' is the number of points wailch have
been averaged to ayriVe at thé.aéymptotic level.** _The cdlumn labeled
ﬁlist” gives the abbreviation of the experiﬁenter, the list length,

and the presentation rate for each of the serial position curves.

tM‘= Murdock;:l962; D= ﬁéese éﬁd Xaufman, 1957; P = Postman and Pnillips,

19653 8 = Shiffrin.)

* The Shiffrin dats are reported in more detail in Atkinson and Shiffrin

(1965)

**¥Tor the Postman—PhillipS and Shiffrin.lists ﬁhe ﬁumber of pointg at

- asymptote are simply iist length, ¢, minus 3. For the Murdock and the
Deege-Kaufman lists the number of points is 4@ - 15 - 3 because the

last 15 points in these lists have been eliminated.
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Theoretical Analysis. Heving accumulated a fair amount of para-

meﬁric data in_Table 1, we should now like to predict the results. The
first model to ke considered is extremely simple. Every ltem presented
enters the subject's rehearsal buffer. One by one the initial items fill
up the buffer, and thereafter each succeeding item knocks cut of the
buffer a randomly chosen item. In corditions where arithmetic is used
following presentation, 1t is assumed that the_arithmetic operations knock
items from the buffer at the same rate as new incoming -items. This is
only an approximation, but probably not too inaccurste. Information is
assumed to be transferred to LTS as long as an item-rémains Lhothe buffery in
fact as a linear function of the total time spent in the buffer (regardless
of the number of other items concurrently in the buffer). If an item
remains in the buffer for J seconds an amount of information equal to

6 times J i1s transferred to LTS, Call the amount of information trans-
Terred tc LTS for an item its strength. When the subject engages in a

- search of LTS during recall it is assumed that he makes exactly R
searches into LTS and then stops his search (the number of searches made
might, for example, be determined by the time allowed for recall). On
each search into LI® the prebability that information concerning a par-
ticular item will Be found is just the ratio of that item's strength to
the sum of the strengths of all items in the‘list° Thug, items which
have a greater LTS strength will be more likely to be foundron any one
search. The probability that the information in LTS will produce a
correct recsll, once that information has been found in a search, is

assumed to be an expcnential function of the strength for that item.

153




There are just three parsmeterg for this model: -, the buffer
gize; @, the parameter determining the rate per second at which informa-
tion on a given item is transferred to LTS while the item resides in the
‘rehearsal buffer; and R the number of searches made.¥ The probability
- of a correct respense from the buffer iz zero-for the results in Table L
- because the contents of the buffer have been emptied experimentally by
intervening arithmetic, or because the recency data (which repregents
recovery from the buffer) has been omitted. The parameters giving the
best fit to the data were as follows: r =4, 0 = .04, and R = 3k.
‘The predictions also are presented in Table 1. The predictions are
- rather remarkable considering that Jjust three parameters have been used
- to predict the results from four different experiments employing differ-
~ent list lengthg and different presentation rates. - Some of The polnts
are not predicted exactly but this 1s largely due to the fact that the
‘data. tends to be somewhat erratic; the predictions of the asymptotic
values (where a larger amount of data is averaged) is especlally accurate.

Some Alternative Models. A number of decisions were made in Tormu-

lating the free-recall model that need fo be examined in greater detall.
‘First congider the effect of an arithmetic task upon items undergoing

rehearsal. If the arithmetic caused all rehearsal and long-term storage

* It is important to remember that €& for this model is defined as

the rate per second of information transfer, and thus the time

measures listed in Table 3 need to be taken into account when apply-
ing the model. For example, an item that resides in the buffer for
three item.:presentations will have 36 amount of information in.
LTS if the presentation rate is one item pef.second, and 7.58 if

the pregentation rate is 2.5 seconds per item.
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.opgrations to .ceage immediately, then the probability of recalling
ﬁhe iaS£ item presented should decrease toward chance (since its LIS
strength will be negligible, having had no opportunity to accumulate).
The serial position curve, however, remains level and¢ dcoeg not drop
toward the end of the list. One possible explanation ig that all trans-
fer to LTS takes place when the item first enters the buffer, rather
than over the period the ifem remsins in the buffer; in this case the
onget of arithmetic would not affect the formation of traces in LTS.
While this assumptlon could handle the phenomencn under discussion, we
prefer to consider the LTS trace as bullding up during the period the
item remaing in the buffer. Recall that this latter assumption is borne
out by the accuracy of the earlier models and, in particular, the U-shaped
functions presented in Figure 12 for the multiple-reinforcement experiment.
.The explanation of the level serial position curve implied by ocur model
is that the arithmetic operations remove items from the buffer in a
manner similar to that of new entering items. Two sources give this
assumption credibility. First, Postman and Phillips (1965) found that
short periods of arithmetic (15 seconds) would leave some of the recency
effect iIn the serial position curve, suggesting that some items remained
. in the buffer after brief periods of arithmetic. Second, the data of
Waugh end Norman (1965) suggest that output operations during tasks such
as arithmetic act upon the ghort-term store in the same manner as new
incoming ipems.

Another choice point in formulating the model occurred with regard
to the amount of LIS transfer for the first items in the list. The

assumption used in an esrlier model let the amount of transfer depend
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upon the number of cother items concurrently undergoing rehearsal, as if
the attention allotted to any given item determines the amount of
transfer. An alternative possibility is that the amount of transfer is
determined sclely by the length of stay in the buffer and is therefore
independent of the number of items currently in the buffer. Ancther
assumption resulting in this same independence effect is that the
subjeect allots to items in the buffer only encugh attention to keep
them "alive"; when the number of iftems in the buffer is small, the

" subject presumably uses his spare time for other matters, A free-
verbal-recall experiment by Murdock (1965) seems to support a variant of
this latter assumption. He had subjects perform a rather easy card-
sorting task during the presentation of the list. The gerial position
curve seemed unaffected except for a slight drep in the primacy effect,
“-THis would be understandable if the card-gorting task was sasgy enough
that the buffer was unaffected, but distracting enough that extra
attention normally allotted to the first few items in the list (vefore
~the buffer is filled) is instezd allotted to the card-sorting task. In

any case, it ‘is not clear whether the transfer rate should or should not

be tled to the number of items concurrently in the buffer. The model
that we have proposed for free-recall (henceforth referred to as Model I
in this subsection) assumed a constant transfer process) .a model -
using a varisblie transfer assumption will be consldered in a moment; .

The search process used in Model I is only one cf many possibilities.
Suppose, for example, that the strength value for an item represents the
number of bits of information stored about that item (where the term "bits”

'is used in a non-technical sense). A search might then be construed as a

~
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Table 1
Observed and Predicted Serial Position Curves

for Various Free-Verbal-Reczll Experiments

Agymptote

List Point 1 - Point 2 Point 3 :
_ Fumber of

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Points
M-2C-1 46 LS .27 .37 .20 .29 A6 e 2
M-30-1 - . .38 .35 .30 28 .21- .22 L1900 .17 12
M-20-2 55 L6L J2 L5l .37 Gk .31 .32 2
M-40-1 - .30 .29 .20 .23 .13 .18 'i12 L1 22
M-25-1 38 .39 .23 .32 21 .25 L1500 .19 7
M-20-2.5 .72 .66 6L .56 N5 M6 .37 .35 2
D-32-1 M6 .33 .3 .27 .27 .2l 16 16 1l
P-10-1 66 62 ke 5235 e L3 L3 7
P-20-1 AT LS bé7 .37 ;23- .29 L2 22 17
P-30-1 A1 .35 | .34 Dgé ' a7 Le2 20 .17 27
8-6-1 71 L 7h .50 .6k | 57 .52 A2 Lho 3
§-6-2 82 .88 82 .79 .65 .66 66 .52 3
§-11-1 48 60 43 .50 27 o 31 .31 8
8-11-2 72 .76 .55 .66 .52 L5k 00 i S 1T 8
§-17-1 :55 Ao .33 Rty .26 ,32; CoLe2 ,24 14

8-17-2 68 .66 .65 .56 BT b5 43 .35 0 1k
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random choice Of one bit from all those bits stored for all the items
in the list. The bits of information stcred for each item, however, are
asgociated to some degree, so that the choice of 6ne bit results in the
. uneovering of a proportion of the rest of the iﬁformation stored for that
item. If this proportion 1s small, then different searches Tinding bits
asséciated with & particular item will result in essentially independent
:probabilities of retrieval. This independent retrieval assumption was used
in the construction of Model I. Cn the other hand, finding one bit in =
search might result in sll the bits stored for that item becoming avail-
able at once; a reasonable assumption wcould be that this information is
either sufficient to allow retrieval or not, and a particular item is
retrieved the Tirst time it is picked in a search or 1s never retrieved.
This will be called the dependent retrieval assumption.

It is interesting tc see how well the slternate assumptions regard-
ing transfer and search discussed in the preceding paragraphs are able

Lo fit the data. For this reason, the following'four models are com-

pared:¥*
Model I: Transfer to LTS is at a constant rate € regardiess
of the number of octher items concurrently in the
b;;;;r, and independent retrieval.
Model IT: Transfer to LIS is at a variable rate % where

J is the number of other items currently in the

buffer, and independent retrieval.

* These models and the related mathematics are developed in

Atkinson and Shiffrin (1965).
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Model IIT: Constant LTS transfer rate, and dependent retrieval.
Model IV:  Variable LTS transfer rate, and dependent retrieval.
Model I, of ccourse, is the model already presented for free-verbal-recall,

The four models were all fit to the free-verbal-recall data presented
in Tgble 1, and the best fits, in terms of the sums of the squared deviag-
tions, were as follows: Model I: .81k; Model II: 2.000; Model III: .925;
Model IV: 1.602 {+the lowest sum meaning the best predictions). 'These
results are of interest because they demonstrate once again the close
interdependence of the search and transfer processes, Neither model
employing a variable transfer assumption is a gocd predictor of the data
and it seems clear that a model employing this assumption would require
a retrieval process quite different from those already considered in
order to fit the data reascnably well.

Perhaps the most interesting facet of Model I is its ability to
pfedict performatice as the presentation rate varies. A very simple
assumption, that transfer to LTS is & linear function of time spent in
the buffer, seems to work quite well. Waugh {1967) has reported a
series of studies which casts some light on this assumption; in these
.studies items were repeated a variable number of times within a sgingle
free-recall 1list. The probability of recall was approximately a linear
function of the number of repetitions; this effect is roughly consonant
with an assumption of LTS transfer which is linear with time. It should
be ncted that the presentation rates in the experiments we znalyzed do
not vary teco widely: from 1 to 2.5 geconds per item. The aésumption
that the subject will adopt a buffer strategy undoubtedly breaks down
| if a wide enough range in presentation rates is considered. - In particu-
lar, it can be expected that the subject will make increasing.use of
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coding strategies as the presentation rate decreases. M.:Eiari and
G. Bower (personal communication) for eXample,lhavé shown thét subjects
proceeding at their own pace (about 6-12 seconds a wora) can‘learn a list
of ten words almost'perfectly. This memorizatiocn is.éccdmplished by
having the subject make up and vigualize a sfory‘inclﬁding the Worﬁs
that are presented. It would be expected:thatlvery slow presentation
rates in free-recall experiments ﬁould leéd ﬁo coding strategies
similar to the one above.

One last feature of the models in this section needs further examina-
tion. Contrary to our assumption, it is net true that successive lists
"can be képt éompletely isclated from each other ét the time of tesf.
The demonstration of this fact is the common finding bf intruslon errors:
items reported during recall which had been presented on a liét ?revious
to the one being testéd,' Occasionélly an intrusion error ig evén reperied
which had not been reported'correctly during the test of its.own liéﬁ.
Over a segsion uéing many iists,'it might be éxpected ﬁhat the inter-
ference from previous lists would stay ét a more or less constant level
af'ter the pregentation of the firgt few lists of the session. Feverthe-
less, the primacy and asympﬁotic levelé of the freenrecail Serial.position
curves should drop somewhat over thé first.féw lists. A&n effeéf of ﬁhis
sort ig reported by Wing and Thompson (1965) who examined serial poéition
curves for the firétg second, and third presented lists of a Session;
Thig effect ig undoubtedly similer to the one reported by Keppel.and
Underwood (1962); namely, that performance on the task used by .
Peterson (1959} drops over the first few trials of a session. The effects
in both of these experimeﬁts may be caused by the increasing difficulty

of the search process'during test.
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5.3, Further Congiderations Invelving LIS

The models presented in the last section, while concerned with
search and retrieval processes, were nevertheless based primarily upon
the cotncept of z rehearsgal buffer. This should not be taken as an indi-
cation that rehearsal processes are universally encountered in all memory
experiments; to the contrary, a number of conditions must exist before
they will be brought into play. It would be desirable at this point
then tc_examine some of the factors that cause a subject to use a
“rehearsal buffer. In addition, we want to consider a number of points
of thecoretical interest that arise naturally from the framework developed
here., These points include posgible extensions of the search mechanigms,
relationships between search and interference processes, the usefulness
of mnemonics, the relationships between recognition and recall, and
coding processes that the subject can use as alternatives to rehearsal
. schemes.

Consider first the possible forms of search mechanisms and the
factors affecting them., Before beginning the discussion two components
of the search process should be emphasized: the firgt component involves
locabting information about an item in LTS, called the "hit" probability;
the secend component is the retrieval of a correct response once informa-
tion has been located. The factor determining the form of the search
1s the nature of the trace in long-term store. The models considered
thus far have postulated two different types of traces. One is an
all-or-none trace which allowg perfect recall following a hit; the

other is .an unspecified trace which varies in strength. The strength

161




notion has been used most often because 1t 1s amenable to a number cf
possible interpretations: the strength could represent the "force"

with which a particular bond has been formed, the number of bits of
information which have been stored, or the number of copies of an item
placed in memory. It should be emphasized that these different possi-
bilities imply search processes with different properties. For example,
. Af the strength represents the force of a connection then it might be

- assumed that there is an equal chance of hitting any particular item in
a search, but the probability of giving a correct answer following a
hit would depend upon the strength. On the other hand, the strength
might represent the number of all-or-none coples stored in LIS for an
item, each copy resulting in & correct response i1f hi%. In thie case,
 the probability of a hit would depend upon the strength {the number of
copies) but any hit would automatically result in a correct answer,

A possibility intermediate to these two extremes i1s that partial coples
of information are gtored for each item, any one partial copy allowing
a correct response with an intermediate probability. In this case, the
probability of a hit will depend on the number of partial coples, and
the probzbility of a correct regponse following a hit will depend on the
particular copy that has been found. A different version of this medel
would assume that all the partial coples for an item become avallable
whenever any one copy is hit; in this vergion the probabllity of a correct
answer sfter a hit would depend cn the full array of coples stored for
that item. In all the search processes where the retrieval probability
following a hit is at an intermediate level, one must decide whether

successive hits of that item will result in independent retrieval
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-probabilities. It could be assumed, for example, fhat féilure to un-
cofer & correct response the first time‘an item is hit inrthe séarch
would mean that the correct response coula not be recovéred on‘gubn
geguent hits of that item.¥ This outline of some selected éearch prb—
.cesses-indicates the %ariety of possibilities; a variety which makes it
extremely difficult to isolate effects due to search processes from
those éttributable to interference mechanisms,

Other factors affecting the form of the search are aﬁ.least par-
tially éontrolled by the subject; a possible éxample cbnéerﬁs Whétﬁer or
not the searches are made with replacement. Queétions of this:sbrf are
basedrupon the fact that all searches are madé‘in a8 more oY less ordered
faghion; memory ig much too large for a completely random search to be

feagible, One ordering which is commonly uged involveskassociationst
eagh item recovered leads ﬁo aﬁ associéte which in turn leads to _
another agscociate. The subject presumsbly exercises conﬁrol.over which
assoclates are-chosen at each stage of the search and also injects a

new starting item whenever a particular seguence is not profing success-
Ful.¥* An alfernative to the associate method is a search.along some

‘partially ordered dimension. Exemples are easy to find; the subject

* For a discussion of partial and multiple copy models see Atkinson
and Shiffrin (1965). _ ;

** Associative search schemes have been examined rather extensively
uging free-recall methods. Clustering has been examined by Deese
(1959), Bousfield (1953), Cofer (1966), Tulving (l962j,-and others;
the usual technigque is to determine whether or not closely sassoci-
ated words tend to be reported together., The effect certainly
exists, but a lack of parametric data makes it difficult to specify

. the actual search process involved.
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éﬁuld generate letterg of the alphabet,.considering each in turn as a
possible first letter of the desired response. A more general orderad
search 1ls one that is made along a temporal dimensgion; items may be
.time-tagged or otherwise temperally ordered, and the subject searches
only among those items that fall within a particular time span. This
hypothesis would explain the fact that performance does not markedly
deferiorate even at the end of memory experiments employing many dif-
ferent lists, such as in the free-verbal-recall paradigm., In these
cages, the subject is required to respond only with members of the most
.recent list; if performance is not to degenerate as succeséive lists
are presented, the memory search must be restricted along the temporal
‘dimension to those iltems recently stored in LTSG Yntema and Trask (1963)
have.demonstrated that temporal information is available over relatively
long time periods (in the form of "time-tags™ in their formulation) but
fhe gtorage of such information is not well understood.
we now turn to a brief diséussion cf scome issues related to inter-
ference effects. It is difficult to determine whether time alone can
result in long-term interferéncea Nevertheless, to the extent.that
Sﬁbjects engage in a search based upon the temporal order of items,
interference due to the passage of time should be expected. Inter-
ference due to intervening material may btake several forms. Fifst,
there may be a reduction in the value of certain information already
“in LIS as a result of the entry of new information; the loss in this
case does not depend on making any previous information less accessible,
An example would be if s subject first stores "the gtimulus beginning
with D has response 3" and later when another stimulus beginning
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with D is presented, he stores "the stimulus beginning with D has
response 1." The probability of a correct response will clearly drop
following storage of the second trace even though access to both traces
may occur at test. Alternatively, interference effects may involwve

destruction of particular information through interaction with succeeding
input. This ﬁossibility is often’examined experimentally using a palred-
aggociate paradigm where the game stimulug is agsigned gifferent responses
at different times. DaPolito (1966) has analyzed performance in' such a
situation. A stimulus was presented with two different responses at
different times, and at test the subject was asked to recall both
“responses., The results indicated that the probability of recalling the
first response, multiplied by the probability of recalling the second
~ Trespouse, equals the Jjoint probability that both responses will be glven
correctly. This result would be expected 1f there was no interaction of
the two ftraces; it indicates that high strengths of cne trace will not
automatically result in low strengths on the other. The lack of an
interaction in DaPolito's experiment may be due to the fact that subjects
~ knew they wouid be tested on both responses. 1t ils interesting to
note that there are search mechanisms that can explain this independence
effect and at the same time interference effects. For example, storage
for the two items might be completely independent ag suggested by DaPolito’s
data; however, in the typical recall task the subject may occasionally
terminate his search for information about the second response prematurely
as a result of finding information on the first response.

Within the context of interference and search processes, it is

interesting to speculate about the efficacy of mnemonics and special
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coding techniques. It was‘reported, for example, that forming a visual
Image of the fwo words in a paired-associabe item is a highly effective
memory device; that is, one envisages a situation involving the two
words. Such g mnemonic gains an immediate advantage through the use of
two long-term systems, visual and auditery, rather than one, ﬁowever,
- this cannot be the whole explanation. Another possibility is that the
Image performs the function of a mediator, thereby reducing the set of
items to be searched; that is, the stimulus word when presented for test
leads naturelly to the image which in turn leads to the response. This
eXplanation is probsbly not relevant in the case of the visual-image
mnemenic for the following reason: the technigue usually works best if
‘the image is a very strange one. For example, "dog-concrete' could be
imaged as-a dog buried to the neck in concrete; when "dog" is tested,
~there 1g no previocusly well-learned association that would lead to this
image. Anocther explanation involves the protection of the stored informa-
‘tion over time;'as opposed to the originel word pairs, each imége may

-be stored in LTS as a highly distinct envity. A last possibility is that
the amount of information stored is greatly incressed through the use

of imagery -- many more detalls exist in the image fthan in the word

pair. Since the image is highly cohesive, the recovery of any informa-
‘tlon relevant to it would lead to the recovery of the whole image. These
hypotheses are of course only speculations. At the present time the
relation of the various search schemes and interference processes to
memonic devices is not well understood. This state of affairs hopefully
will change in the near future since more research is being directed
toward these areag; mediation, in particular, has been receiving extensive

consideration (e.g., Bugelski, 1962; Runquist and Farley, 1964).
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Search processes seem at first glance to offer an eagy means for
_ taﬁ analysis of differences between recognition and recall. One could
assume, for example, that in recall the search component which attempts

to locate information on a given item in LIS is not part of the récognition
process; that is, one might assume that in recognition the relevant
_information in LTS is always found and retrieval depends solely on -
_‘matgh;ng the stéred”information”against.thenitem presented for test.--
Our_analysis of free-verbal recall depended in part upon the search compon-
ent to explain the drop in performance as list length increased. Thus if
the freg recall task were modified so that recognition tests were used,
_the decrement in performance with list length might not occur. That

this will not be the case is indicated by the position-to-color memory
study (Experiment 8) in which the number of responses was small enough
that the task was essentially one of recognition; despite thig fact, the
_ performance dropped as list length increased. One possible explanation
~would be that gearch is necessary even for recognition tasks; i.e., if

the word "clown" is presented, all previous times that that word had

been stored in LTS do not lmmediately spring to mind. To put-this another
way, oﬁe may be asked if a clown was a charecter in a particular:book

and it is necessary to search for the appropriate information, even
though the question is one of recognition. On'fhe other hand, we cannot
rule out the possibility that part of the decrement in performance in
free recali with the increase of list length may be due to‘search
_phénges, and part to other.intgrference mechanisms. Obviously a -

great deal of extra information is given to the subject. in a recognition '
. test, but the effect of this information upon search énd'intgrference

mechanisms is not yet clear.
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We now turn to a consideration of LTS as it is affected by short-term
procesges other than the rehearsasl btuffer. It has been pointed out that
. the extent and structure of rehearsal depends upon a large number of
. Tactors such as the immedizcy of test and difficulty of long-term storage.
When rehearsal schemes are not used in certain tasks, often it is because
long-term coding operations are more efficacious. These coding processes
gre pregumably found in most paired-sasociate learning paradigms; depend-
ing upon conditions, however, the subject will probably divide his atten-
tion between coding;and rehearsal. Atkinsén and Shiffrin (1965) have
_presented a paired-agsceiate learning model basged upon a rehearsal-buffer,
Whether a.reheargal strategy would be adopted by‘the subject in a given
paired-associate learning experiment needs to be determined in each case.
The answer ig-probably no feor the typical fixed-list learning experiment,
‘becauge the 'items .are usually amenable to coding, because the test pro-
cedure emphasizes the.importance of LTS storage, and because short study-
test intervals are so infrequent “that maintainance of an item in STS is
not a particulariy effective device., If these conditlons are changed,

- however, then a pailred-agsoclate model bhased upon a rehearsal buffer
might prove applicable.

It is important to note the distinction between coding modelg and
rehearsal modéls, Rehearsal models actually encompass,. in a rough sense,
virtually all short-term processes. Coding, for example, may be con-
gidered as. a type of ‘rehearsal involving a single item. The buffer -
process is a specilal type of rehearsal in which a fixed number of items
-are rehearsed for the primary purpose of meintesining them in STS., A

pure coding process. is.one in which only a single item is considered at
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a time and in which the primary purpose is the generation of & strong LTS
Itrace; almost incidentally, the item being coded will be méintained in
STS through the duration of the coding period, but this is not a primary
purpose of the procesé. These ﬁarious processes, it should be emphasized,
are under éubject control and are brought into play as he sees f£it; cone
éequently there are many variations that the subject.can employ undér
appropriate conditions. One could have a coding model, for example,

in which more than cne item is being coded at a time, or a combinatibn
model in which several items are maintained via rehearsal while.one of
the items is selected Tor special coding.

At the other extreme from the buffer strategy, it might be instruc-
'five to consider a coding process that acts upon one item ét a time.
Although such a process can be viewed as a buffer model with a buffer
containing only one item, the emphésis will be upon LTS storage rather
than upon the maintenance of the item in STS. The simplest case dccﬁrs
when the presentation rate is fairly slow and the subject attempts to
code éach item ag it is presented for study. However, the case thaf
seems most likély Tor the typical paired-associate experiment, is that
in which not every item is coded, or in ﬁhich it takes several presenta-
tion periods to code a single item. The first case above could be éon—
ceptualized as follows: each item ie given a coding attempt during its
presentaticn interval, but thé ﬁrobability of finding a code is g; The
second case is a bit more complex. One version would have a single
‘item maintained in STS over trials until & code is found. It could be
supposed that the probability of a code being found during a single
presentaticon interval is ¢; having once coded an item, coding attempte
are focused on the next presented item. This model has something in
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comton with the buffer models in that some items will remain in STS over
é period of several trials, This wlll produce a short-term decey effect
és_the interval between presentatiqn and test ils increased. | s
It is worth considering the form of the usual short-term effects

that are found in a paired-zssceiate learning.. Figure 29 presents:data
from a pazired-associate experiment by Bjork (1966). Graphed is the
probability of a correct response for an item prior to 1lts last error,
 as a function of the number of other items intervening between its study
énd subsequent test. The number of intervening items that must occur
before this curve reaches the chance level can be taken as a measure of
the extent of the short-term effect. It can pe seen that the curve does
not reach chance level until after about 20 items have been presented.

If the coding model mentioned‘above were applied to this data, a short-term
effect would be predicted due to the fact that some items are kept_in
.STS for more than one trial for coding. It hardly seems likely, however,
fhat any item will be kept in STS for 20 trials in an attempt to code it.
ansiderations of thig soft have led a number of workers to considgr
éther sources for the ”shqrt-term" effect. One possibility would be
that the effect is based in LTS and is due to retroactive interference.
A model in which this notion has been formalized was set forth by

.Restle (1964) and subsequently developed by Greeno (1967). For our pur-
poges Greeno's presentation is more appropriate. He proposes that a
particular code may be categorized as “good" or "bad." A good code is
fermanent and will not be interfered with by the other materials
presented in the experiment. A bad code will be retrievable from LTS

for a time, but will be subject fo interference from succeeding items
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and will eventually be useless. Employing this model, the short-term
effects displayed in Figure 29 are due to those items that were assigned
bad codes (i,e,,-codes that weré éffective for only. a short period of
time). The interesting feature of this model is its inclusion of =a
short-term memory effect based not upon featureg of STS, but upon pro-
cesses in LTS .* dne‘other ugeful way in which this LTS interference
Process has been Viewed employs Estés’ stimulus fluctuation theory_(Estes,
1965, &, b}, In this view, elements of information in LIS sometime become
unavgilable; it aiffers from the above models in that an unavailable
element may become_available again.at a later time. In this sense,
fluctuatioh theoryfparallels 2 muber of the processes that are expected
from search cqnsédérationsu In any case, the theory has been éucceSS—
fully apﬁlie@ intéf#ariety of situations (Izawa, 1966). There is a

great deél méféiﬁhat can be gald about paired-asscciate learning énd
longuterm-br;césses:in general, butiit beyond the scope of this paper

to enter into these matters. Weehoui& like to re-emphasize, however, the
point thétAhasrjﬁst been made; namely,:that short-term decay effects may
arise frdm.processes baged in LTS as well ag mechanisms in STS; consider-
able care'must be taken in the analyéis of each experimental situation in

order to make a correct identification of the processes at play.

* It is this short-term effect that is probably captured by the intermediate
state in varioustérkov models for paired-associate learning (Atkinson
and Crdthers, 1964 ; Bernbach, 1965; Bjork, 1966; Calfee and Atkinson,
1965; Kintsch, 1965; Young, 1966). Theorists using these models have
been scmewhat noncommital regarding the psychological ratiocnale for
this intermediate state, but the estimated ﬁransition probabilities to
and from the state suggest to us that it represents'effect$ faking

place in LTS,
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SECTION 6. CONCLUDING REMARKS

The first three sections of this paper outlined a fairly compre-
hensive theoretical framework for memory which emphasized the role of
control processes -- processes under the voluntary gontrol_of the subject
sﬁch as réhearsal, coding, and search strategies, It was argued that
these control procegses are such a pervasive and integral component of
human memory that a théory which hqpes to achieve any degree- of general-
ity must take them into.accoﬁnt,. Qur theoretical éystem has proven
pro&uctive.of experimental ideas. In Sections 4 and 5 = particular
realization of the gengral system involving a rehearsal buffer was
appliéd to data frqm.a variety.of_exberiments. Thé theoretical pre-
dictions wére,.for the mos£ part, quite accurate, proving satisfactory
even when based upon'previouslj estimated parameter values. It was
possible to predict data over a range of experimental tasks and a wide
variety of independent variables such as stimulus-set size, number of
reinforcements, rehearsal procedures, list length, and presentation
rate. Perhaps even more impressive are the number of predictions
generated by the theory which ran counter to our initial intuitions but
were subsequently verified,

It should be emphasized that the specific experimental models we
heve congidered do not represent a general theory of the memory system
but rather a subclags of possible models that can be generated by the

framework proposed in the first half of the paper. Paired-associate
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learning, for example, might best be described by modelg emphagizing
control processeg other than rehearsal. These models could be fofmu—
.lated in directions.suggested by stimulug sampling theory (Estes, 1955a;
1955b; 1967), models stressing cue selection and coding (Restle, 196h;
Greeno, 1966), or queuing models (Bower, in press).

Finally, it should be noted that mosﬁ of %he ideés in thig paper
" date back many years to an array of investigators: Eroadbent (1957, 1958)
and Estes (1967) in particular have influenced J;:hé developmenﬁ of our
models, The major contribution of this paper probably liéé in thé
"orgaQization of results and the aﬁalysis of dataj; in fact,'ﬁheoreticél
regearch could ﬂbt have been carried out in the manrmer reported here
as little as 12 years‘égo; Although conceptually the fheorj isg ndf
very difficult to understand, many.of our anélyses would have.ﬁroved
too complex o inveStigatérwithout thé.use of modern,.high—sﬁeea |

computers,
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