






is reasonable in the free-recall situation, however, is worth further

discussion. It can hardly be maintained that high-frequency English

words are difficult to code; on the other hand the task is not a paired

associate one and cues must be found with which to connect the words. One

possibility is that upon seeing each word the subject generates a number

of associates (from LTS) and tries to store the group of words; later

during testing a search which retrieves any of the associates might in

turn retrieve the desired word. We tend to doubt that this strategy, used

by itself, will greatly improve performance.* To the extent that coding

occur~ it probably involves connecting words within the presented list

to each other. This technique would of course require the consideration

of a number of words simultaneously in STS and therefore might be character

ized reasonably well by a buffer process. Whether or not coding occurs

in the free-recall situation, there are other reasons for expecting the

subjects to adopt a buffer strategy. The most important reason is un

doubtedly the improvement in performance that a rehearsal buffer will

engender. If the capacity of the buffer is, say., 4 or 5 words, then the

use of a buffer will assure the subjects of a minimum of four or five

items correct on each list (assuming that all of the items may be read

out of the buffer correctly). Considering that subjects report on the

average only about 8 or 9 items, even for long lists, the items stored in

the buffer are an important component of performance.

* Cohen (1963) has presented free-recall lists containing closely related

categories of words, i.e. North, East, South, West. Indeed, the re

covery of one member of a category usually led to the recovery of other

members, but the total number of categories recalled did not exceed the

number of separate words recalled from non-categorized lists.
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It will be assumed, then, that the subjects do adopt a rehearsal

strategy. The comparability of the curves in Figure 25 to those in

Figure 27 might indicate that a model similar to any of the models

presented in the previous section could be applied to the current data.

There are, however, important differences between the two experimental

paradigms which must be considered: the free-recall situation does not

involve pairing a response with a stimulus for each list position, and

ha's the requirement of multiple recall at the time of test. The fact that

explicit stimUlUS cues are not provided for each of the responses desired

would be expected to affect the form of the search process. The multiple

response requirement raises more serious problems. In partiCUlar, it is

possible that each response that is output may interfere with other items

not yet recalled. The problem may be most acute for the case of items still

in the buffer; Waugh and Norman (1965) have proposed that each response out

put at the time of test has the same disrupting effect upon other items

in the buffer as the arrival of a new item during study. On the other

hand, it is not clear whether a response emitted during test disrupts

items in LTS. It might be expected that the act of recalling an item

from LTS would raise that item's strength in LTS:;, this increase in strength

is probably not associated, however, with the transfer of any new informa

tion to LTS. For this reason, other traces will most likely not be

interferred with,and it shall be assumed that retrieval of an item from

LTS has no effect upon other items in LTS.

Because there is some question concerning the effects of multiple

recall upon the contents of the buffer, and because this section is pri

marily aimed at LTS processes, the part of the free-recall curves which
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arise from the buffer will not be considered in further analyses. This

means that the models in this section will not be concerned with the part

of the curve making up the recency effect; since the data in Figure 27

indicates that the recency effect is contained in the last 15 items (to the

right in the figure) of each list, these points will be eliminated from

the analyses. Unfortunately, the elimination of the last 15 items means

that the short list lengths are eliminated entirely. The problem of

obtaining data for sr",rt list lengths not contaminated by items in the

buffer at the time of test has been circumvented experimentally by a

variation of the counting·-backwards technique. That is, the contents of

the buffer can be eliminated experimentally by using an interfering task

inserted between the end of the list and the start of recall. We now

turn to a considerati.on of these experiments.

A representative experiment is that by Postman and Phillips (1965).

Words were pLesented at a rate of one per second in all conditions. In

one set of condi.tions three list lengths (10, 20, and 30) were used and

recall was tested immediately following presentati.on. This, of course,

is the usual free recall procedure. The serial position curves are shown

in the top panel of Figure 28 in the box labeled "0 second." The same

list lengths were used for those conditions employing an interveni.ng task;

immedi.ately following presentation of the list the subjects were requ:i.red

to count backwards by threes and fours for 30 seconds. Following this

intervening task, they were asked to recall the list. The results are

shown in the lower panel i.n Figure 28. If the intervening task did not

affect the contents of LTS but did wipe out all items in the bUffer,

then the recency effects would be expected to disappear with the curves
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otherwise unchanged, This is exactly what was found, The primacy

effects and asymptotic levels remain unchanged while the recency effect

disappears, It is clear, then, that normal free recall curves (without

intervening arithmetic) from which the last 15 points have been deleted

should be identical to curves from experiments using intervening arith-

metic, The following data has therefore been accumulated: Murdock's data

with the last 15 points of each list deleted; data reported by Deese and

Kaufman (1957) using a free-recall paradigm., but again with the last 15

points of each list deleted; the data reported by Postman and Phillips

(1965); and some data collected by Shiffrin in which an intervening task

was used to eliminate the contents of the buffer,* All of these serial

position curves have the same form; they show a primacy effect followed

by a level asymptote , For this reason the results have been presented in

Table 1, The first three points of each curve, which make up the primacy

effect, are given in the table, The level portions of the curves are

then averaged and the average shown in the column labeled .asymptote,

The column labeled "number of points" is the number of points which have

been averaged to arrive at the asymptotic leveL** The column labeled

"list" gives the abbreviation of the experimenter, the list length,

and the presentation rate for each of the serial position curves,

(M ~ Murdock, 1962; D ~ Deese and Kaufman, 1957; P ~ Postman and Phillips,

1965; S ~ Shiffrin,)

* The Shiffrin data are reported in more detail in Atkinson and Shiffrin
(1965)

**For the Postman-Phillips and Shiffrin lists the number of points at

asymptote are simply list length, d, minus 3, For the Murdock and the

Deese-Kaufman lists the number of points is d - 15 - 3 because the

last 15 points in these lists have been e.liminated,
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Theoretical Analysis, Having accumulated a fair a~ount of para-

~etric data in Table 1, we should now like to predict the results. The

first ~odel to be considered is extre~ely si~ple. Every item presented

enters the subject's rehearsal buffer. One by one the initial items fill

up the buffer, and thereafter each succeeding item knocks out of the

buffer a randomly chosen item. In conditions where arithmetic is used

following presentation, it is assumed that the arithmetic operations knock

items from the buffer at the same rate as new incoming items. This is

only an approximation, but probably not too inaccurate. Information is

assumed to be transferred to LTS as long as an item' cremains ttFthe :buffel1} in

fact as a linear function of the total time spent in the buffer (regardless

of the number of other items concurrently in the buffer). If an item

remains in the buffer for j seconds an amount of information equal to

e times j is transferred to LTS. Call the amount of information trans

ferred to LTS for an item its strength. When the subject engages in a

search of LTS during recall it is assumed that he makes exactly R

searches into LTS and then stops his search (the number of searches made

might, for example, be determined by the time allowed for recall). On

each search into LTS the probability that information concerning a par

ticular item will be found is just the ratio of that item's strength to

the sum of the strengths of all items in the list. Thus, items which

have a greater LTS strength will be more likely to be found on anyone

search. The probability that the information in LTS will produce a

correct recall, once that information has been found in a search, is

assumed to be an exponential function of the strength for that item.
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There are just three parameters for this model: r, the buffer

size; e, the parameter determiniqg the rate per second at which informa

tion on a given item is transferred to LTS while the item resides in the

rehearsal buffer; and R the number of searches made.* The probability

of a correct response from the buffer is zero for the results in Table 1

because the contents of the buffer have been emptied experimentally by

intervening arithmetic, or because the recency data (which represents

recovery from the bUffer) has been omitted. The parameters giving the

best fit to the data were as follows: r = 4, e = .04, and R = 34.

The predictions also are presented in Table 1. The predictions are

rather remarkable considering that just three parameters have been used

to predict the results from four different experiments employing differ

ent list lengths and different presentation rates. Some of the points

are not predicted exactly but this is largely due to the fact that the

data tends GO be somewhat erratic; the predictions of the asymptotic

values (where a larger amount of data is averaged) is especially accurate.

Some Alternative Models. A number of decisions were made in formu-

lating the free-recall model that need to be examined in greater detail.

First consider the effect of an arithmetic task upon items undergoing

rehearsal. If the arithmetic caused all rehearsal and long-term storage

* It is important to remember that e for this model is defined as

the rate per second of information transfer, and thus the time

measures listed in Table 3 need to be taken into account when apply

ing the model. For example, an item that resides in the buffer for

three item~resentationswill have 3e amount of information in

LTS if the presentation rate is one item per second, and 7.5e if

the presentation rate is 2.5 seconds per item.



operations to cease immediately, then the probability of recalling

the last item presented should decrease toward chance (since its LTS

strength will be negligible, having had no opportunity to accumulate).

The serial position curve,. however, remains level and does not drop

toward the end of the list. One possible explanation is that all trans

fer to LTS takes place when the item first enters the buffer, rather

than over the period the item remains in the buffer; in this case the

onset of. arithmetic would not affect the formation of traces in LTS.

While this assumption could handle the phenomenon under discussion, we

prefer to consider the LTS trace as building up during the period the

item remains in the buffer. Recall that this latter assumption is borne

out by the accuracy of the earlier models and, in particular, the U-shaped

functions presented in Figure 12 for the multiple-reinforcement experiment.

The explanation of the level serial position curve implied by our model

is that the arithmetic operations remove items from the buffer in a

manner similar to that of new entering items. Two sources give this

assumption credibility. First, Postman and Phillips (1965) found that

short periods of arithmetic (15 seconds) would leave some of the recency

effect in the serial position curve, suggesting that some items remained

in the buffer after brief periods of arithmetic. Second, the data of

Waugh and Norman (1965) suggest that output operations during tasks such

as arithmetic act upon the short-term store in the same manner as new

incoming items.

Another choice point in formulating the model occurred with regard

to the amount of LTS transfer for the first items in the list. The

assumption used in an earlier model let the amount of transfer depend
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upon the number of other items concurrently undergoing rehearsal, as if

the attention allotted to any given item determines the amount of

transfer. An alternative possibility is that the amount of transfer is

determined solely by the length of stay in the buffer and is therefore

independent of the number of items currently in the buffer. Another

assumption resulting in this same independence effect is that the

subject allots to items in the buffer only enough attention to keep

them "alive"; when the number of items in the buffer is small, the

subject presumablY uses his spare'time for other matters. A free

verbal-recall experiment by Murdock (1965) seems to support a variant of

this latter assumption. He had subjects perform a rather easy card

sorting task during the presentation of the list. The serial position

curve seemed unaffected except for a slight drop in the primacy effect.

This would be understandable if the card-sorting task was easy enough

that the buffer was unaffected, but distracting enough that extra

attention normallY allotted to the first few items in the list (before

the buffer is filled) is instead allotted to the card-sorting task. In

any case, itis not clear whether the transfer rate should or should not

be tied to the number of items concurrently in the buffer. The model

that we have proposed for free-recall (henceforth referred to as Model I

in this sUbsection) assumed a constant transfer process'; a model

using a variable transfer assumption will be considered in a moment.

The search process used in Model I is only one of many possibilities.

Suppose, for example, that the strength value for an item represents the

number of bits of information stored about that item (where the term "bits"

is used in a non-technical sense). A search might then be cons~ued as a
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Table 1

Observed and Predicted Serial Position Curves

for Various Free-Verbal-Recall Experiments

Asymptote
List Point 1 Point 2 Point 3~

Number of
Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Points

M-20-1 .46 .45 .27 .37 .20 .29 ,16 .22 2

M- 30-1 3q .35 .30 .28 021 u22 .19 .17 12. ~

M-20-2 ·55 .61 .42 .51 .37 .41 .31 .32 2

M_I+O-l .30 .29 .20 .23 ·13 .18 .12 .14 22

M-25-1 .38 .39 .23 .32 021 .25 .15 .19 7

M-20-2.5 .72 .66 .61 .56 .45 .46 .37 .35 2

D-32-1 .46 .33 .34 .27 .27 ,,21 .16 .16 14

P-I0-1 .66 .62 .42 .52 ,35 .42 .34 .32 7

P-20-1 .47 .45 .27 .37 .23 .29 .22 .22 17

P-30-1 .41 .35 .34 028 .27 .22 .20 17 27. ,

8-6-1 .71 .74 .50 .64 .57 .52 .42 .40 3

8-6-2 .82 .88 .82 .79 .65 .66 .66 .52 3

8-11-1 .48 .60 .43 .50 .27 .40 .. 31 .31 8

8-11-2 .72 .76 .55 .66 .52 .54 .47 .42 8

8-17-1 ·55 .49 .33 .40 .26 .32 .22 .24 14,

8-17-2 .68 .66 .65 .56 .67 .45 .43 .35 14
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random choice of one bit from all those bits stored for all the items

in the list. The bits of information stored for each item, however, are

associated to Some degree, so that the choice of one bit results in the

uncovering of a proportion of the rest of the information stored for that

item. If this proportion is small, then different searches finding bits

associated with a particular item will result in essentially independent

probabilities of retrieval. This independent retrieval assumption was used

in the construction of Model I. On the other hand, finding one bit in a

search might result in all the bits stored for that item becoming avail-

able at once; a reasonable assumption would be that this information is

either sufficient to allow retrieval or not, and a particular item is

retrieved the first time it is picked in a search or is never retrieved.

This will be called the dependent retrieval assumption.

It is interesting to see how well the alternate assumptions regard-

ing transfer and search discussed in the preceding paragraphs are able

to fit the data. For this reason, the following four models are com-

pared: *
Model I: Transfer to VIS is at a constant rate e regardless

of the number of other items concurrently in the

Model II:

bUffer, and independent retrieval.

Transfer to LTS is at a variable rate
e
j

where

*

j is the number of other items currently in the

bUffer, and independent retrieval.

These models and the related mathematics are developed in

Atkinson and Shiffrin (1965).



Model III: Constant LTS transfer rate, and dependent retrieval.

Model IV: Variable LTS transfer rate, and dependent retrieval.

Model I, of course, is the model already presented for free-verbal-recall.

The four models were all fit to the free-verbal-recall data presented

in Table 1, and the best fits, in terms of the sums of the s~uared devia

tions, were as follows: Model I: .814; Model II: 2.000; Model III: .925;

Model IV: 1.602 (the lowest sum meaning the best predictions). These

results are of interest because they demonstrate once again the close

interdependence of the search and transfer processes. Neither model

employing a variable transfer assumption is a good predictor of the data

and it seems clear that a model employing this assumption would re~uire

a retrieval process ~uite different from those already considered in

order to fit the data reasonably well.

Perhaps the most interesting facet of Model I is its ability to

predict performance as the presentation rate varies. A very simple

assumption, that transfer to LTS is a linear function of time spent in

the buffer, seems to work ~uite well. Waugh (1967) has reported a

series of studies which casts some light on this assumption; in these

studies items were repeated a variable number of times within a single

free-recall list. The probability of recall was approximately a linear

function of the number of repetitions; this effect is roughly consonant

with an assumption of LTS transfer which is linear with time. It should

be noted that the presentation rates in the experiments we analyzed do

not vary too widely: from 1 to 2.5 seconds per item. The assumption

that the subject will adopt a buffer strategy undoubtedly breaks down

if a wide enough range in presentation rates is considered. In particu

lar, it can be expected that the subject will make increasing use of
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coding strategies as the presentation rate decreases. M. Clark and

G. Bower (personal communication) for example, have shown that subjects

proceeding at their own pace (about 6-12 seconds a word) can learn a list

of ten words almost perfectly. This memorization is accomplished by

having the subject make up and visualize a story including the words

that are presented. It would be expected that very slow presentation

rates in free-recall experiments would lead to coding strategies

similar to the one above.

One last feature of the models in this section needs further examina-

tion. Contrary to our assumption, it is not true that successive lists

can be kept completely isolated from each other at the time of test.

The demonstration of this fact is the common finding of intrusion errors:

items reported during recall which had been presented on a list previous

to the one being tested. Occasionally an intrusion error is even reported

which had not been reported correctly during the test of its own list.

Over a session using many lists, it might be expected that the inter-

ference from previous lists would stay at a more or less constant level

after the presentation of the first few lists of the session. Neverthe-

less, the primacy and asymptotic levels of the free-recall serial position

curves should drop somewhat over the first few lists. An effect of this

sort is reported by Wing and Thompson (1965) who examined serial position

curves for the first, second, and third presented lists of a session.

This effect is undoubtedly similar to the one reported by Keppel and

UnderWOOd (1962); namely, that performance on the task used by

Peterson (1959) drops over the first few trials of a session. The effects

in both of these experiments may be caused by the increasing difficulty

of the search process during test.
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5.3. Further Considerations Involving LTS

The models presented in the last section, while concerned with

search and retrieval processes, were nevertheless based primarily upon

the concept of a rehearsal buffer. This should not be taken as an indi

cation that rehearsal processes are universally encountered in all memory

experiments; to the contrary, a number of conditions must exist before

they will be brought into play. It would be desirable at this point

thentb examine some of the factors that cause a subject to use a

rehearsal buffer. In addition, we want to consider a number of points

of theoretical interest that arise naturally from the framework developed

here. These points include possible extensions of the search mechanisms,

relationships between search and interference processes, the usefulness

of mnemonics, the relationships between recognition and recall, and

coding processes that the subject can use as alternatives to rehearsal

schemes.

Consider first the possible forms of search mechanisms and the

factors. affecting them. Before beginning the discussion two components

of the search process should be emphasized: the first component involves

locating information about an item in LTS, called the "hit" probability;

the second component is the retrieval of a correct response once informa

tion has been located. The factor determining the form of the search

is the nature of the trace in long-term store. The models considered

thus far have postulated two different types of traces. One is an

all-or-none trace which allows perfect recall following a hit; the

other is an unspecified trace which varies in strength. The strength
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notion has been used most often because it is amenable to a number of

possible interpretations: the strength could represent the "force"

with which a particular bond has been formed, the number of bits of

information which have been stored, or the number of copies of an item

placed in memory. It should be emphasized that these different possi

bilities imply search processes with different properties. For example,

if the strength represents the force of a connection then it might be

assumed that there is an equal chance of hitting any particular item in

a search, but the probability of giving a correct answer following a

hit would depend upon the strength. On the other hand, the strength

might represent the number of all-or-none copies stored in LTS for an

item, each copy resulting in a correct response if hit. In this case,

the probability of a hit would depend upon the strength (the number of

copies) but any hit would automatically result in a correct answer.

A possibility intermediate to these two extremes is that partial copies

of information are stored for each item, anyone partial copy allowing

a correct response with an intermediate probability. In this case, the

probability of a hit will depend on the number of partial copies, and

the probability of a correct response following a hit will depend on the

particular copy that has been found. A different version of this model

would assume that all the partial copies for an item become available

whenever anyone copy is hit; in this version the probability of a correct

answer after a hit would depend on the full array of copies stored for

that item. In all the search processes where the retrieval probability

following a hit is at an intermediate level, one must decide whether

successive hits of that item will result in independent retrieval
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probabilities. It could be assumed, for example, that failure to un-

cover a correct response the first time an item is hit in the search

would mean that the correct response could not be recovered on sUb-

sequent hits of that item.* This outline of some selected search pro

cessesindicates the variety of possibilities; a variety which makes it

extremely difficult to isolate effects due to search processes from

those attributable to interference mechanisms.

Other factors affecting the form of the search are at .least par

tially controlled by the subject; a possible example concerns whether or

not the searches are made with replacement. ~uestions of this sort are

based upon the fact that all searches are made in a more or less ordered

fashion; memory is much too large for a completely random search to be

feasible. One ordering which is commonly used involves associations:

each item recovered leads to an associate which in turn leads to

another associate. The subject presumably exercises control over which

associates are chosen at each stage of the search and alao injects a

new starting item whenever a particular sequence is not proving success-

.ful.** An alternative to the associate method is a search along some

partially ordered dimension. Examples are easy to find; the subject

* For a discussion of partial and multiple copy models see Atkinson

and Shiffrin (1965).

** Associative search schemes have been examined rather extensively

using free-recall methods. Clustering has been examined by Deese

(1959), Bousfield (1953), Cofer (1966), TUlving (1962), and others;

the usual technique is to determine whether or not closely associ

ated words tend to be reported together. The effe~t certainly

exists, but a lack of parametric data makes it difficult to specify

the actual search process involved.
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could generate letters of the alphabet, considering each in turn as a

possible first letter of the desired response. A more general ordered

search is one that is made along a temporal dimension; items may be

time-tagged or otherwise temporally ordered, and the subject searches

only among those items that fall within a particular time span. This

hypothesis would explain the fact that performance does not markedly

deteriorate even at the end of memory experiments employing many dif

ferent lists, such as in the free-verbal-recall paradigm. In these

cases, the subject is required to respond only with members of the most

recent list; if performance is not to degenerate as successive lists

are presented, the memory search must be restricted along the temporal

dimension to those items recently stored in LTS. Yntema and Trask (1963)

have demonstrated that temporal information is available over relatively

long time periods (in the form of "time-tags" in their formulation) but

the storage of such information is not well understood.

We now turn to a brief discussion of some issues related to inter

ference effects. It is difficult to determine whether time alone can

result in long-term interference. Nevertheless, to the extent that

subjects engage in a search based upon the temporal order of items,

interference due to the passage of time should be expected. Inter

ference due to intervening material may take several forms. First,

there may be a reduction in the value of certain information already

in LTS as a result of the entry of neW information; the loss in this

case does not depend on making any previous information less accessible.

An example would be if a subject first stores "the stimulus beginning

with D has response 3" and later when another stimulus beginning
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with D is presented, he stores "the stimulus beginning with D has

response 1." The probability of a correct response will clearly drop

following storage of the second trace even though access to both traces

may occur at test. Alternatively, interference effects may involve

destruction of particular information through interaction with succeeding

input. This possibility is often examined experimentally using a paired

associate paradigm where the same stimUlUS is assigned different responses

at different times. DaPolito (1966) has analyzed performance in such a

situation. A stimulus was presented with two different responses at

different times, and at test the subject was asked to recall both

responses. The results indicated that the probability of recalling the

first response, multiplied by the probability of recalling the second

response, e~uals the joint probability that both responses will be given

correctly. This result would be expected if there was no interaction of

the two traces; it indicates that high strengths of one .trace will not

automatically result in low strengths on the other. The lack of an

interaction in DaPolito's experiment may be due to the fact that subjects

knew they would be tested on both responses. It is interesting to

note that there are search mechanisms that can explain this independence

effect and at the same time interference effects. For example ,storage

for the two items might be completely independent as suggested by DaPolito's

data; however, in the typical recall task the subject may occasionally

terminate his search for information about the second response prematurely

as a result of finding information on the first response.

Within the context of interference and search processes, it is

interesting to speculate about the efficacy of mnemonics and special



coding techniques. It was reported, for example, that forming a visual

image of the two words in a paired-associate item is a highly effective

memory device; that is, one envisages a situation involving the two

words. Such a mnemonic gains an immediate advantage through the use of

two long-term systems, visual and aUditory, rather than one. However,

this cannot be the whole explanation. Another possibility is that the

image performs the function of a mediator, thereby reducing the set of

items to be searched; that is, the stimulus word when presented for test

leads naturally to the image which in turn leads to the response. This

explanation is probably not relevant in the case of the visual-image

mnemonic for the following reason: the technique usually works best if

the image is a very strange one. For example, "dog-concrete" could be

imaged as a dog buried to the neck in concrete; when "dog" is tested,

there is no previously well-learned association that would lead to this

image. Another explanation involves the protection of the stored informa

tion over time; as opposed to the original word pairs, each image may

be stored in LTS as a highly distinct entity. A last possibility is that

the amount of information stored is greatly increased through the use

of imagery many more details exist in the image than in the word

pair. Since the image is highly cohesive, the recovery of any informa

tion relevant to it would lead to the recovery of the whole image. These

hypotheses are of course only speculations. At the present time the

relation of the various search schemes and interference processes to

mnemonic devices is not well understood. This state of affairs hopefully

will change in the near future since more research is being directed

toward these areas; mediation, in particular, has been receiving extensive

consideration (e.g., Bugelski, 1962; Runquist and Farley, 1964).
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Search processes seem at first glance to offer an easy means for

the ar!alysis of differences between recognition and recall. One could

assume, for example, that in recall the search component which attemp~s

to locate information on a given item in LTS is not part of the recognition

process; that is, one might assume that in recognition the relevant

information in LTS is always found and retrieval depends solely on

matching the stored information against the item presented for test.

Our analysis of free-verbal recall depended in part upon the search compon

ent to explain the drop in performance as list length increased. Thus if

the free rec.all task were modified so that recognition tests were used,

the decrement in performance with list length might not occur. That

this will not be the case is indicated by the position-to-color memory

stUdy (~xperiment 8) in which the number of responses was small enough

that the task was essentially one of recognition; despite this fact, the

performance dropped as list length increased. One possible explanation

would be that search is necessary even for recognition tasks; i.e., if

the word "clown" is pr·esented, all previous times that that word had

been stored in LTS do not immediately spring to mind. TO put this another

way, one may be asked if a clown was a character in a particular book

and it is necessary to search for the appropriate information, even

though the question is one of recognition. On the other hand, we cannot

rule out the possibility that part of the decrement in performance in

free recall with the increase of list length may be due to search

changes, and part to other interference mechanisms. Obviously a

great deal of extra information is given to the subject in a recognition

test, but the effect of this information upon search and interference

mechanisms is not yet clear.
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We now turn to a consideration of LTS as it is affected by short-term

processes other than the rehearsal buffer. It has been pointed out that

thee}(tent and structure of rehearsal depends upon a large number of

factors such as the immediacy of test and difficulty of long-term storage.

When rehearsal schemes are not used in certain tasks, often it is because

long-term coding operations are more efficacious. These coding processes

are presumably found in most paired-associate learning paradigms; depend

ing upon conditions, however, the subject will probably divide his atten

tion between coding and rehearsal. Atkinson and Shiffrin (1965) have

presented a paired-associate learning model based upon a rehearsal'-buffer.

Whether a rehearsal strategy would be adopted by the subject in a given

paired-associate learning e}(periment needs to be determined in each case.

The answer is: probably no for the typical fixed-list learning experiment,

because the items are usually amenable to coding, because the test pro

cedure emphasizes the importance of LTS storage, and because short study

test intervals are so infrequent that maintainance of an item in STS £s

not a particularlY effective device. If these conditions are changed,

however, then a,paired-associate model based upon a rehearsal buffer

might prove applicable.

It is important to note the distinction between coding models and

rehearsal models. Rehearsal models actually encompass, in a rough sense,

virtually all short-term processes. Coding, for example, may be con

sidered as a type of 'rehearsal involving a single item. The buffer

process is a special type of rehearsal in which a fixed number of items

are rehearsed for the primary purpose of maintaining them in STS. A

pure coding process is one in which only a single item is considered at
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a time and in which the primary purpose is the generation of a strong LTS

trace; almost incidentally, the item being coded will be maintained in

STS through the duration of the coding period, but this is not a primary

purpose of the process. These various processes, it should be emphasized,

are under subject control and are brought into playas he sees fit; con

sequently there are m~ny variations that the subject can employ under

appropriate conditions. One could have a coding model, for example,

in which more than one item is being coded at a time, or a combination

model in which several items are maintained via rehearsal while one of

the items is selected for special coding.

At the other extreme from the buffer strategy, it might be instruc

tive to consider a coding process that acts upon one item at a time.

Although such a process can be viewed as a buffer model with a buffer

containing only one item, the emphasis will be upon LTS storage rather

than upon the maintenance of the item in STS. The simplest case occurs

when the presentation rate is fairly slow and the subject attempts to

code each item as it is presented for study. However, the case that

seems most likely for the typical paired-associate experiment, is that

in which not every item is coded, or in which it takes several presenta

tion periods to code a single item. The first case above could be con

ceptualized as follows: each item is given a coding attempt during its

presentation interval, but the probability of finding a code is s' The

second case is a bit more complex. One version would have a single

item maintained in STS over trials until a code is found. It could be

supposed that the probability of a code being found during a single

presentation interval is s; having once coded an item, coding attempts

are focused on the next presented item. This model has something in
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common with the buffer models in that some items will remain in STS over

a period of several trials. This will produce a short-term decay effect

as the interval between presentation and test is increased.

It is worth considering the form of the usual short-term effects

that are found in a paired-as&X1ate learning. Figure 29 presents data

from a paired-associate experiment by Bjork (1966). Graphed is the

probability of a correct response for an item prior to its last error,

as a function of the number of other items intervening between its study

and subsequent test. The number of intervening items that must occur

before this curve reaches the chance level can be taken as a measure of

the extent of the short-term effect. It can be seen that the curve does

not reach chance level until after about 20 items have been presented.

If the coding model mentioned above were applied to this data, a short-term

effect would be predicted due to the fact that some items are kept in

STS for more than one trial for coding. It hardly seems likely, however,

that any item will be kept in STS for 20 trials in an attempt to code it.

Considerations of this sort have led a number of workers to consider

other sources for the "short-term" effect. One possibility would be

that the effect is based in LTS and is due to retroactive interference.

A model in which this notion has been formalized was set forth by

Restle (1964) and subsequently developed by Greeno (1967). For our pur

po~es Greeno's presentation is more appropriate. He proposes that a

partiCUlar code may be categorized as "gOOd" or "bad." A good code is

permanent and will not be interfered with by the other materials

presented in the experiment. A bad code will be retrievable from LTS

for a time, but will be subject to interference from succeeding items
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and will eventually be useless, Employing this model, the short-term

effects displayed:in Figure 29 are due to those items that were assigned

bad codes (i,e., codes that were effective for only a short period of

time). The interesting feature of this model is its inclusion of a

short-term memory effect based not upon features of STS, but upon pro-

cesses in LTS,* One other useful way in which this LTS interference

process has been viewed employs Estes' stimulus fluctuation theory (Estes,

1965, a, b). In this view, elements of information in LTS sometime become

unavailable; it differs from the above models in that an unavailable

element may become available again at a later time. In this sense,

fluctuation theory parallels a number of the processes that are expected

from search considerations. In any case, the theory has been success-

fully applied. in a.variety of situations (Izawa, 1966). There is a

great deal more that can be said about paired-associate learning and

long-term processes in general, but it beyond the scope of this paper

to enter into these matters. We ffiould like to re-emphasize, however, the

point that has just been made; namely, that short-term decay effects may

arise from processes based in LTS as well as mechanisms in STS; consider-

able care must be taken in the analysis of each experimental situation in

order to make a correct identification of the processes at play.

* It is this short-term effect that is probably captured by the intermediate

state in various Markov models for paired-associate learning (Atkinson

and Crothers, 1964; Bernbach, 1965; Bjork, 1966; Calfee and Atkinson,

1965; Kintsch, 1965; Young, 1966). Theorists using these models have

been somewhat noncommital regarding the psychological rationale for

this intermediate state, but the estimated transition probabilities to

and from the state suggest to us that it represents effects taking

place in LTS.
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SECTION 6. CONCLUDING REMARKS

The first three sections of this paper outlined a fairly compre

hensive theoretical framework for memory which emphasized the role of

control processes -- processes under the voluntary control of the subject

such as rehearsal, coding, and search strategies. It was argued that

these control processes are such a pervasive and integral component of

human memory that a theory which hopes to achieve any degreecof general

ity must take them into account. Our theoretical system has proven

productive of experimental ideas. In Sections 4 and 5 a particular

realization of the general system involving a rehearsal buffer was

applied to data from a variety of experiments. The theoretical pre

dictions were, for the most part, quite accurate, proving satisfactory

even when based upon previously estimated parameter values. It was

possible to predict data over a range of experimental tasks and a wide

variety of independent variables such as stimulus-set size, number of

reinforcements, rehearsal procedures, list length, and presentation

rate. Perhaps even more impressive are the number of predictions

generated by the theory which ran counter to our initial intuitions but

were subsequently verified.

It should be emphasized that the specific experimental models we

have considered do not represent a general theory of the memory system

but rather a subclass of possible models that can be generated by the

framework proposed in the first half of the paper. Paired-associate
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learning, for example, might best be described by models emphasizing

control processes other than rehearsal. These models could be formu

lated in directions suggested by stimulus sampling theory (Estes, 1955a;

1955b; 1967), models stressing cue selection and coding (Restle, 1964;

Greeno, 1966), or queuing models (Bower, in press).

Finally, it should be noted that most of the ideas in this paper

date back many years to an array of investigators: Broadbent (1957, 1958)

and Estes (1967) in particular have influenced the development of our

models. The major contribution of this paper probably lies in the

organization of results and the analysis of data; in fact, theoretical

research could not have been carried out in the manner reported here

as little as 12 years ago. Although conceptually the theory is not

very difficult to understand, many of our analyses would have proved

too complex to investigate without the use of modern, high-speed

computers.
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