MULTI-PROCESS MODELS FOR MEMORY WITH APPLICATIONS TO
A CONTINUQUS PRESENTATION TASK

R. C. Atkinson, J. W. Brelsford, and R. M. Shiffrin

Stanford University

TECENICAL REPORT NO. 96

April 13, 1966

PSYCHOLOGY SERIES

Reproduction in Whole or in Part is Permitted for

any Purpose of the United States Government

INSTITUTE FOR MATHEMATICATL STUDIES IN TEE SCCIAL SCIENCES
STANFORD UNIVERSITY

STANFORD, CALIFORNIA







Multi-Process Models for Memory with Applications to
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Abstract

A multi-process model for memory and learning is applied to the results
of two complementary experiments. In Experiment I the subject was required
to keep track of the randomly changing responses associated with a fixed
set of stimuli. The task involved a lengthy and continuéus sequence of
trialg, each trial consisting of a test on one of the stimuli followed by
study on that same stimulus paired with a new response. The size of the.
stimulus set, s, took on the values 4, 6, and 8, Experiment II giffered
from Experiment I in that a large number of stimuli were used even ﬁhough
©in any experimental condition the subject was required to remember only 4,
6, or 8 stimuli at one time. In both experiments the basic dependent var-
iable was the probability of a correct regponse as a function of the number
of intervening trials between study and test on a given stimulus-response
pair (called the "lag"). The lag curves were all near 1.0 at lag O and
monotonically decreased as the lag increazsed; the lag curves for the three
conditions (s = 4, 6, and 8) decreased at different rates in Experiment I,
whereas in ILxperiment IT these curves were identical, Using four estimated
parameters the model generated accurate predictions for the varicus response

measures collected.

1This research was supported by the Natlonal Aerconsutics and Space

Administration, Grant No. NCR-05-020-036.



A guantitative model for human memory and learning has been proposed

by Atkinson asnd Shiffrin (1965). Specific versions of the general model
have been used to predict serial position curves obtained from free-verbal
recall and paired-assoclate experiments. The variables which have been
successfully handled include list lengﬁhj presenfation rate, and in a study
by Phillips, Shiffrin, and Atkinson (1966), confidence ratings. These pre=
vious studies were all conducted with a discrete-trial procedure, i.e.,
the presentation of an entire 1list of items was foliowed by a single test.
In the present study it was desired to test the model in a situation in-
volving & continuous succession of study and test ifems° Additionally, the
present study involved the manipulation of certain experimental variables
that héve“logical relafionships to medel parameters. The specifig experi—
meﬁtal.variable_manipulated was the size of the stimulus set being remgmbered
by a subject.

| The tagk employéd in the experiments tQ be degcribed here involves a
modification of the typical psired-associate procedure which makes it possible
to study the memory process under conditions that are guite uniform and
stable throughout the course of an_experimentn This is the case becausg
the task is continucus and each subject is run for 10 to 12 daily Sessions.,2
In egegence the task involves having the subject keep track of the randomly
changing response members of s different stimuli, Each trial of the ex-

periment is divided into & test peried and & study pericd., During the test

®The task is similar to those used by Yotema and Mueser (1962),

Brelsford, Keller, Shiffrin, and Atkinson (1966), and Katz (1966).



Phase a stimulus is randomly selected from ameng the set of s stimuiil

and the subject tries to recall the response lagt associated with that
stimulus. Followlng the test, the study phase of the trial occurs. During
this phaéea the stimulus used in the test phasze of the trizl is re-paired
with a new response for study. Thus every trisl is composed of a test and
study pericd on the same stimulus. TFollewing each trial a new stimulus

is chosen randomly from the set of s gtimuli and the next trial begins.
The ipstructions to the subject require that on a test he is to give the
responge that was paired with the stimulus the last time it was presented
for study.

The numbér of trials intervening between study and test on a given
stimilus-response pair will be referred to &s the "lag" for that item. Thus,
if the test occurs immediately following the study veriod the lag is zero.
If one trial intervenes (involving test and study on another stimulus), then
the lag is 1; and so on. It should be clear that in this task the number
of stimuhu&xesponse pairs that_the subject 1s trying to remember at any
given time is fixed throughcut an experimentzl session. Rach time s stim-
ulus is tested it is immediately re~paired with a new response, keeping the
gize of the to-be-remembered stimulus set always equal to s. 0Of course,
in order to start an experimental sesslion, an lnitial series of trials
mast be given with the test phase omitfed. The stimull presented during
these study trials are the ones used throughout the rest of the experimentel
segsion., In the present experiments there were three experimental condi-.
ticns in which the size of the stimulus set, .sa was either b, 6, or 8.

For each daily session, - -a subject was randomly assigned tc one of these
three conditions. The principal dependent variable Is the probabillity of a
correct responge as a function of lag.

3.



Mogel
The model assumes three memory states: a very short-lived memory
- system called the sensory buffer; a temporary memory state called the
memory (or rehearsal) buffer; and a long-term storage state called LTS.
In the discussion of the model which follows, reference is Freguently made
to the term "stimulus-response item.” Items are postulated to enter and
leave the two buffers at various times. AL the outset, the question arises,
what is an iﬁem? In terms of ﬂmgpresent model an item will be defined as
that amount of information that allows one to make a correct recall when a
stimulus is presented for s test. The specification of the exact form of
this information (i.e., whether it be acoustic rehearsal, visual imagery,
or scme type of mnemonic) is not within the scope of the present paper.
Nevertheless, in view of the work of Conrad (1964), Wickelgren (1965), and
others on auditory confusions in short-term memory, we would be sétisfied
with the view that items in the memory buffer are acoustic mnemonics and
are kept there via rehearsal, at least for experimeﬁts cf a verbal character.

The Sensory Buffer

It ig assumed that all external stimulation coming into the system
enters the sensory buffer, resides there for a short time {perhaps on the
order of a few seconds)g decays and is lost.3 In the context of the present
experiment it will be assumed that every item enters the sensory buffer.
Furthermore, 1t will be assumed that a test follows the preceding study

periéd clogely enough in time sc that an i1tem will always be recalled

'3We imagine that the form of the decay is roughly representable by the
results from the Peterson and Peterson (1959) experiment on the decay of a

congonant trigram in the absence of rehearsal.
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correctly if 1t is tested lmmediately following its entry intc the buffer.

Therefore, since every item enters the sensory buffer, the probability of

a correct recall at lag O will be unity. For lags greater than =ero, liems
will have decayed, and the sensory buffer will have no further significance.
For this reason, in the remainder of this paper, the term buffer when use@
by itself will refer to the memory buffer.

. The Memory Buffer

The nmemory buffer is postulated to have a limifed and censtant capacity
for hemogensous ltems. It may be vwiewed as a stabte containing those ltems
which have been selected from the sensory buffer for repeated rehearsal.
Once the memory buffer ig filled, each new item which enters causes cne of
the items currently in the buffer to be lost. It is assumed that the seriesg
of study items at the start of each experimental session fills the buffer
and. that the buffer stays filled thereafter. The size of the buffer, r
-(defined as the number of items which can be held simultaneously),depends
upon the nature of the items and thus mugt be estimated for cach experiment.
It is assumed that a correct response is given with probability cne if an
item 1s in the buffer at the time it is ftested.

We have already said that every iftem enters the sensory buffer and
that 1tems are selected from there fc -be entered into the memory buffer,
Assume that at the timé items enter the sensory buffer they are examined.
These items fall into one of two categories. They may be ltems which are
glready in.the buffer, i.e., their stimulus member may already be in the
buffer. Alternatively, thelr stimulus member may not currently be in ths

buffer. .The former kind of item shall be referred to as an O-item ("old" -



1tem), and the latter kind as an N-item ('new" item) ,L* When an O-item is
presented for study, it enters the memory buffer with probability one; the
.correspording item, which was previously in the buffer, is discarded. Thus
an O-item may be sald to replace itself in the buffer. When an N-item is
'presenﬁed for study it enters the buffer with probability &, The value

of the parameter @ may be related in some manner to the particular scheme
that a subject is using to rehearse the items currently in the buffer. When
an N-item enters (with probability Q) some item currently in the buffer is
lost. This loss is called the "knockout process” and will be described
below. With probability (1 -0) an N-item fails to enter the buffer. In
this case the buffer remaing unchanged, the item in guestion decays from
the sensory buffer, and is permanently lost from memory. For reference,
the memory system is disgrammed in Fig. 1.

The memory buffer 1s arranged as a push-down list. The newest item
that enters the buffer is placed in slot =», and the item that has remained
in the buffer the longest is in slot 1. 1If an O-item iIs presented it enters
slot r and the ccrrespondiné item is lost (in effect, the stimulus moves
from its current slot to siot r and the response is changed). Then the
other items move down one slot if necessary, retaining their former order.
When an N-item is presented for study and enters the buffer {(with probability
@) it is placed in the r® glot. The item to be knocked out is chosen
according to the followlng scheme: with probability Kj the item cur=c .

fently in slot J 1is the particular item that is discarded, where

l+'I'he reader should keep din mind that O-items and N-items are theoretical

constructs and do not refer o observable experimental events.
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Ky + K2 Foees + K= 1. When the jth item ig discarded each item above

the jth slot moves down one, and the new item enters the rﬁh slot.

1

Various schemes can be used to develop the Kj g. The simplest is to let

Kj = %, in which case the 1tem to be knocked ocut is chosen independeﬁtly
of the buffer position. However, in some experiments it has been necessary
to postulate more general schemes which regquire that the longer the item
has been in the buffer the greater its probability of being knocked out
{Atkinson and Shiffrin, 1965).

Long~Term Storage

LTS is viewed as a memory state in which information accumulates for
each item,5 It is assumed that informatién gbout an item mey enter LTS
only during the perlod that an item resides in the buffer. We postulate
that the stétus of an item.in_the buffer is in. no way affected by transfer
of informatioﬁ to LTS, Whereaé recall from the buffer was assumed to be
perfect, recall from LTS is not necessafily perfect and usually will not
be., At the time of a tesgt on an item, a subject gives the correct response
if the item is in the sensory or memory buffer, but if the item is not in
gither of thése buffers the subject searches LTS. This LTS search is called

the refrieval process. Two feabtures of the LIS retrieval prdcess must be

gpecified, First it is assumed that the llkelihood of retrieving the correct
response fof a'givén item improves as the amount of information stored con-
cerning that item increases. 8econd, the retrieval cf an iﬁem gets worse the
longer the item has been stored in LTS. This may simply mean that there is
The term "information" is not used here in & techmicsl sense. We use
the term to refer to codes, mnemonics, imsges or asnything else the subject

might sbore that would be retrievable at the time of test.
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some sort of decay in information as a function of the length of time
information has bheen stored in LTS,

We shall specifically assume in this paper that information is trans-
Terred to LTS at a constant rate 6 during the entire period in which an.
ifem resides in the buffer; & d4is the transfer refte per trial. Thus, if
an item remaing in the.buffer for exactly J +trials (i.e., the jth study
item following the presentation of a given item causes it to be kunocked out
of the buffer), then that item accumulated sn amoont of information equal
te J9. Next assume that each trial following the trial oa which an item
is knocked out of the buffer causes the information storsd in LTS for that
item to decrease by =z constant proportion T. Thus, 1f an item were knocked
out of the buffer at trial Jj, and i <trials intervened between the original
study and the test on that item, the amouat of information stored in LIS
at the time of test would be jerimj, We now want Lo speclfy the probability
of a correct retrievel of an iftem from LTS, If the asmount of infermation
stored at the moment of test for an item is zero, then the probability of
a correct retrieval Shoqld be at the gusssing level. As the amount of informa-
tion increases, the probability of a corrsct retrieval should increase toward
unitynl We define pij as the probability of a cérrect response from LTS
of an item that had a lag of 1 trials between its study and test, and

that resided in the buffer for exactly J ftrials. Considering the above

gpecifications on the retrieval process,

oy = L (L-glexsl- go(r* ™) (1)

where g 1is the guessing probabiliity and in the present experiment_islf26

since there were 26 response alternatives.



Lest the use of an exponential function seem entirely arbitrary, it
éhould bernoted that this function bears a close relation to the familiar
linear model of learning theory. If we ignore for the mcoment the decay
feature, then Piy = 1 - (1- glexp(-j6). It is easily seen that this is the |
linear model expression for the probability of a correct response after -
‘relnforcements with parameter e&en Thus, the retrieval function pij can
be viewed as a linear model with time in the buffer as the independent var-
iable. To be sure, the decay process complicates matters, but the reason
for choosing ﬁhe exponential function becomes somewhat less arbitrary. A
decay process is needed so that the probability of a correct retrieval from
LTS will approach a chance level as the lag tends toward infinity.

* Derivation of Lag Curves6

The basic dependent variable im the present experiment is the proba-
‘pility of a correct recall at the time of a test, given lag 1. In crder
to derive this probabiliity we need to know the length of time that an item

resides in the memory buffer. Therefore, define

Bj'z probability that an item (i.e., a specific stimulus=-
response palr) resides in the buffer for exacily J

trials, given that it is tested at a lag greater than J.

In the general case we musgt define another quantiity in order tc find Bj;

namedy

6The derivations are for the case where r <s. If r >s a given
item will always remain in the buffer until 1t 1s tested and consequently

performance will be perfect at all lags.
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Sij = probability that an item (i.e., a specific stimulus-

responsé pair) currently in slot i resides in the

buffer for exactly J more triale, giﬁen that it is

tegted at some polnt following this period.
Remember that r represents the aumber of slots in the buffer, and Kj is
the prcobability that the item iz the jth slot will be knocked out when an
N-item enters. The prdbability of an N-item (one not currently in the buf-
fer) being presented on a trial is (s-1)/s, where s 1s the number of
stimuli used in a given experimental condition; Ilikewise, the probability
of an O~item being presented is r/s° We ghall defines Bij rgcursivelya
Note that an item's buffer positiocn on a trial is either the game, or one
less on the succeeding trisl (if it is not knocked out of the buffer). We

therefore cbtain the followlng difference equabtions:

63.:(1-2 Cic, )B;

1.4 1,31

ﬁ, . =

1sd

[(1~0) + 0y + Ky e+ K )]} a?gJ 1

ST
[
e
+
wminn
111
IR

Cfi-1 s - ' '
¥ {s T G Ki—l)} i,
; s - r . r = L8 =T 51« :
Pr,s = {s }B j + E-1*e-1%0 Kr)} Pro1,3-1 . (2)

e e L. 8 - ¥
The initial ccnditions are ﬁ£ = —= @Ki

Recall thaf when an N-ltem
is presented it will enter the memory buffer with probability <. Also,
note that the dencminator in the terms denoting the probabilities of N-ltems
and O-items is (s- 1) rather then s. This is the case because Bij ig

8 probability conditionalized upon the fact that we have yet to present the

item in question for test. Now we can write:
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S;r(l-o&) , for j =0

B. = (3)
{1 - —S’-éi (1mot)} B?rg,j , for j >0,

where BO is the probablility that the item in queétion does not enter the
memery bﬁffer in the first place. It should be clear that the above dif-
ference equations can be sclved by successive substitubion, but such a
process is'lengthy and cumbergome. In practice, numeriéal solutions are
easily obtained using a high-speed computer.

The probabllity of a correct response to an item tested at lag 1
can now be written in terms of the 6j“so Let ”Ci“ represent the occur-

rence of a correct regponse to an item tested at lag 1. Then

-

i i |
Pr(c,) = |1 _Lsk + lakpik . (%)
=0 k=0

-

k

The first hracketed term is the probability that the item is in the buffer
at.thé time of ftest. The second bracket containg a sum of probsbilities,
each term.fepresenting the probebility of a correct retrieval from LTS of
an item which remained in the buffer for exactly k +trials and was then
lost.
Experiment 1

The first experiment was carried out to determine whether reascnable
predictions could be made assuming that the parameters of the model (r, dg
@, and T) are independent of the number of stimuli the subject is trying

to remember., Three experimental conditions wers run: s =4, 6, and 8,



Method

.Sﬁbjects. The subjects ﬁere 9 students from Stanford University
-who received.$2 per experimentai session. Each subject participated in
approximateiy 10 éessibnso |

Apparatus. The experiment was conducted in the ComputeruBaéed Learn-
ing Laboratory at Stanford Uhiversityo The control functlong were performed
by computer programs rumning in a modifled PDP-~1 computer menufactured by
the Digital Equipment Cofporation3 and under contrel of a.time~sharing .
éystem° The subject-was seated at a cathode-ray-tube displaj terﬁinal;
there were six.terminals gach located iﬁ a separate 7 X 8 ft. sound-shielded
réom° Stimuli were digplayed on the face of the éathode ray tube (CRT);
résponséé ﬁere made on an electric typewritér keyboard locsted immediately
below the iower edge of the CRT.

Stimuli and respconses. The stimuli were two-digit numbers randomly

selacted for each subject and seséion from Tthe set of aii two-diglt numbers
.between 00 and 99, Oﬁce e set of stimull was selected for e given seésionB
i£ ﬁaé used throughout The session. Responses were letters of the zlphabet,
thus fixing the guessing prcbabllity of a correct res?onée.at 1/26,

Procedure. For each session the subject was assigned to one of the
three experimental comditions (i.e., s was set at either 4, 6, or 8). An
attempt was made tc assign subjects to each condition once in consecutive
three-zesgion blocks. Every‘session begén Wiﬁh a sefies 6f study trials:
one study trial for each stimulus to be used in the seggion. Cn a study
trial the word "study' appeared on ﬁhe uppér face of the CRT. Beneath the
word "study" éne of the stimuli appeared along with a randomly-slected

letter from the alphabet. Subjects were instructed to try To remember the
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agssociatlon between the stimulus-response palrs. Each of these initial
study trials lasted for 3 sec. with.a 3-sec, iﬁtertrial interﬁal, As soon
as there had been an initial study trial for each stimulus to be used in
the session, the session proper began. -

| Each.subsequent trial involved a fixed series of events. '(l) The
wOrd.Egﬁz.appeared on thé upper face of the CRT. Beneath the word EEEE a
fandomly selecﬁed member of the stimulus set appeared. Subjecfs wore in-
structed thet when the word test and a stimulus appeared on the CRT, they
were to respond with the last response that had been associated with that
stimulusj-guessing if necessary. This test portion of a trial lasted for

3 sec, (2) The CRT was blacked out for 2 sec,. (3) The v}ord M appeéred
on Tthe upper face of the CRT fof 3 sec. Below the word gtudy é sﬁimulus—
regponse palr appeared. The stimulus was the same one used.in the preceding
test portion of the‘triai, The response was randomly selected from the
letterslof tﬂe alphabet, with the stipulation that it e different from the
iﬁmediately rreceding response”assigned to that stimulus. (%) There was

a 3~sec., intertrial interval before the next trial. Tﬁus a complete trial
{test plus study) toock 11 secﬂ” A subject wes run for 220 such.frials during
egch experimental session. |
Regults

In order to examine the data for habituation or learning~to—learn

effects, the cverall probability of a correct response for each stimulus
condition (s = &, 6, and 8) was plotted in consecutive 25-trial blocks. It
wés found that after a brief rise at the start of each daily session, the
curves appeared to level cff at three distinct values. DPue to this brief

initial warm-up effect, subsequent analyses will not include data from:
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the first 25 trials of each session. Furthermore, the first session for
each subject will nct be used.

Figure 2 presents the probabllity of a correct respomse asg a functicn
of lag for eagh Qf the thréé stimulus set gizes examined. It can be sgeen
that the smaller the stimulus set si;eg the better the overall performanca.
It is importan£ fo note that the theory presented in the earlier part of
this ﬁaper predicts such a difference bg the following basis: the larger
the siée of the étimulus setgrthe ﬁore-often an N-item willl be presented;
and the more often N-itemsg are:presentedﬁrthe more citen items iﬁ the buffer
will be knocked out., Recall that oaly Nuitems can knock ltems ffom.the
buffef; O-items merely replsace themselfesa

it can be seen that performance is almost perfect for lag O iniéli
threa conditions. This might bé expected bécause lag O means that the iltem
was_teéted iﬁmediately following its study. The curves drop sharply at first
end slowly thefeafter, but have not yet reached the chance level at lag 17,
the lafgest lag plotted. The chance level should be 1/26 gince there were
26 response alterﬁativeso

It is of interest to examine the type of errors occurring at various
lags in the thres sxperimental conditioﬁ$, There are two categories of
errors that are of special interest to us. The first category ls composed
of errors which occur when the immediaﬁély preceding correct response to a
stimulus is gilven, instead of the preseﬁt cbrrect.responsea The proportions
of errors of this type were calculated for each'lag and each condition. The
proportions were found to be guite stable over lags with mééﬁi¥alues of -
065, .068, and 073 for the 4, 6, and 8 stimulus conditions, respectively.

If the previously correct response to an iltem is randomly generated. on any
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given error, these valueg should not differ significantly from 1/25 = DOHn
The mean pfoportion for this type of error was computed for eéch subject

and each condition. In boﬁh the s‘=.h and s = & conditions 7 of the 9
subjects had mean values above chance; in the s = 8 condition 8 of the 9
subjects were above chance. A second category of errors of interest to us
ig composed of those responses that.are members of the currént set of responses
being remembered, but are not the correct responsew. The proportibns of this
type of error were calculated for each lag in each of the threes experimental
conditions. Again, the proportions were found 4o be quite stable cover lags.
The mean valueg were .23, .28, and .35 for the &, 6, and 8.stimu1us condi-
tions, respectively; on the basis of chénce these values would have to be
bounded below .12, .20, and .28, respectively. No statistical testé were
run, but agaiﬁ:the values appear to Be above those expected by chance.

Whiie a detailed examination of the Implications of theses conditional error
results 1s not a purpose of this paper, it should be pointed out that this
type of anelysis mey yileld pertinent information regarding the nature of

the LTS retrievel process.

There are two other lsg curves that prove interegting. We shall call
these the "all-same" and the "all-different” curves. In the all-same condi-
tions, we compute the probability of a correct response as a function of the
lag, when all of the intervening items between study and test involve the
same stimulus. The model predicts that once the dntervening stimulus enters
the buffer, there will be no further chance of ény other item.being knocked
out (i,e.,3 once the intervening item enters the buffer, cach succeeding
presentation is sn O-item). Hence, thess curves should drop at a slower

rate than the unconditional lag curves presented in Fig. 2. The all-game
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curves are plotted in Fig. 3. The points for lag O and lag 1 are, of course,
the seme as in the unconditioﬁal lag plots of Fig. 2. It can be seen that
thé curvés indeed drop at a slower rate in this condition.

The all-different ccondition refers to the probabilit? of a correct
respohse as a function of lag, when the intervening items betwesn study and
test a2ll involve different gtimuli. For this feaéon the maximum lag which
can be examined is one less than the size of the stimulus set. It should be
clear that the all-different ccndition maximizes the expected number of inter-
vening N-items at a gilven leg.. This lag curve shcould therefore have a faster
drop than the unconditional lag curves presented in Fig. 2. The. data are
shown in Fig. 4., While it is difficult to make s deéision by dinspection in
this condition because the data are guite unstable, 1t does seem that the
curves drop faster than the corresponding ones in Fig., 2, Note that here,
also, the points for lag 0 and lag 1 are of necessity the same as in the
previous conditions.

The results that have been presented tc this point have been group data.
It is of interest to see whether individual subjects perform in 2 fasghion
gimilar to the group curveg. Table 1 presents the lag curves for the three
experimental conditions for individual subjects. The lag curves have been
collapsed into three-lag blocks to minimize variablility. An examination of
these individual curves indicates that all subjects, except for subject 8,
éﬁpear to be performing in a manner very similar to the group data.
| A final remark should be made regardiﬁg the number of observations taken
at éach point on thege lag curves. Because of the random procedure used to
Selecf the stimuli from trial to trial, The rumber of observatlons geing into

guccesgive points on the lag curves decrease geometrically. For the group
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TABIE T

Oliserved and predicted probadilities of a correct response as‘ a function of

"~ lag for individual subjects. The predicted values are in parentheses and are based -
on the parameter estimates that give the best fit for that subject; these estimates
are presented in the bottom section of the table. The X? and Xé are compufed for
each subject using the individually estimated parameters and the group parameters,
regpectively. Entries in the top section of the table should e read with a leading

decimal point (Experiment I).

Experimental Subjects
. . Lag :
- Condition 1 2 3 b 5 5 7 8 9
010 T2 80 86 66 73 86 75. 60 89

oy (85) (86) (67) (75) (BW) (73)  (60) (BH)
3ho5 5L Th 76 52 62 65 50 61 '
ﬁo) (72) WE) (56) (64) (73) (50) (58) (69)

s = & 6-7-8 9 72 7 52 71 _ 59
(B8) (69) (76) (52) (58 (68) (E&) (56) (63}
50 €2 T2 59 hg 67 h1 60

ALy (e8) (7)) (50) (k) (67)  (k2) () (62)

51 6l 7O 50 L .55 b1 58 A1

21321 (g (66) (13) (ho). (49)- (66) (vo)  (52)  (61)

o1 - B3 82 78 56 56 12 61 49 68
TTTRo(e2) (7Y (15) (55) (53 (71)  (58) (v6)  (87)

3_hos M3 Th 71 56 52 68 53 48 59

ST (k2) (66 (69)  (s0)  (6)  (63)  (k9y  (k2)  (5B)

.- 6 678 ML 72 €5 A5 b1 63 - 35 ho 53,
: (41) (63) (650 (43 (39) (o) (371) (B1) (53)

, s ,
9-10-1L oy (61)  (62) (B2 (37)  (B9) (35) (mo) (52)

ie-13-1k Ok _ -
(39)  (60) _(60) vy (36)  (s8)  (3&) (39) (51)

ooz 59 £9 73 ly7 13 6 50 3 58
(57 (73)  (70) (W) (45) (63) (1) (38) (57)
Lo 63 46 by 60 by 56 2

3-4-5 . ' 5
. ‘ N 7
(x0)  (62) (62) (&3) (38) {s&) (b1) (35) (uB8)
s - 8 6-7-8 35 33 61 Sh
(36) {(e0) (60) (39) {(31) (52) (32) (32) (L3)
' 9-10-11 39 56 58 b5
AT (30)  (59) (58) - (37) (29) . (51) (30) (31) (42}

= G 3 Gy 9 @ G @9 Gy oD

Parameter '
Estimates

T 2 3 3 o 2 2 2 2 2

o .56 .66 .59 .50 .50 .3 .65 .38 .31

o 70 122 2,09 .39 L2 1.8k .62 1.3 .62

T Bu .95 .93 B9 .80 B2 .78 .99 .ok

% '23.6 29.2 24,8 3l.2 38.2 26k 3.2 67.2  13.6

xg 29,2 h8.3 29.% 33.6 47.6 32.6 3w.7 89.3 '15.2
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data there are over 1000 cobservations at lag O and slightiy more than 100

at lag 17 for each of'the,three experiﬁental cqnditioﬁs. Of;gburse, the
exact form of the distribution of data points varies as a function of thé
experimental condition,., with more short lags occurring in ﬁﬁe s =4 condi-
tion énd more long lags océurring'in.the s = 8 condltion.

Model Predictions

" In order to estimate parameters and evaluate the goodness~bf~fit of the

theory to the data, we define the following X2 fﬁnctioni

._XE =':§}{N1Pi(ci) + W - &iPr(Ci)}'{#iPr(éi) - O.l}-2 (5)

where the sum is faken over all data points 1 which are being evaluated.

The observed number of correct responses for the ith point is dencted by

0,3 N, 'is the total number of responses for the 3o point; and Pr(Ci)

ES

is the theoretical probability of a correct response which depends on r,
a, 6, and T.‘iThus iNiPr(Ci);Lthe:prediétedﬁnumbér_of:correct responses
for the .ith point, should be close to 0y if the theory is accurate,

We first analyze the lag curves displayed in Fig. 2. The set of param-
eter values r; G, 6, and 7 that minimizes the above X2 function over
the 3 X 17 = 51 data points in Fig. 2 will be taken to be the best fit of
the modei.7 In order to minimize X? we resorted to a numericsl routine
using a pomputer. The routine involved gelecting tentétivé Valugsrfor r,
&, 6, and 7T, computing the Pr(Ci)’s and the related ng_repeating the

procedure with another set of parameter values, and continuing thusly until

7The lag O point in this and subseguent analyses is not included in

the ~X2 since its predicted probability value is one.
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the space of possible parameter valuas has been systematbtlically explored.
The parameter values ylelding the smallest Xe care then used as the egti-
mates. When endugh'points in the‘parameter space &are scanhed3 thé method
yields'a close ap?roximaﬁioﬁ to the true minimuom.

The predictions for Pr(Ci) could be derived using BEgs. 39:but it
wag decided te get the Ky = l/rgxin which case the eguations simpliﬁy
greatly. In a study by Phillips, Shiffrin and Atkinson (1966) it was found
that the assumpbion Ky = 1/r was not tenable; in that experiment, however,
there were sirong reasons for expsciing that the subject would tend t6 elim-
inate the oldest items from the buffer first., In the Current:experiment
there is a continuous display of items and there seemed to be no compeiling
réason to believe that the subject would not discard items from the buffer
in & random fashion. For this reason K, was set equal to 1/r for every
buffer position. Under this assumption it 1s immaterial what position an
item occuples in the buffer. Thus 5£9k = 55 i for all 1 and“ j;. heacs

(as can be easiiy'verified) every line of qu 3 can be rewritten as follows:

: § =~ I L ; - N
: = o — X - ! o
Pie {l s- 1 r} Pi k-1 (8)
Let the term in brackets be deanoted by 1 - X, Then we have
By = (L-0)(s-r)/s which is the probability that the item will not enter

. the buffer, and

B, = (L~ B)X(1-X)*T . ) (1)

For a discussion of the minimum Xg method see Holland (1965) or

Atkingon, Bower, and Crothers (1965).
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It is easy to verify this equation if we note that X 1s the probability
that an intervening item wiil enter the buffer éhd knock_out the item of
interest. TFor the itgm of interest to be knocked cut of the buffer by
exactiy the kth following item, it is necessary that the following con-
ditions hold: (1)_the item must enter the buflfer in the first place;..(a)
the next. k - 1 intervening items must not knock it out; (3) the o0
_item mist knock out the item of interest. . These considerapions lead dir-
ectly to Bq. 7.
| Given Bk we can calculate ﬁhe predicted‘lag qurves for each get of

paraﬁeters coﬁsidered using Eq. 4. The X2 procedure described earliér
was applied simultaneously to all three curves displayed in Fig., 2 and the
falues of the parameters that gave the minimum x& were as follows:

r =2, d = .39, 6= .40, and t = .93. The theoretical lag curves gener-
_afed by these parameters are shown in Fig. 2. It can be seen that the
observed date anq the predictions from the modél are in close agreement;
the minimum X° value is 43,67 based on 47 degrees of freedom (17'x 3 =51
. data points minus four estimated parametefs)wg It sghould be emphasizgd'
that the thrée curves are it simultanecusly using the same parametef

values, and the differences between the curves depend only on the value of =

-9In this:and all subsequent minimizations reported in this ﬁéper, r
was permitted to take on only integer values; Better f;ts can be obtained. °
by removing this constraint (e.g., in this case the minimum X2 is.h0336
Wheﬁ r = 2,-]_, o = 37, g = ,lml:, and T = ,91), but we prefer to efaluate

'the model assuming r 1is fixed for all subjects.
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used. The predicted probabilities of a correct response weilghted and
summed over all lag positions are .562, 469, and 426 for s equal to
bk, 6, and B, respectively; the observed values are .548, 472, and .421.

The estimeted value of O indicates that only 39 percent of the N-items
presentéd actually enter the buffer {(remember that O-items always entér the
rbuffer). At first glance this percentage may seem low,-bﬁt'a good deal of
mental effort may be involved in keeping an item in the buffer via reheargal,
and the subject might be reluctant to discard an item which he has been re-
hearsing before it is tested.. Actually; if ﬁhére were no long-term storage,
the subject‘s overall probability of a correct regsponge would be independent
of &. Thus it might be expegted that & would be higher the greater the
effectiveness of long-berm storasge in an experiment. The estimate of 6
found does not have a readily discernable interpretation, but the value of
T = .93 indicates that the decay in LTS 1s extremely slow. It ié noti
necessary to assume that any actual decay occurs--several alternative pro-
cesses are possible. For example, the subject could search LTS backwards
along a temporasl dimension, sometimes stopping the search beiore the in-
formation relevant to the tested item is found.lo

Next we examine the lag curves for the all-same condition. As indi-
cated earlier these curves should be less steep than the unconditional lag
curves. Thig would be expected beéause,Lin the all-game condift ions (whgre
the intervening trials all‘involve the same étimulus), once an intervening
item enters the buffer, every succeeding item will be an O-item and will

lOThe high value of 7 migh%t suggest that a reasonable fit could be

obtained setting 7 = 1. When this was done, however, the minimum :X2 was

62.74h with parameter estimates r =2, d = 42, 6 = .24,
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replace itself° Indeed, if q =.l and there is no LTS storage, the all-
same- lag curves would be level frqm lag L opward, The model applies dir-
ectly to this case. Define ??_ as the probability that an item resides
. in the buffer for exactly ‘j triza ls and islthen knocked out, given that

-all the intervening triels involve the same stimulus. Then

8 - 7T

(L-a) o, for =0

*
ﬁj =

(8)

*\[ S - T i-1 O )
(l- 60)[5 a1 (l'_a);], ';E;] , Tor >0 .

It can easily be seen that the '6§ nave the above form. For an item
.fo be knocked out by the jth succeeding item it is ﬁecessary that the
following holds: (1) the item enters the buffer initially; (2) the follow-
ing items must be new items and must not enter the buffer for j - 1 trials
(cleérlj,.if the first intermediate item is an N-item, then'iﬁ the gll-same
Condiﬁidn each succeeding item has fo Ye an N-item until one of the items
enters fhé buffer); (3)Tthe jth fbilowiﬁg‘item'enters the buffer and
knoclks out the item of interest. The predicted lag curves for the all-same
condition may be calculatéd substituting 5? for'rﬁj' in Eg. 4, The par-
ameters found in fittiﬁg the unedndiﬁional lag'éUrves'in Fig. 2 were used
}fé generate pfedicﬁions for the allnsamé éondition; and the predicted lag
‘curves éfé éresentéd in Fig. 3. The fit is excellent as indicated by a
K of 26.8 based on 21 degreecs of fféedoﬁﬁ

" Next we turn to the lag curves for the all-different condition. Con-
siderations similar to those presented in the discussion of the all-same

Gata lead to the predittion that the all-different lag curves will be

steeper than the unconditional lag curves. 'Uﬁfbrtunately there were
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relatively few observations in this condition and the data is fairly un-
stable. Nevertheless we shall apply the model to these data in large part

because the mathematical technigues involved are rather interesting. Define

Bé% = the probability thalt an item will reside in the
buffer for exactly j trials, given that the
intervening stimuli are all differsnt.

It can be guickly demonstrated thet an attempt to develop the B equa-
tions d%recﬁly‘does not succeeq3 p?imarily because the probability of
presenting an N-item changes from trial to trial. The soluticn is to view

the process an an inhomogenecus Markov chain with -xr + 1. states. The firsty

state will correspond to the event that. the item of interest is currently

not in the buffer. - The other - r sftates will denote the conditions in

which the item of iﬁterest is in the buffer and m (m =0 to r - 1) of
the reﬁaining places.iﬁ.the buffer are.filled with itenms that'have aireadj
been presented in the seguence of all-different items. For the sake of
gimplicity we shali devéiop'the process for the case where r =2 since

rthe all-different curves will be fit using the parsmeters estimated from

the unconditional lag curveg., It ig eazsy to see how to generalize the method
to larger velues of .

- To start with, define B ag the state in which the item of interest
ig not currently in the buffer. Define BA as the state where the item of
interest is in the buffer and the other slot of the buffer is occupied by
an item which has already been presented in the sequence of ali-different
items. Define BA as the state in which the item of interest is in the

buffer and the other sglot of the buffer ig not occupied by an item which
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‘has already been presented in the sequence of all-different iﬁtervening
items. Then the following matrix describes transitions from intervening

trial k to intervening trial k + 1:

Trial k + L
B BA BA
B 1 ' o ' 0
) a a _
Trial BA 5 1 - 5 o 0 (9)

e T L T )

The starting vector at %k = O  is as follows;

B . BA BA.
5-2

[3"2 (L-@) o 1-

s

(1.-@)} .

Let the probability of being in state B on intervening trial k be
pk(B). Then | |
» pj(B) - pj_l(ﬁ) s for § >0

J po(ﬁ) y for j =0

where - pO(E) = (1-a)(s -2)/s.

In order to determine pk(ﬁ) we used a computer to mpltiply the start-
ing vector by the transition matrix the appropriate number of times. This
was done using the parameter values from the it of the unéonditional lag
curves. The Bg* were then computed and the lag curves generated as before.
The predicted curves are shown in Fig. 4. Considering the lack of stabllity

in the data, the fit is not too bad. The X2 was 64.8 based on 15 degrees

of freedom,
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The model 1s not explicit regarding.the liﬁelihood of the previously
cerrech response.being.incorrectly émitted at the time.of test. Neverthe-
less, the interpretation of the LTS retrieval ﬁroéess which postulates a
témporal search of gtored iteme suggests that thg previously cerrect informa-
ﬁion may be accldentally found during retrieval, thus heighﬁening the proba-
bility that the prior responge wiil be giveno A glight anomalj.here is
that in the data this probablllty appears to be independent of lag Whlch
'mlght not be predlcted from the precedlng argument

Slmllarlyg the model doeg not make predictions concernlﬁg the proba—
bllity that a response in the current response set will be gilven as an error,
However, there will be overlap between the current responss set and the
items.stored in the buffer;_ it does not seem unreasonable that‘subjects.
whqlcannof fing the correct response in their gearch of the buffef and s
might tend to guess by favoring & response currently in the buffer. The
deta indicate: that this tendency is above the chance level, This suggests
that our assumption of a guessing level of 1/26 could be sllghtly 1naccurate°
In future work it may prove necessary to postulate a changing guessing level
which declines toward the reciprocal of the number of responses only as the
lag tends toward infinity,ll

We now consider the implicit assumption involved in fitting curves for
group daLa——namely that the subjects are homecgeneous. A direct approach

would be to fit the model to each subject's data separately. This was done

llOur use of the term ''guessing level" in this context is itself mig-
leading because it seems clear that the subject 1s using stored Information

concerning recent responses while "guessing.”
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under the restriction that three adjacent lags be Iumped infto a single
point (there were not enough observations to guaranteé stablé lag curvés
Ifrom individual subjects without lumping adjacent points). Thus the model
was fit independently to the data from each subject in the same mannef'that
the grbup date was fit (naturally, for éach set of pafameter valueé coﬁ— |
sidered, the predicted lag éurves were lumped in the éame manner as the
observed data). The fredictions-of the model yielding minimum s for
each subject are presented.in Table 1 along with the observed data; Alsd
given are the‘minimum- X2 values and the parametef estimates for each sub-
‘ject. It is somewhat difficult at this point to decide the question of
homogeneiﬁy of the subjects. in order to do so,'the lag curﬁes.for.éach..
subject were pfedicted using a single set of parameters; mamelyﬂfhése
valﬁesqestimated from the group data. When . this was doné the sum of the:
Xe values over subjects was 359.9 with 131 degrees of freedom. The sum of
.the' X2 .when éach subjegt was fit with a geparate 5est sét of ?arameters
ﬁas 285.4 with 99 degrees of freedom. The ratio of the two Xe'sS each
divided by its respective degrees of freedom, 1s 1.05. This suggedts
that the assumptidn of homogeneity of subjects 1s not unreascnable.
Bxperiment IT

-Expefimenﬁ II was ideﬁtical to Experiment I in all respecté except
the folloﬁing. In Experiment I the set of s - stimuli was the same through-
out an experimental session, with only the asscciated responses being |
~changed on each trial, while in Experiment IT all.lOO stimuli were avail-
able for use 1n each session. In fact, evefy stimulius was effectively an
N-item since the stimulus for esch study trial was selected randomly from

the set of all 100 stimuli_Under the restrictionfthat no gtimilus could be
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wsed 1f 1t had been tested or studied in the previous fifty trials. There
were still three experimenﬁalléonditions with s equal to 4, 6, or 8 de-
noting.the numbef of items that the subject'was reqpiréd to try to remember
at any point in time. Thus a session began with either 4, 6, or 8.stu&y
trials on different randomly selected stimuli each of which was paired with
a.randomly selected response (from the 26 lettersj; On each trial a stim~
ulus iﬁ ﬁhe.current to-be-remerbered set was presented for test. After

the éubject made his response hé was instructed‘fb forget the item,hé had
Jjust been tested on, since he would not be tested on it againa' Following
the test a new stimulus was selected (one that had not appeared for at
least fifty trials) and randdmly paired With a response for the Subject

to Study; This.procedure is qgquite different ffbm Bxperiment I.where the}
study stimuius'was always the one just tésted°

Denote an item presented for study on a trial as sn O;item (old item)

if the item just tested was at the moment of test in the buffer. Denote

en item presented for study as an N-item (new item) if the item just tested
was not in the buffer. This Serminclogy conforms precisely to that used %o
deacribe Exberimeﬁt i, If an O-item is presented there will be at least
one sfot in the buffer occuﬁied by & useless item (the cnme just tested).
TIf en N-item is presented, the buffer will be fiiled with information of
the same value as that before the test. If we assume that an N-item has
'frobability C  of entering the buffer, and that‘an O~item will always
eﬁtér ﬁhe buffer and knock out the item just made useless, then the thecry
uged to analyze Experiment T will apply here with no change whatsoever.

In this case we again expect that the lag curves for s = L, 6, and 8 would

be separated. In fact, given the same parameter values, exactly the same
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predicted curves would be expected in Experiment IT as in Experiment I,
We may hafe some doubt, however, that the assumptions regarding N-

items and O~items will still hold for Experiment ITI. In Experimeﬁt 1 the
_Stimulus Jjust tested was re-paired with a new response, virtually forcing
the subject to replace the cld response with a new one[if the item was.in
fhe buffer. To put this another_way, if an item is in the buffer when
tested, only a minor change need be made in the.buffer to enter the suc-
ceeding'study item: =& single response is replaced by another. In Experi-
ment II, however, a greater change needs to be made in order to enter an
O-item; both a stimulus and a response member have to be replaced. Thus

an alternative hypothesls which could be entertained holds that every enter-
ing item (whether an N—iteﬁ or an O-item) has the same probability @ of
entering the buffer, and will knock out any item currently in the buffer
ﬁith egqual likelihood. In this case there will be no predicfed differences
among the iag curves for the s = L4, 6, and 8 conditions.

Results

The observed lag curves for Experiment IT are displayed in'Figo 5n_

The number of observations at each point rangé from 1069 for lég O.in condi-
tion s =4 to 145 for lag 17 in condition s = 8. It should be emphasiéed
that eﬁcept for the procedural changes described above and the fact.that a
new sample of subjects Wés used in Experiment II, the experimental éoﬁditions
and operations were identical iIn the two experiments. The important.ééinf

of interest in this data is that lag curves for the three conditions appear
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to overlap each other,l2 For this reason we lump the three curveg to form
the single lag curve displayed in Fig. 6.

Theoretical Analysis

Because the lag curves for the three conditions are nof separated
we assume that every item has an independent probability, &, of entering
the buffer. If an item does -enter, it randemly knocks out any one of the

items already there. Under these assumpbtions we define

.53 = probability that an item will be knocked ocut of the
- buffer by exactly the jth succeeding item.
For this event to haﬁpen the foilowing must hold: (1) the item must enter
the buffer initially; (2) the item must not be knocked out for j - 1~
trials; (3) the item must be knocked out by the jth following item.
Therefore
(11)

] . .
Bj - o, 9"t g
’ r

(1 - 5%)(1 - ;) , for 3 >0

where a/? is the probability that an intervening item will knock out the
item of interest.

The curve in Fig. 6 was then Tit using the minimum XE technique.
The parsmeter estimates were r =2, & = ,52, 6 = ,17, and T = ,90;
the minimum N valﬁe was 14.62 based on 13 degrees of freedom. It can
be seen that the £it is excellent. Except for r, the parsmeters differ

somewhat from those found in Experiment I, This result is not ftoo ;

leTo determine whether the three curves in Fig. 5 differ reliably, the

proportions correct for each subject and condition calculated and

then ranked. - An'analysis @f variance for correlated means

did not yield significant effects (F

= 2,67, 4f = 2/16, p > .05).
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surprising considering the fact that the two experiments employ quite
different précedures even though on logical grounds they can be regarded
as_equivalent,
Discussion

The difference in the effects of stimulus set size found in Experi-
mehts I and IT suggesté that the subject engages in an active decision
process as each item is presented. This decision involves whether or not
to enter the item inte the memory buffer. The subject may aléo engage in
a related declision regarding whether or not to transfer information on a
given item to LTS, The experiments reported in this paper do not bear on
1hié”second ?oint, but this type of decision undoubtedly would be important
in studies of learning where each entering item may have been sgtudied before
as in the typical palred-associate paradign.

'. An extended discussion of the relation of this model to other theories
of memory may be found in Atkinson and Shiffrin (1965). The following
points, however, are worth brief mention here. The model contains both
all-or-none and incremental components: retrieval from the buffer is all-
orfﬁone and the bulldup and decline of information in LTS in incrementsl.
It is possgible, however, to view LTS in a more discrete faghion than was
done in this paper. For example, the transfer process might involve meking
partial copiéslof items in the buffer and then placing them in LTS. The
number of copies made, of course, could depend on the length of time the
item resided in the buffer, With one such copy the subject may be able to
make a correct recogniticn reéponse5 Whereas muitiple copiés Would_be needed
for a correct recall response. Retroactive ipterference effects aré alsgo

represented in the model. A sharp retroactive interference effect occurs
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in the buffer caused by the knockout procegs; a weaker effect occcurs in
LTS which is represeﬁted by the decay process. While proactive interfer-
encé effects are nof explicitly handled in ‘the preéént paper, the general
statement éf the modél.includes a representation of them (Phiilips, Shif-
frin, and Atkinson, 1966)° In the present study it is assumed that inter-
ference caused By preceding:items in the sequence averages out at each
‘lag. TFinally, we note that other writers, in particular Broadbent (1963),
Bower (1966), and Estes (1966}, have presented theoretical models which

mesh nicely with the conceptualization presented here.
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Appendix

Throughout this paper it has been assumed that information is trans-
ferred to'LTS at a constént rate, &, during the entire period that an item
resldes in the buffer.. Thus, i1f an ltem remains in the buffer for j trials,
'j6 1s the amount of information transferred to LIS.. Although‘this process
seems reasonable tq us, alternative schemes can be proposed,._In_particular,
it can be assumed that an amount of infofmation equal to__Q is transferred
to T8 at the time an item enters the memory buffer, and that this ends
the transfer process for that item independent of any further time that it
staysin the buffer., Thus any item that enters the memory buffer would have
the same amount of informabion transferred to LTS. Two versions of this
new model now come Lo mind: $he Information in LTS may start decaying at
once, or the information may not start decaying until the item is knocked
out of the memcry buffer. These two versiong are represented by the follow-

ing retrieval functicns:

" .
ot o1 (- g)expl o] (&)
B =-4 :
pgj) =1 - (L-g)expl-817 797 . (B)
In order to make predictions from these models pgg) and pi?) wers sub-

stituted for pij in Eq. 47 These two models were then fit te the uncon-
qitional lag curves from Experiment I using the same method as before; 1.e.,
a minimum Xg estimate of the four parameters was obtained. For Model A
the minimum X2 was 5L.47 and the parsmeter estimates were r =2, & = .30,
g = .90, and 7 = L.0. For Model B the Xg procedure also yilelded a best
fit when =

the X2 and the parameter estimates are the same for both medels.

il

1.0. 8Since the Models A and B are identicsl when T = 1.0
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Because the minimum Xe's for Models A and B were somewhat larger
then that for the version in the body of the paper, and because the earlier
vergion seemed more reasonable, we have'relegated these two models to an
appendix. It should be noted, however, that these models do not reguire
the assumption of a decey process. More precisely, the assumption of a
decay process does not imprdve the fit of Mbdels A and B (i,eo,.when T
eqﬁals one the mcdels predict no decay in LTS). These alternative models
are of interest also because they represenf various branches of The general
family of multi-process ﬁemory modéls formulated by Atkinson and Shiffrin
(1965), There remsin many other branchés, however, that are as yet unex-
plored. In this regard, it is interesting to speculate that a medel post-
ulating:a'larger amount of information transfer when an item first enters
the buffer, with smaller amounts_'thefeafter3 might fit The data as well as

the version in this paper without réqniring an LTS decay process.
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