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MATHEMATICAL MODELS FOR MEMORY AND LEARNING
by
K. C. Atiinson and R. M, Shiffrin
Stanford University

In reéent vears a number of models have been proposed to account for
retention phenoﬁena, with the emphasils primarily on short-term memory ex-
periments, There hasg also been an active development of models for verbal
learning, with the focus on experiments dealing with serial and palred-
associabe learning. Except for a few notable exceptions, mest of these
theoretical developments have been.applicable elther to memocry or learning
experiments, and no atbempt has been made to bridge the gap. It.is our
feeling that theoretical and'experiméntal work in these two areas is suffi-
clently well advanced to warrant the development of a general theory that
encompasses both sgets of phenomena. This, then, is the goal of the paper,
We must.admiﬁ, however, that the term ”genefal theory" may not be entirely
appropriate, for many features of the gystem are still vague and undefined.
Nevertheless, the work has progressed to a point where it is poséible to

use the genersl conceptual framework to specify several mathematical models

) his paper was prepared for the "Third Conference on Learning,
Remembering, and Forgetting” sponsored by the New York Academy of Science
ot Princefonj New Jersey, October 3 to 6, 1965. Support for the research
was provided by the National Aeronautics and Space Administration, Grant
No; NGR-OB-O2C—OB6= The authors also wish to acknowledge their indebtedness
to Gordon Bower who, in discussicng contributed substantially to meny of the

ideas presented in this paper.



that can be applied to data in guantitative detail.

The theory that we shall outline posiulates a distinction between
short-term and long-term memory systems; this distincbion is based on the
coding format used to represent information in the two systems, and on the
conditions determining the length of stay. In addition, two process variables
are introduced: a transfer process and a retrieval process, The transfer
process characterizes the exchange of informatibn_between the ftwo memory
systems; the retrieval process describes how the subject recovers informa-
tion from memory when it is needed. As one mighit conjecture from this brief
description, many of the ldeas that we will examine have been proposad by
other thecrists. In particular we have been much influenced by the work of
Bower (1964}, Broadbent (1963), Eétes {1965), Feigenbaum and Simon (1962},
and Peterson (1963)n Howevei‘3 we hope we have added to this earlier work
'by applying some of the idess in guantitative fo;m to a wider range of phe~
norena.,

In presenting the theory we shall begin with an acgount of the wvarious
mechanism involved, making only cccasional references to experimental appli-
cations. Oniy later will models be developed for specific experimental
paradigms and applied %o data. Thus the initial description will he rather
abstract, and the reader may find it helpful to keep in mind the first study
to be analyzed, This experiment deals with short-term memory , and involves
a long series of discrete trials. On each trial a new display of stimuli
‘ig: presented to the subject. A digplay consistes of a random sequence of
playing cards; ©The cards vary ouly in the color of a small patch on ohe
side. The cards are presented at a fixgd rate, and the subject names the
color of each card as it is presented. Once the card has.been named it 1s
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turned face down so that the color is ﬂo longer vigitle, and the next card

iz presented. After presentation of the last card in a display the experi-
menter points to one of the cards, and the subject must try fto recall its
color. Over the series of trials, the length of the display and the tsgt BOS1-
ticn are gystematically varied. One goal of & theory in this case is to
predict the probability of a correct response as a function of both list

length and test position. With this experiment iﬁ mind we now turn to an

account of the theory,

GENERAL FORMULA$ION:9£ THE BUFFER MODEL

In this section the basicamsaéi-%ill be outlined for application
later to specific experiﬁental problems. Figure 1 shows the overall con-
ception. An incoming stimulus-itém4first enters the senscry buffer where
1t will reside for only = briefzperiod of time. and then 1s transferred to
the memory buffer. The sensory buffer characterizeg the initial inputrof
the stimulus item into the nervous system, and the amcunt of information
transmitted from the sensory buffer to the memory buffer is assumed to be
a function of the expoéure time of the stimulus and related variables.
Much work has been done on the eneoding of short-duration stimuli (e.g..
see Estes and Taylor, 1964; Mackworth, 1963; Sperling, 1960), but all of
the experiments considered in this paper are concerned with stimulus ex-
posures of fairly long duration (one second or more}. Hence we will assume
that all items pass successfully through the sensory buffer and into the
memory buffer; that is, all itemé are assumed tc beé attended fo and entersd
correctly into the mcmbry buffer,. Throughout thisg paper, then, iﬁ will be
understood thet the term buffer refers to the memor& buffer and not the

sensory bulfer. Furthermore, we will not become involved here In a
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detailed analysig of what 1s meant by an "item." If the word "horse" is
Presented visually, we will simply assume that whatever is stored in the
memory tuffer (be it the visual image of the word, the auditory sound, or
some vector of information about horses) is sufficient to permit the subject
to report back the word "horse" if we immediately ask for i%., This question
will be returned to later. Referring back to Fig. 1, we see that a dotted
line runs from the buffer to the "1ong—térm store" and a solid line from

the buffer to the "lost or forgotten" state. This is to emphasize that
items are copied into LTS without affecting in any way their status in the
buffer. Thus items can be simultaneously in the buffer and in LTS. The
.solid line indicates that eventually fthe item will leave the buffer and be
lost. ?he lost state is used here in a very special way: as goon &g an
item leaves the buffer it is sald to be lost, regardless of whether it is

in LTS or not. The buffer, it should be noted, is a close correlate of what
others have called a "short-term store" (Bower, 1964: Broadbent, 1963;
Brown, 1964; Peterson, 1963) and "primary memory' (Waugh and Norman, 1965).
We prefer the term buffer because.of the wide range of applications for
which the term short-term siore has been used. This buffer will.be assigned
very specific properties in the following section. Later on, the features of

LTS will be considered, but with less specificity than those of the buffer.

A, THE MEMORY BUFFER

Certein baslc properties of the buffer are disgrammed in Fig. 2. They'

are as follows:

#
The term long-term store will be used throughout the pasper and hence

abbreviated as LIS,




ENTER
BUFFER

r .
(newest item}| §_

| B
Y \
=1 [\
N\
AN

LONG TERM STORE

THE FIRST SUBSCRIPT
on THE 8% REFERS
5 TO THE BUFFER SLOT,

THE SECOND,TO THE
NUMBER OF ITEMS
CURRENTLY IN THE
BUFFER,

1 Y | N
LOST OR_FORGOTTEN |

SUBSCRIPT ON K's REFERS TO . : _;"_I
THE BUFFER POSITION

1 7/]4 o jf/t__

Pig. 2. Flow chark fdr the memory buffer.



1) Constant size. The buffer can contain exactly r items and no

2}

more. We start by supposing that items refers to whatever is pre-
sented in the experiment In gquestion, whether it be a paired-associate,
a 6-digit number, or a single letter. Thus, for cach experimental task
the buffer size must be estimated. Hopefully in future work it will
be possible to specify the parameter r in advance of the experiment
by_considering physical characteristics of the stimulus items. For

the present, no contradicticn arises in these two approaches if we
remember that stimulus items for any given experiment are usually
selected tTo be guite heomogeneous, and can be roughly assumed to

carry equal information. "It would be expected that the more com-
plicated the presented item, the smaller v would be. Similarly,

the greater the number of alternatives that each presented item

is chosen from, the smaller r should be.

Pushudown buffer: temporal ordering. These twc propertiles are
equivalent, As it is shown in the diagram the spaces in the buffer
(henceforth referred to as "slots") are numbered in such a way that
when an item first enters the buffer it occcuples the rth slot.
When the next item is presented it enters the rth slet and pushes
the preceding item down to the r- lSt slot. The process continues
in this mamer until the buffer is filled; affter this occurs sach
new item pushes an old one out on a basis te be described shortly.
The one that is pushed out is lost. Items stored in slots above

the one that is lost move down one slot each and the incoming ltem
is placed in the rﬁh slot. Hence items in the buffer at any point

in time are temporally ordered: the oldest is in slot mumber 1 and

the newest in slect r.




3)

4)

Buffer stays filled. Once the first r ditems have arrived the

buffer is filled. - Each item arriving after that knocks cut exsctly
one item already in the buffer; thus the buffer is always filled
thereafter. It is assumed that this siate of affairs continues ohly
as long as the subject ig paying attention and trying to remember
all that he can. At the end of a trial fer example, attention
ceases and the buffer gradually empiies of that trial's items.
Whether the items in the buffer simply fade out on their own or are
knocked out by miscellanecus succeeding material is a moot point.

In any event the buffer is cleared of the old-itemg by the start

of the next trial. The important polin%, therefore, I1s the fccus

of attention. Though the buffer may be filled with other material
at the start of a trial, primecy effects are found because attention
is focused solely on the incoming ifems.

Each new item bumps ouf an old item. This occurs only when the

bufTer has been filled. The item to be bumped out is selected as

a function of the buffer position (which is directly related to the
length of time each item has spent in the buffer). Let

Kj = probability that an item dn slot J of a

full buffer is lost when a new item arrives.

Then of course Kyt Ky doeee F K= 1, since exactly one item is

lpast. Variocus schemes can be proposed for the generatlion of the

Kj's. The simplest scheme (which requires no additional parameters)

i to equalize the - k‘s;, l.e., let Kj = l/r for all j. A

useful one-parsmetber scheme will be described in some detall later
on, In general, we would expect the smaller the subscript j, the

larger kj; that is, the longer the item has been in the buffer
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the higher the probability of its being lost. The extent of this
effect would depend in each experiment upon such things asgs the ten-
dency toward serial rehearsing, whether or not the subject can antici-
pate the end of the lisgt, and so on. Once an iltem has been bumped
out of the buffer it cannot be recalled at a later time unless it
has previougly entered LTS,

5) Perfect repressntation of items in the buffer. Ivems are always en-

code@ correctly when initially placed in the buffer. This, of course,
-only holds true for experiments with slow enough inputs, such as those
consldered in this paper. This postulate would have to be modified
if items entered very quickly; the modification could be accomplished
by having an encoding process describing the transfer of information

from the sensory buffer to the memory buffer.

€) Perfect recovery of item from the buffer. Items still in the buffer
at the time of teét are recalled perfectly (suﬁ;ect te the "perfect.
representation"” assumption made above). This and the previous assump-
tion are supperted by certaln types of diglb-span experiments where
a subject will make nc mistakes on lists of digits whose lengths are
less than scme critical value.

. 7) Buffer 1s unchanged by the fransfer process. The contents of the

buffer are not disturbed or otherwise affected by the transfer of items
from the buffer to LTS. Thus an item transferred into LIS is still
represented in the buffer., The ftransfer process can be viewed as

one of copying an item in the buffer, and placing it in LIZ, leaving

Tthe contents of the buffer uncheanged.

This set of seven assumptions characterizesthe memory buffer. Next we shall

congider the transfer process which moves ltems out of the Wwffer into LTS,
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but before we do this let us examine a simple one-parameter séheme for
generating the Kj’s.

We want the probability Tthat the jth item in a full buffer is the
one lost when & new item enters. The following process lg used to defermine
waich item is dropped: the oldest item {in slot 1) is dropped with prob-
ability &. If that item is noi dropped, then the item in position 2 is
dropped with probability 8. If the processg reaches the rth slot and it
also is passed over, then the process recycles to the lSJG slot., This
" processg conbinues until an item is dropped. Hence

r+j-1 2r+j-1

=
]

a s

)3r+j-1 + .

5(1-8)97" + 8(1-8) + 5(1-8) + (1 -5

5(1 - a)j“l (1)
1. (L-8)F

If we expand the dencminator in the above equétion and divide top and
bobttom by & 1t iz easy to see that Kj approaches l/r for all J as
& approaches zero. Thus, this limiting case represents a‘bumpmout process
where all iftems in the buffer have the same likelihood ¢f being lost. When
® =1, on the other hand, «, = L and K, = Ky = eee =K, =03 i.e., the
oldest item is alwsys the one lost. Figure 3 illustrates what this process
1g like. What is graphed is a recency curve; .the probability that the
ith item from tﬁe end of the list is still in the buffer at the time of
test. The last item presented is the leftmost point and of course 1s always
1 since there are no additional items to bump 1t out. The line labeled
& = L represenis the case where the oldest item is lost each time. In

this case the last r items presented are all gtill in the buffer at the

time of test; no older item is present however. The line labeled & — 0
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shows the casge when the bump-out probabilities are all egual. This curve

is a simple geometric function, since the probtabllity that any item will
: _1.n

still be in the buffer when n items follow is (—1"—?}) . The shaded

region indicates the range in which the recency function must lie for

0 < B3< 1., Hence, depending upon the value of &, either S-shaped or

exponentlal curveg can be obtalned,

B. THE TRANSFER PROCESS TO LONG-TERM STORE

For now 1t will suffice to say thalt the tramsfer process involves
making copies ofhitems in the buffer and then placing them in LTS, Later
we will want to think of each item ag a mosaic of elements and to view a
copy as elther a complete or partial representation of the array. Thus
the transfer procegs can be thought.of ag all-or-ncne 1f the initisl copy
is complete, and incremental if each copy is incomplete and the item's
_accurate representation in LTS depends on an accumulation of partisl cdpies.

We shall let eij be the transfer parameter. In particular eij is

the probebility that an item in the ith plot of the buffer is copled
-into LTS between.one item presentation and the next 1f there sre J 1tems
in the buffer during this pericd. The parsmeter eij thus depends on the
number of items currently in the buffer and on the buffer slot. It also

Gepends on the buffer sgize, the rate at which items are input into the

buffer, and such things as the complexity end codabllity of the items.

C. THE LONG~TERM STORE

The question, "What is stored in long-term memory?" is basic to the
theory, and we shall be more flexible in considering it then we were in

laying down the postulates for the buffer. A number of different models



will; be develcped in the paper and several more proposed. The first view-
point, and the simplest, holds that:
1) Items are represented in an all-or-none fashion no more than once
S in LTS.
In this case the parameter eij represents the probability of placing a
copy of an item in LT8; once a copy has been placed in I78 no further
copies of that ifem are made. A wvariabtion of this verslon is:
2) Ttems are represented in LTS by as many coples as were made during
the time the item was in the buffer.
In this case eij is the same sg before except that the proéess does not
end when the firét copy ls made. (Looking ahead a bi%t, we note that a
simple retrieval schgme, such as perfect recall of all items In LTS will
not differentiate between 1L and 2, This is, of course, not the case for
more elaborate schemes.) Cases 1 and 2 will be called the "single-copy"
and"multiple-copy" schemes, respectively. If the all-or-nocne assumption is
now removed from the multiple-copy scheme we haves
3) Items are represented by partial cbpies, the number of partial
copies being a function of the time spent 1in the buffer. One
partial copy will allow recall with probability less than one,
If items are again viewed as information arrays, then each partial copy
can be viewed as a sample from the array characterizing that item, With a
partial copy the subject may be able to recognize an item previously pre-
gsented, even though he cannot recall it. Procegses of this ftype will be
considered in greater detall later in the paper. Case 3 leads to its

continuous counterpart (the strength postulate):
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L) Each item is represented by a strength measure in LTS, the sirength

being a function of the amount of time the item was in the buffer.

For both cases 3 and &, eij is best. considered as a rate parameter,

These various storage schemes naturally lead to the guestion of recall

or retrieval from LTS,

D. RETRIEVAL OF TTEMS FROM MEMORY

1)

2)

3)

Retrieval from the buffer. Any item in the buffer is recalled
perfectly {given that it was entered correctly in the buffer).

Retrieval from the lost state., No item can be recalled from this

‘sbtate. It must be noted, however, that an item can be in this

state and also in LTS, Thus an item that has been lost from the
buffer can be recalled only i1f 1t has been previousgsly entered in
ITs. If an item 1s in neither LTS nor the bhuffer, then the prob-
abllity of making a correct response ls at a guessging level,

Retrieval from LTS, Each storage process mentioned in the previous

sectlon would, of course, have its own retrieval scheme. Later we
will propose retrisval poétulates for each storage process., but for
now the topic will be considered more generally,

In crder %o place the problem in perspective, coﬁsidér the frae
verbal recall data of Murdock (1962) which is shown in Fig. L.
The experimental situation consists of reading a list of words to
a subject and immediately alfterward having him write down every word
he ¢ can remember. The graph shows the probabllity of recalling

the word presented in position 1 for lists of various lengths

.gnd input rates. The two numbers appended %o each curve demnote the

list length and the presentation Time in seconds for each word.
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In particular consider the data for lists of 30 and 40 items. The
first items in the list (the oldest items) are plobted to the left
and exhiblt a primacy effect; 1.e., the probability of recall is
higher for these than for the middle items. The last items are
piotted to %he right and exhibit the recency effect; 1.e., the
probability of recall is higher for these alsc. Most important for
present purposes 1s the response level for iltems in the middle of
each list; mnote particularly the drop in the probability of recall
for these items from the 30 to the %O list. Specifically, why

are the middle items in the 30 list fecalled more coften than ﬁhe
middle items in the 40 1ist? The effect itsélf seems reliablé
since 1t wlll be given corréborating suppor® in.similaf experiments
to bhe reported later. Iurthermore, the effect appears intuitiﬁely
to be what one would expect., For exampie,_imégiﬁe presenting:iists
of lengths 10, 20, 1000, ete. It is obvious that the probabiiity
of recalling iﬁems in the middle of a list is goinglto tend to the
guessing level as list length increases iIndefinitely, but what is
there in the theory to predict this occurrence?

Two different answers to this question suggést themselves“. The
higtorical answer is that of interference., Iach item placed in LTS
interferes somewhat with each succeeding item placed there (pfoactive
interference), and each item placed in LTS interferes somewhat with
each item4alreédy there (retroactive interference), The other
answer that suggests 1ltself is thal retrieval from LTS ig less
effective as the number of items in LTS increases. In particular

we can view the retrieval process zs a sgearch of LTS that occurs
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at the moment of test (we will assume that the search does not
take place if the item is In the buffer at the time of tesgt--in
that case the item is reported ocut quickly and perfectly). The
notion of a search process 1s nct new, For some time workers in
the area of perception and psychophysics have been employing such
schemes (e.g., Estes end Taylor, 1964; and Sperling, 1660). Stern-
berg has pregented z search theory based on memory reaction.time
studies {1963), and Yntema and Trask {1963) have proposed a search
scheme: for recall studies. In many experimental tasks it is intui-
tively clear that the subject engages in an active search process
and often cen verbalize his method (Brown and McNeill, 1966).
Without yet fixing on a specific scheme, two peagibilities can
be -considered under the heading of search processesﬁ. First, there
can be a destructive process in which each search inte LTS disrupts
the contents of the gtore, and second, there can be a stopping
rule so that the search may stop before an item actually in LTS is
found. Using either of these processeg or sgome combination, the
drop in recall probability asg 1ist length increases can be explained,
While not denying that an interference theory may be a viable
way of explaining certain data, we have decided for several reasons
to restrict ourselves to search theories in this paper, First, it
iz obvious thai some manner of search process must be present in
mest memory experiments., Second, an interference process seems to
regulre a more exact specification of Just what is stored than a
_search theory. Third, a search theory gives a nabtural interpretation

of reaction time data.

17



Two representative retrieval gchemes may now be mroposed:

a, The subject makegs R searches in LIS and then stops. If
there are n I1tems in LTS, then 1t is assumed that on each
gegrch the subject has probability l/n of reftrieving the
item. Thus, the probability of correctly recalling an

item stored cnly in LTS is

L-(1-=) .
For greater gemeralify it could be assumed that the number
of searches made has a distribution with mean R.

b. On each search the subject samples randomly and with re-
placement from among the items in LIB., He continues to
search until the ltem i1s found. Each search, however, may
disrupt the locked-for item with probability R', and hence
whnen it 1s finally found the subject may be unable Lo
reproduce 1it.

It should be noted that these retrieval schemes are strictly appli-
cable only to a storage process where each item is stored once and
only once in an all-or-none fashion. The schemes would have to be
modified to be applied to a multiple-copy or a strength process.
The central conslderation in this regard ig the probability of a
hit, dencted hi9 which is the probability that the desired item
1. will be found in a single search, In the single-copy scheme

-1’1:.L = n_l if there are n items 1n the store. In the multiple-
copy scheme h, = ni/an where n, is the.number of copies of
item j. In the strength scheme if the 1" item has strenghn

ki than hi = Ki/ij, Thege mors complicated gchemes will be

treated in detail as they occur,
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APPLICATION OF MODEL TO SHORT-TERM MEMORY EXPERIMENT

Enough general features of the buffer model have been presented to
make 1t possible to apply certain special cases to data. Consequently, we
will now analyze a stuidy reported by Phillips and Atkinson (1965),

The experiment involved a long series of digcrete trials. On each
trial a display of items was presented. A displsy consisted of a series
of cards each containing & small colored paftch on one side. Four colors
were used: black, white, blue, and green, The cards were presented to the
subject at a rate of one card every two seconds. The subject named the color
of each card ag 1t was presented. Once the color of the card had been
named by the subject it was placed face down on a display board sc that the
color was no longer visible, and the next card was presented. After pre-
sentation of the last card in a display the cards were in a stralght row on
the display board: the card presented first was To the subject's left and
the most recently presented card to her right. The trial terminated when
the experimenter pointed to one of the cards on the display bosrd, and the
subject attempted to recall the color of that card. The subject was in-
structed to guess the cclor if uncertaiﬁ and te gualify her response with =
confidence rating, The confidence ratings were the numerals 1, 2, 3, and 4.
The gubjects were told to say 1 1f they were pogitive; 2 1f they were
choosing from two alternatives, one of which they were sure was correct;
3 if they were choosing from three alternatives, one of which they were
sure was correct; and 4 if they had no idea at all as to the correct response.

.Following the subject's confidence rating, the experimenter informed
the subject of the correct answer., The display size (list lengbth) will be

denoted as d. The values of & used in the experiment were 3, 4k, 5, 6,
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7, 8, 11, and 4, Each display, regardless of size, ended at the same place
on the display board, sc that the subject knew at the start of each display
“how long that particular display would be. Twénty gubjects, all femaies,
were run for a total of five sessions, approxihately 70 trials per session.
Figure 5 presents the proportion of cerrect responses as a function
of the test position in tﬁe display. There is a separate curve for each of
the display sizes used in the study. Points on the curves for d =8, 11,
and 14 are based on 120 observationg, whereas all other points are based
on 100 obgervallons. Serial position 1 designates a test on the most
recently pregented item. These data indicate that for a fixed display
gize, the probability of s correct response decreases to some minimum value and
then increases. Thus there ig a very powerful rescency effect as well as
a strong primacy effect over a wide range of display sizes; Note alsc that
the recency part of each curve ig S-shaped and could not be well described
by an exponential function. ZReference to Filg. 5 also indicates that the

-overall proportlon correct is a decreasing function of display size,

MODEL, T (PERFECT RETRIEVAL OF ITEMS IN LTS)

We shall begin our analysis of these déta using an extremely simple
form of the buffer model. The buffer will be specified in terms of postulates
A-1 through A-7, aleng with the time-dependent bump-out process of Eq. 1.
‘The LTS assumpbions are those indicated in C-1; di.e., each item in the
list is stdred possibly once and nc more than once in LTS, The Sransfer
- function also will be simplified by assuming that transfer of any item in
the buffer to LIS dependg only on the number of items currently in the buffer,

Thus the first sﬁbscript on the eij function defined earlier will be
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dropped, and Qj -wlll denote the probablility that any item in the buffer
will be copled into LTS between presentations of successive ltems, given
that fhere are J items in the buffer during that period. Further, we

will assume that

whnere & 1is an arbitrary parasmeter between O and 1. This assumption is
Juastified by the following considerations: if in each small unit of time
the subject attends to just one of the itemg in the buffer, and if over
many of these small units of time the subject’'s attention switches randomiy
among the J dtems currently in the buffer, then the amount of time spent
attending to any given item will be Iinearly proportlcnal to J. We use
this aﬁgument to Justify setting ‘Gj = e/j, but we recognize the arbitrariness
cf the assumption and later wiil examine other schemes.

The last feature to be specified is the retrieval scheme, In Model I
ﬁe will assume simply that any item in the LTS is retrieved correctly with
probability 1. Hence the probabllity of a correct resgponse for an item
stored in either the buffer or LIS is 1. The probability of a correct re-
sponse for an item in nelther the buffer nor LTS is the guessing probability,
wﬁich will be gset equal to l/h since there were four fesponse alternatives
in the experiment.

Mathematical Development of Model T

We begin by defining the following gquantities:

()

probability that item 1 in a display of size 4 is
neither in the buffer nor in LTS at the time of test.

(a)

i

[}
1l

rrobability that item 1 1n a display of size d 1is in
the buffer at the time of test..
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P

zgd)

= preobability that item 1 1n a display of size d . i1s
" in LTS and not in the buffer at the time of test.

fid) . zgd) + sgd) - 1.

Of course, It should be emphasized that in our
analysis of this experiment, position 1 denotes items counted from the
end of the list; i.e., the last item presented is number 1, the =econd to
last number 2, efc.

In order to facilitate the derivation of expressions for fhis model,
we define the guantity, mij' Given that fhere are J 1ltems yet to be
presented, @ij is the probability that an iltem cgrrently in glot 1,
which has not yet entered LIS, will be neither in LIS nor in the bulfer
at the time of test. We note that for the firsgt position of the regisﬁer

(i = 1) these expressicns are first-order difference equations of the form
o; « o=k, + (1-2)(1- k)0 .
I P 1 r 1"71,5~1

For 1 > 2 the expressions are somewhat more formidable:

g

P g = Ky ¥ (1- ;)[Kl@l’j_l + (K3 Ky oot Kr)@e,j-l]
=k, + {1-2)k tk c o+ (K K Heeet K .
P3,5 7 %3 (1 ‘r)[ 17 2)¢233-1 (K, + Ky r)@333—11
’ G
Dy g =Kyt (1- ;)[Kl Ky heeat Ki—l)mi_l,j—l + (Ki+l + Ky Feent Kr)@i
: o |
r1,j " Kooq * (1- ;)[(Kl + Ky Heeot Kr»2)®r-2,jnl + KTQr-lgj-l] (2)

]

°

K.+ {1- %)(1_ Kr)@

Py r,j-1

2d

The initial condition for each of these equations 1s o = 0.

i,0
The equations above can be derived by the following argument. We want

to specify @ij in terms of the ¢'s for Jj-1 succeeding items. Thus

23
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@ij equals Ki [the probability that the item in slot 1 is lost when

the next item is presented! plus 1- % [the probebility that the item does

not enter LTS] times the quantity

{(x ).

+ K, ot oeee ok Kiul)@ﬂ + K +oeeo Kr)$

175 i-1,5-1 " (K * Kppp i,j-1

But the quantity in brackets is simply K+ Ky homee K o [the proba-

bility that an item in a2 slot aumbered less than 1 1is lost which means

that the item in slot i will move down to slot i -1] times ‘wi 1,31
-1,

{since the item has moved to slot i-1 with J -1 items to be presented]

Plus Ky o o+ Kyo ke K [ the probability that an item in & slot num-

bered greater than i is lost] times [since the item is gtill in

_ 9 ,3-1
glot i with Jj-1 items to be presented].

(d)

The quantity fi may now be defined in terms of the ¢ij‘s. It is

clear that any item numbered less than d -r+ 1 will enter the buffer with
all the slots filled, Thus, for i <d-r+1, fgd) equals L-2 [the
probability of not entering LTS at cnce) times @rsi_l [eince after the
ith item there are i-1 still to comel. For i > d-r+1 we must con-

sider the probability that the item stays in the buffer until it is full

without entering ILTS. Bpecifically, this probability is

0 6 o i :
(1- (- 23) .- (1- ) j:dﬁi+3(_lm ij) S

at which time the item will be in slot d-1i+1 of the buffer. Furthermore,
there will now be d-r ditems to come, Hence, for 1 >d-r-+1, fgd) will
simply be the above product multiplisd by P it ] . oy Summarizing these

: : , = pOmX

results we have:

oh



TT 0 .
a) _ ._dJ,LH(_l“ 3) Pa-i+],d-r » for 1 >d-r+l
i J=tmt (3)
(1-%¢ . for i<d-r+l .
r/Tre,i-1 ? -

Now let Cid) denote the event of a correct response o item 1 in a list
of length d. Then

Pr[C(d)] =1 - f(d) + f(d)[%] R (4}

i i i
where 1/4 1is the guessing probability and l-dfgd) is the probability
that the item is either in the buffer, LTS, or both at the time of test.

‘The obvious next step would be to solve the variocus difference equations
and thereby obtain an explicit expression for Pr[ng)] as a function of
the parameters é,- r, and 8, This is a straightforward but extremely
tedious derivatioh. Rather than do this we have decided to use a computer
to ilteratively éalculate values of wij for each set of parameters &, r,
and & we wigh to consider.

For purposes of estimating parameters and evaluatiﬁg the goodriess-of-

it of data to theory, we now define the following chi-square functicon:

- d-17 - : \ 5
2 ‘ L L . (a (a
e - :_Zi NPr{c(d)} ' N - NPr[C(d)]f B )} "% | ?)
= i i

d .
where O§ ) is the cbserved number of correct responses for the ith item

in a display of size d, and N is the total number of cbservations at each
pogition of the display., (Recall that N was 120 for D = 8, 11, 14, ana
100 for d = 3, 4, 5, 6, 7.) The sum excludes the first item (item 4) be-
cause 1 - Pr[Cid)] ls predicted to be zero for all list lengths; this

prediction is supported by the data,
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Goodness-ci-Fit Results for Model I

It seemed reasgonable to estimate the parameter r on the bagis of data
from the short lists. The model predicts that no errors will be made until
the display size d exceeds the buffer size. Extremely few errors were made
for dis of 5 and less, and we will assume that these are attributable to
factors extraneous to the main concern of the experiment. On this basis
r would be 5; this estimate of r will be used in further discussions
of thig experiment.

The estimates of the parsmeters & and 6 were obtained by using a
minimum Xg procedure. Of course, the minimization cannot be done analyti-

‘cally for we have not derived an explicit expression for Pr[Cid)}, and
therefore we will resort to a numericsl routine using a computer. The

routine involves selecting tentative values of & and €, computing the

(d)]1

associated Pr[Ci s and the Xg(d)B repeating the procedure with another
get of valueg for € and B, and continuing thus until the space of possible
values on 8 and & [0 < g <1, 0<8< 1] has been systematically ex~
plored. Next the computer determined which pair of values of € and &
yielded the smallest XE, and theée are used ag the estimates. When enough
peints in the parémeter space are scanned, the method yields a close approxi-
metion to the analytic solutionu%

| The results of the minimization procedure are presented in Fig. 6,
which displays the fits, and glves the parameter estimates and Xg values,

As noted earlier, the prediction for list lengths less than 6 is perfect

recall at all positicns. A measure of the oversll £it of This meodel can

*
For a discussion of this procedure see Atkinson, Bower, and Crothers.
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be achieved by summing the Xg‘s for;each list Jength. The regult is a X2
of 31.8 which is Hc be evaluabed with 38 degrees of freedom. (There are
L& points to be fit and two parameters are estimatéd for each list length,)

© As we can see from an inspection of Fig. 6, the model provides a good
account of the dabta. Also, note:that the estimates of & are reaéonably
constant as list length varies, Indeed on theoretical grounds there is no
feason to believe that & should wvary with list length, Note also that
a & of about .40 gives a slight S-shape to the recency portion of the
curve; as indicated in Fig. 35 the higher 6 the greater the é-shape effect,.
Ag indicated earlier, the S-shape effect.depends directly upon the tendency
for-the oldest items in the buffer to be lost first. One might conjecture
fhat this tendency would depend on factors such as the serial nature of the
task, the mekeup of the stimulus material, the instruetionéB and the subject's
knowledge of when the display list will end. In the present experiment, the
subject knew when fhe ligt would end, and was faced with a memory btask of
& highly serial nature. IFor these reasons we would expect sn S-shaped
recency effect, I should be possible to change the S~ghape 10 an exponen-
tial by appropriate manipulation of these-experimental factors QAtkinsogg
Hansen, and Bernbach, 1964).

. A notable aspect of the fit is the rapid drop in the € parsmeter as
list length increases. Furthermore, itlis intuitively clear that as list
length increases, the‘probability of recall will necessarily tend to a
guessing level for all but the most recent items, Thus, to accouant for the
eff@ct with this model, it would be necessary to assume that the & parsm-
eter goes to zero as list lengths increase. However, because Model I is

minimized over two parameters, the drop in 5_ is undoubiedly confounded
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Fig. 6. Goodness~of=fit results for Model I (Z’Xa(d) = 31,8
on 36 degrees of freedom).
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with the varisbions in %w For thisg reason the XEV minimization was
carried out using a single value of & for all list lengths simultaneously,
and selecting an estimate of O for szach list length separately. The fit
was about the same as the one displayed in Fig. 6 so it will not be graphed.
The minimum XE summed over all list lengths was 39.1 based on 40 degrees

of freedom. The estimate of & was .38 and the variocus estimates of 6

were as follows:

List

Length 6
6 72
7 .61
8 .59
11 «35
1k 2k

MODEL IT {IMPERFECT RETRIEVAL OF ITEMS IN LTS)

From the azbove regults it 1s clear that 8 1is dropping with list
length. While atbtempts to explain this drop could bg made in Germs of
changing motivation or effort as the llsts get loanger, we dislike such
explanations for several reasons. First of all, experiments in which the
subject does not know when the displey list will end shOW'fhe seme effects
(this will be seen in a free recall experiment to be presented later).
Also, subjects report that they try as hard, if not harder; on the longer
lengths, Finally, the magnitude and orderliness of the effect belie efforts
to explain 1t in such an offhand faghion.

The approach we shall take is that retrieval from the LTS is not per-
Tect. In particular, if the subJect does not find the item in the buffer,

we assume he engages in a search procegs of LTS. The probablility that this
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search is successful decreases as the mumber of items in LTS increases.
The next model, Model II, is therefore identical with Model I except that
a retrieval function (fhat described in Postulate D-3-a) is appended to
determine the probability thét an item is recovered from LIS. With the
addition of a retrieval function it 1s now possgible to estimate a single
5 and a single 06 for all list lengths.

The assumptions are as follows: if st the time of test the sought-
after item is not found in the wuffer, then a search of LTS 1s made. The
search consists of meking exactly R picks with replacement from among
the items in LTS, and then stopping. 1If the item is found, it is reported
cut with probability 1; 1if not, the subject guesses.

Mathematical Development of Model IT

For Model IT it 1s necessary to determine sgd) and zéd) ags well
(d) : :
as fi . To do this, define

Bij = probability that an iftem currently in slot 1 of a

full buffer is still in the buffer J ifems later,
The difference equations defining Bij are straightforward, being functions

solely of the «.:

d
5153 = (1 —Kl)J
52,3 = Klﬁl,j—l + (K3 TRy et Kr)BE,j—l
B;,j = (g gy e K 0By g gy (K R et DBy
: (6)
Ppoy,g = gt Ky +""+_Kr-2)ﬁr—2,j-l tKPry, a1
ar,j = (Kl Ky et Kr-l)ar-l,j—l .
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The initlal conditions are B, = 1, Incidentally, Fig, 3 1s a graph of

1,0
'BS i for the 8 scheme deflined earlier,
’ I
d . .
The s; ) can now be defined in terms of the Bij; namely
B. . : if 1i>d-r+1
d-i+1,d-r $ ol
s\ ‘ o @
5r5i-l , if 1 <d-r+ 1.
We have already obtalned an expression for fgd)s therefcre ﬂgd) can
be recovered as follows:
Ja e ()
i 7 i i ’
Now define
(a) o th ., .
hi = probabllity of finding the 1 iftem in a single search

~of LTS, given that the ith item is in LTS8, and not in
the butfer.

rop = probability of retrieving the ith item as the result
. . th
of a search process in LTS, given that the 1t item

is in LTE, and not in the bulfer.
BPut the number of items in LTS and not in the buffer is the sum of the

@)
1

. Further, since we select randomly from this set it follows that

-1
I (®)
& d

i
where j ranges from 1 to d,% (An alternative conception is that the
search takes place among all the iltems in LIS, whether or not théy are in
the buffer. If this were the case then we would have a smaller hgd).

We have decided to present the above scheme, however, since the iwo schemes

give 1little different results in practice. This occurs because the smaller
*Hquation 8 is actually an approximation, but it greatly simblifies

calculations and the error introduced is negligible,
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d
hi ) of the second scheme can be compensated for by a higher estimate of R.)
We now define pgd) in terms of hgd); name 1y
IR
(d (a
pi) =1 - l"hi) 3 (9)
since, to miss an item entirely, it must be missed in R consecutive picks,
Hence
(a) (@) , (&) (a) , 1.(a) , ,(a) (a)
Pr[Ci]ﬁsi + b e A e A [l-pi] . (10)
We next define ’
2
A x2(6) + XE(T) + x-2(8) + Xg(ll) + Xg(lh) (11)

where Xg(d) was given in Eg. 5. To apply Model II %o our data, we miz-
imized the above X2 function over the parameters 0, 8, and R, Ag before,

r wag set egual to 5. The parameter estimales were as follows:

5= .39
6:.72
R = 3.15 .

The prédicted curves are given in Fig., 7. The £it of Model II is remarkably
good; simultaneously fitting five list lengths, the minimum XE is only
46.2 based on 43 degrees of freedom (i.e., there are L6 points to be fit,
but three parameters were estimated in minimizing XE). The fit is very
nearly as good as that of Model I where each list length was it separately
uging 10 parameter estimates. As pointed out earlier, however, fthere ére
many possible retrieval schemes which could be éuggesﬁed. Ts it éossible

on the bagis of a X2 criterion to distinguish among these? By way of
answering this question, we shéll consider a second, very different re-

trieval procedure, te be called Model ITI.
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MODEL III (IMPERFECT RETIRIEVAL OF ITEMS IN ILIS)

Thig medel ig idenftical t§ Modél 1T excepﬁ fofrthé retrieval process.

The proposal ig that mentioned in Postulate D-3-b. Searches in the LTS are
made randomly with replacement. Each unsuccegsful search disrupts the
locked-for item with probability R'. If the item is ever disrupted during
the search process, then when the item is finelly retrieved the stored in-
formation wlll be such that the subject will not be able to recall at better
than the chance level, Figure 8 shows the branching tree for this process,
A0

where is the probablility of finding the item on each search. TFor

this process

2
id) - héd) + 01 - hid)] (1 - R‘)hid) + {}l . hgd)}(l - R‘{} h§d) teus
N Z[l RO IR Y. (12)
35=0
Ll

1 -[1 - hid)](l - R")

The same method for estimating parametérs uged for Model IT was also
. . 2 '
used here. The obtained minimum X wag 55.0 (43 degreeg of freedom)g

and the parameter estimates were as follows:

5= .38
8 = .80
R o= o8,

The predicted curveg are shown in Fig, 9, The fit is not quite s good

as for Model I1I, but the differenfe is not great enough tq meaningfully
distinguish between the two medels., Notwithstanding this fact, we shall

go on and develop a somehat more sophisticated retrieval medel for use later

in-the paper.,
: 30,
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STRENGTH MODELS FOR LTS

Models I, IL, and III are all marked by the same assumption concerning
what 1s stored in LTS. In all these moaels, an ltem can be stored only
once in an all-or-none fashion. We now will develop some of the technigues
necessary to deal with more complicated models. There are several reasons
that motivate the development: first, the single-copy model gives no
reasonable method to deal with confidence ratings; second, there 1s no
particularly good way of dealing with the confusion errors found in certain
types of experiments (see Conrad, 1964); and third, the single-copy model
does not lend itself well to postulates concerning what happens when ltems
are repeatedly presented as in a paired-assoclate learning task.

Consider for z moment the problem of confidence ratings. In the
Phillips and Atkingon experiment described earlier, subjects were asked
to give the confidence rating 1, 2, 3, or 4 depending on their estimate
of the number of alternativesrfrom_which they were choosing. Lf they could
actually follow these directions, theilr prcobabilities of being correct for
each confidence rating would be 1.0, 0.50, 0.33, and 0.25, respectively.
The results are shown in Fig. 10. What is graphed 1s the probabilitybof
a correct response, given that confidence rating 1 was made against‘the
inverse of the confidence rsting. Since the inverse of the confidence rating
ig the wvalue the subJects should approximate if they were able to obey the
ingtructions accurately, the points should all fall on é stralght line with
slope 1.

The fact that the cbserved response pfobabilities are quite cloge to
the values predicted on the basis of confidence ratings, indicates that =

useful alternative to the "signal detectabilifty theory" view of confidence
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ratings can be found-(De Finettli, 1965; Egan, 1958). In any case it is
not unreasonable to assume that the subject does actually choose from
among either 1, 2, 3, or 4 alternatives at different times, and that one
of the picked-from alternatives 1s the correct response. We will not try
in this paper to present a model capable of explaining these results.
Nevertheless it 1s clear that a model of greater sophistication than the
all-or-none, single-copy mcdel is needed. FYor these and related reasons
we would like to analyze some of the implications of buffer models postu-
lating a memory strength in LTS.

Two aspects of the earlier models, the transfer assumptions and the
long-term storage ssumptions, will now be re-examined. The baslc premise
to be considered is that whatever is stored in LTS (the number of copies,
a strength ﬁeasure, ete.) is a function of the time spent by an item in
the buffer. At thig stage, therefore, some statistics relevant to an
item's duratlon 1n the buffer are developed.

Def'ine

gij = probabllity that an item currently in slot 1 of a full
buffer is knocked out cf the buffer when the jth succeeding

item dis presented.

Then
- - J-1
1,5 " (1 - w)" 7Ky
. = K N + K. + K F+eoat KN .
C2,5 = 51,51 ( 3k I")C‘v2;.,j-l
. " e A Cew K
Gy g= (g by et i )8 gy * Ky * g Foet 16 5
: o | | - (13)
O T A R Y S T T Abro1, -1 |
= + K teeet K .
€y = Kyt 5 SR SRR,
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The initizl conditions are Qj L7 Ki' An important function may now be
L, ]

defined in terms of the @ij's. Namely,

wig) = probability that the ith item in & list of length 4
gtays in the buffer exactly j units of time (where a

time unit is the presentation period per item).

Then
9 , 1f 1 < ]
j=i-1
g 1 -ziiw§§) = séd) , if 1 =]
SN )T |
1] <g , if 1> j and i<d-r+l (1)

gd—i+l jeitderil , If 1 >Jj,i>»d-r+1 and j>i-d+r-1
5

o , i i>j,1i>d-r+1 and j<i-d+r-1.

The conventlon is used here that if i1tem i 1is still in the buffer at the
time of test, the number of time units it 1s sald to have been present in
the buffer is 1.

Our assumptions for the present model go back to the suggestions made
in Postulates C and D. Congideratlion of each item as made up of a large
number of bits of information (used here in a locse sense--not necegsarily
binary bits) lends credence to the postulate that an item's strength in
LTS8 can bulld up in a gradual continuous fashion as a function of time
spent in the buffer, In particular, the assumption is made here that what

*
is stored in LIS is represented by a strength measure., For example, the

*
This assumption is actually quite gimilar to the multiple-copy
assumptions, and it would be exbremely difficult to differentiate the two

on the basis of data. More will be said about this later.
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strength could represent the number of bits of information stored. This
strength measure will be defined for a list of length d as follows:
{a)

A

iy = strength of the ith item in LIS, given that it was

in the buffer exactly J units of time.

L

In order to define a transfer function to LIS, we use the notation
introduced earlier. However, the eij“s arc no longer a probability that
an item will be transferred. Instead they represent a weighting factor on
the time spent in the buffer. For example, an item is weighted more Tor
each time unit it spends in the buffer alone, than when 1t shares the
buffer with several other items. One way of locking at this is to thiﬁk
of the amount of "attention" received by an item in one unit of time; if
all items in the buffer are attended to for an equal share of the available
time, then an item alone in the buffer for one second would be attended
to for the full second, whereas an item sharing the buffer with four others
Would‘be attended for only 1/5 second,. In this cass, then, the item
alone would be welghted five times as heavily as the item which shares the
buffer with four others.

Ag Dbefeore we will make the simplifying assumption that the Gij’s do
notdepend on 1, the buffer position;  hence the first subscript is super=
fluous and will be dropped leaving Gj as the weighting function. Thus
ej represents how much each ltem is to be weightedg if there are currently
J items in the buffer. We c¢an now compute the strengih that_an item |
accumulates during its stay in the buffer. To do this simply consider the
number of time units an item is in the buffer; multiply each unit by the

appropriate ej ‘end also by the length of the time unit. To state this

(d)

mathematiecally, let “ij denote the weighted time that item i accumulates
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in the buffer, if it remaing in the buffer J time units. Then

Grjt ooy for 1 <d-~xr+1l
N r-1l 7
H(d) _ (15)
1i er(jmi+'d“r+1') + 2@1{; s for 1> d-ra+1 ,
i=d-i+1

where t denotes the length of a time unit (i.e., *he presentation time
per item),
The central assumption, now, 1s that the s trengih bullt up in LTS

is a linear function of the weighted time accumulated. Namely

?\ii) W%)
where ¥ 1s a dummy parameter. The introduction of ¥ permits us to
cqnvert ej te a rate measure; specifically the variabls of interest is
the rate at which strength accumulates, defined here as 79J.. Obvicusly
ej could have been defined directly as a rate parametfer; hcowever, we
preferred to have Q,j bounded betwesn 0 and 1 in ordsr to keep its usage

in line with earlier developments. What this means, of course, is that in

any application of the strength model the guantity 81 can be erbitrarily

set equal tc 1. To make this point entirely clear, note that_hég) can
be rewritten as follows:
(79r)jt » for 1 <d-r+l
G

SN

r-1
(79r)(3—i+d~r+l)+ Z(y@i)t,for >d-r+l .

i=d-r+1
The strength schema outlined sbove is somewhat analogous to what has been

labeled in the literature a "consclidation process.” One view of the
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consolidaticn hypothesls holds that a short-term decaying trace lays down
a permanent structural change in the nervous system; in turn, our model
postulates that a strength measure 1g laid down in permanent memcry during
the period that an item remains in the buffer. Whether or not there is
anything significant to this similarity, the analogy will nct be pursued
further in this paper.

Anriﬁportant prbperty of this model 1s now presented: fegardless of
any conditionalities, the total strength in LTS of all itémé in a display
of gize & 1s a constant. This total étrength will be denoted as s{d),

and is as follows:
r "t '
g{d) = |r(d- r}@r +-Z1(iei)J ty . (16)
i=

Thus for the retrieval schemes discussed earlier, the probabllity of finding
item 1 in a single search, given that the item had been in the buffer for

J. bime units is as follows:

(@)
() _ 2ig
ij =~ s(a)

which simply says that the probabilility of picking the itb item is its
relatlve strength.
In terms of ocur earlier anelyses, it seems reasonable to assume that

whatever the retrieval procedure, the probabilify of recall will be a
(a)
13

(a)

.pij = probability of fetrieving item 1 from LTS, given that

function of h,.’, Thus, if

it was iIn the buffer exactly J time units,

then pii) will be some as~-yeb-unspecified function of. h§§)“.-Taking the
next gtep yields an expression for Pr[ng)]; namely.
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i-1

+ 2 Ei (d) 3 (17)

Pr[ng)ﬂ = sgd) + [1 - sgd)]
1 _ 1 3

Fl=
=

where non-retrievals are interpreted as generating correct reéponses at
guessing probability of 1/k.

The stage has now been reached where it is necessary to specify a
retrieval process in order to complete the model and apply it to data.*
Many processes come to mind, and we have itried several oﬁ the Phillips and
© Atkinson data. However, as one might expect, the data from that experiment
do not permit us to distinguish amoﬁg them., Conseguently it will be nec-
essary to analyze other experiments; 1n particular certain especlally con-
trived studies involving free verbal recall. Before turning to the free
 verbal recall experiments, however, it will be heipful to examine a paired-.
assoclate learning experiment for indicabtlong of how to proceed. We do
this bécause a central question not yet considered is how to handle re-

peated pregsentations of the same item.

PATRED-ASSQCIATE LEARNING

Qur analysls of learning will be primarily within the framework of =
paired-associate model proposed by Atkingon and Crothers (1964) and Calfee

and Atkinson (1965). This model postulates a distinction between short-

N :
We still have not considéred the problem of confidence ratings, but

we have reached a point where suggesticns can be made for dealing with themn.

For exemple, cut-off points can be defined along the strength dimension,

and the retrieval process modified to handle this elaboration.
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term and long-term memory end has beeén labeled the trial-dependent-for-

getting (TDF) model because the recall process changes over bime. With
certain minor amendments the TDF model can be viewed as a special-case,of
the buffer model presented in this paper, Our approach in_this section will
bg to analyze some paired-assoclates data in terms of the TDF model, with
the goal of determining what modifications neéd to be made in the buffer
model to make it a viable theory of learning. To start, let us consider

the experimental task.

A Psired-Associate Experiment Msnipulating List Length

Three groups of 25 college students were uged zs subjects., Each |
subject learned a paired-asscciate 1ist in which the stimulus members .
consisted of two-dlgit numbers, and the response members were one of three
nongenge gyllables. For group 21 a set of 21 stimulus items was selected
on the basis of low inter-item assoclation value. For groups 9 and 15 the
experimental lists consisted of a selection of 9 or 15 iteﬁs, respectively,
from this set, a different subset being selected randomly for each subject.
Each of the three responses was agsigned as the correct alternative equally
often for each subject. After instructions and a short practice list,: the
experiment began. As each stimulus item was presented the subject was re-
quired to choose one of the three responses, foliowing which he was informed
of the correct response. In order to resduce primacy effects, the firgt
three stimulus-response pairs shown to the subject were two diglt numbers
that were nrot in the sgebt of 21 experimental items; these three items did
not reoccur on later trials, Then, without interruption, the experimental

list (arranged in a random order} was presented. After the entire list had

been presented, the second trial then proceeded without interruption in the
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same manner with The items arranged in a new random order., Thus, the pro-

cedure involved continuous presentation of items with no bresks between
*

trials.

Figure 1L presents the mean learning curves for the three experimental
groups. The curves are ordered on the list length variable, with the
longer liste producing a slower rate of learning. It should be clear that
this effect is a direct conseguence of the buffer model, since for the
longer lists a smaller proportion of the items 1ls retrieved via the buffer.

Figure 12 pregents the conditional error curves, Pr( Ten), which also

“n+l
are ordered asccording to list length. Note that the conditional probability
ls defihitely decreasing cver trials. Without going into details now, it

iz clear that a buffer model will also predict this effect because the

probability'of retrieval would increase with repeated presentations.

Trial-Dependent-Forgetting Model

As noted earlier the TDF model assumes that paired-sssociate learning
is a ltwo-stage process in which a given stimulus item may be viewed as
initially moving from an unconditioned state to an intermediate short-
term state. In the intermediate state an item may either move back to the
unconditioned state or move to sn gbsorbing state. This intermediate
state can be viewed as a counterpart of the buffer in our buffer modél, and
the absorbing state the counterpsrt of LIS.

To develop the TDF model mathematically, the following notions need
%o be introduced, Bach item in a list of paired-associates is assumed %o

‘be in one of three states: (a) state U is an unlearned state in which -
R . : . y
See Calfee and Atkinson (1965) for a detalled account of this experiment..
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Fig. 11. Average probability of a success on trial n for three groups with
different list lengths, - See text for description of theoretical curves,
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error on trial n for three groups with different list lengths,

L8




the subject guesses at random from the set of response alternafivesa (o)
state 8 is a short-term-memory state, and (c) state L is a long-term state.
The subject will always give a correct response to an item if it ig in
elther state S or state L. However, it is possible for an item in shate
S to return te the unconditioned statbe (i.e.9 be forgotten); whereas, once
an item moves to.state L it is learned, in the sense that it wiil remain in
state I, for the remainder of the experiment.% The probability of a return
from state S tc state U is postulateﬁ to be a function of the number of
other items that remain to be learned con any given trizl, In terms of the
buffer model, thig is similar to the statement that the probability of
being knocked out of the buffer is related to the number of items still
to be prezented.

Two types of events are assumed to produce transitions from one state
to another in the TDF model: ({a) the occurrence of a reinforcement, i.e.,
the paired presentation of the stimulug item together with the correct
response alternative and (b) the presentation of an unlearned stimulus-
response pair (an item not in state L) between successive occurrences of

g particular item. The associative effect of & reinforcement is described

*In order to make the TDF model parallel the buffer medel, the reader
should assume that U refers to the state in the bulffer model where an
item is neither in the buffer nor in LTS; that S refers to the state
where an item ig solely in the buffer and not in LTS3 and Sthat L refers
to any item which has entered LTS, whether in the buffer or not. Furthermore
the recall assumptions imply that a very elementary retrieval scheme is

being put forth: any item in LTS is recalled with probability 1.
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by matrix A below:

L S U
L1 0 5

A= 8la  1ea 0 | (18)
ule 1 0|

Thus if.an item ig in gtate U and the correct response ls shown to the sub-
ject, then the item moves fto sfate L with probabilifty b, or to state 8 with
probakility 1-b. Starting in 5 1t moves to L with proﬁability & or
remains in S with probability 1-a., In either case, if the item were to
be presented sgain immediately following a reinforcement. this model, like
the buffer model, makes the plausible predictilon that a correct response
would be certain to occur.,

The effect of the presentation of a single unlearned stimulus-response

palr cn the state of a particular item is described by matrix F:

L S U
L 1 0

F = 8§ [0 1-f (19)
U o 0

If a given item is 1n state § and scme other unlearned stimulus~response
pair is presented. then the inferference produced by the unlearned pair
results in forgetting of the item (:“L.,eu9 transition to state U) with proba-
bility £, and otherwise there is nc change in state., Furthermore, it is
assumed that when a learned stimulus-response palr is presented there is

*
no change in state. Again drewing a parallel to the buffer model, we should

# :
See Brown and Batiig (1966) for experimental work in support of

this notion.
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note that the above %ransition matrices reguire that an item move to
LTS only when it is presented.' However, the parameters a and b can be
interpreted as a rough approximation of the average probability of transfer
during an item's stay in the buffer. Parameter a, of course, refers
to a process that has not heretofore been considered in the buffer model:
a repeated presentation of an item. Similarly, the assumptlon that the
presentation of a learned item will not effect a change in state has not
been previously consldered. It is clear, however, that assumptions of this
nature will have %c be proposed in extensglons of the buffer model. More
will be said about this shortly. |

Continuing, however, let Tn be the matrix of the fransition proba-
bilities between states for a particular item from its 1c1th to its (n+~l)8t
presentations, and suppose gn is the rumber of other unlearned items
that intervene between these tworpresentations of the given item. Then Tn
ig found by postmultiplying A Ty the gnth power of F; matrix A rep-
resents the nth reinforced presentation of the item, and the interference

matrix I 1g applied once for each of the intervening unlearned pairs.

Performing the multiplication yields:

Ln+l Sn+l Un+l
Lo|1 0 O
T =5_la (1-a)(1-F))  (1-a)¥_ (20)
7 - - wh VB
U, v {1-v) (1 Fn) (1 b)-n

where F_ =1 - {1- f)gno
Unfortunately there is no way of determining from the data the exact

value of gnn However, an approximation can he used. Let X denocte the-
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number of items in the paired-assoclate list and remember that a trial
consiste of & random ordering of these items. Between the nth' and - the
.(n%-l)St presentations of a given item (j +k) interpolated pairs .- (IP)
mzy intervene; j on trial n and k on trial n+ 1 (where 3j,k = 0,
-15 ee: X=1). The probability of J IP's on trial =n .is the probability
that the item is in position X- j, which is l/X; whereas the probability
of k- IP's on triel n+ 1 is the likelihood that the item is in position
k+ 1, which also is 1/X. Thus for each combination of J eand k, the
probabllity of the combination occurring is l/Xg, For each of these com-
binations the average value of gn will he j(1~‘£n) -+ k(ln-2n+l)9 where
ﬂn is the probability of being in state L on trial n. Using this average

as an approximaticn,
-1 X-1

_n —--Z Z(l N (1-2 )+x(1-2 .33

J=0 k=0

b
H]

[

(21)

1L (1-1) X (1~ zn)}{ (1- fg{(l i?,n+l)}

%2 _ (1- f)(l ) (1-£) (L-fpyq)
During the early trials of an experiment, En will be smail (all

items are assumed to be in state U initially, eand so £, 1is 0); hence

1
.an the prokabllity of forgetiing while in state 8, will be relatively

large. - Az 2  increases, ﬂn approaches 1 and so Fn goes to 0. As a
consequence of the decreage in Fn over trials, the model predicts a non-
etationary learning process. For example, consider the probability of an
error on the n+lst presentation of an item condificnal ocn an error on

its nth presentation. The error on trial n indicates that the item i1s

in state U, so the probability of an error on the next trial isthe joint
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probability of (a) nc learning, (b) forgetting, and (c) an incorrect
response by chance; namely

erle . le ) = (1-D)F (1-¢) ,

where g dencltes the probabllity of a correct respounse by guessing. In

other words, Pr( is predicted to decrease over trials, a finding

en+llen)

reported by several investigators.

Goodness-of -Fit Results

We are now in a position to analyze the paired-associate experiment
described earlier.

Parameter estimates for the [DF models were obtained by applying the chi-
square minimization method described by Atkinson, Bowen and Crothers (1965).
The data used in parameter estimation were the sequences of successes and
errors from trials 2 through. 5 and trials & through 9, The 16 péssible
combinations of correct responses (c) and errors {(e) for alfour-trial
block are listed in Table 1 together with the observed frequencies of
each combination for the three experimentsl groups. Thus, the sequence
“consisting of four errors (eeee) on trials 2 through 5 was observed in
6 of 225 item protocols in group 9, in 30 out of 375 protocols in group
15, and in 55 out of the 525 protocols in group 21. The sequences for
trials 6 to 9 are listed in Table 2. In all of the theoreticallanalyses
g was set eqgual to 1/3, the reciprocal of the number of response alterna-
tives.

The thecretical expressions for the probability of a four~trial
.Sequence was obtained. Follewing the notation of Atkineon. and Crothers

(1964), let 0, .6 be the ith four—tuple in Table 1 for groﬁp 3

22
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TABLE 1

OBSERVED‘AND PREDICTED FREQUENCIES FOR RESPONSE SEQUENCES FRCOM TRTIALS 2 THROUGE 5

15

9 Ttems 15 Ttems 21 Ttems
ggi?l Obg. TDF Linear e12$Z;t Obs. TDF Linesar elg;:;t Obs. TDF Linear elgiz;t
ccee 83 77.2 59.0 88.4 98 0.7  39.9 103.7 97 107.5 L5.k 112.6
ccee 3 4.2 9.5 1.3 10 5.7 17.8 3.8 11 9.0 24,2 6.8
ceec 10 8.0 15.2 3.0 13 11.1 23.9 6.6 1 13.7  3L.5 10.3
ceee L 3.7 2.4 2.7 10 g.2  10.7 7.6 12 1h.5  16.8 13.5
cecc 18 17.2 25.7 10.4 25 22.7 33.1 17.3 35 27.3 lL2.2 £3.0
cece 2 bk 4.1 2.7 I 9.9 14.8 7.6 1k 15.1 22.5 13.5
ceec 10 8.5 6.6 6.1 7 16.5  19.8 13.3 17 23.3 29.3 20.7
ceee 3 3.9 1.1 5.3 12 13.6 8.9 15.2 20 24h.5  15.6 27.1
ecce 40  39.5 48.3 41.9 58 5h.6 8.7 57.3 78 67.6  59.4 67.6
ecce 3 L.9 7.8 2.7 6 10.5 21.8 7.6 15 5.6  3L.7 13.5
ecec 12 9.4 12.5 6.1 16 17.4  29.2 13.3 22 2h.0 L1z 20.7
ecee 2 kL 200 5.3 12 1k.3  13.0 15.2 30 95.3 22,0 27.1
eecc 1 20.2 21.1 20.8 31 35.4  40.5 34.6 L7 47.6  55.2 L6.0O
eece 2 5.1 3.h 5.3 11 15.5 18.1 15.2 16 26.5 29.5 27.1
eeec 13 9.9 5.k 12.2 32 25.7 24,2 26.5 L2 40.6  38.3 N
ecee 6 k.6 0.9 10.7 30 21.2 10.8 30.3 55 2.8  20.L 5h4.1
x2 11.0  73.5 ho.5 21.7 173.2 30.3 17.0 180.5 21.8
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(3 = 9, 15, 21) where the sequence begins at trial n. Let ﬁ(oi i n) be
. 2u D

the observed frequency of this four-tuple, and led Pr(Oi .

2

predicted provability for a particular choice of the parameters p of the

model. The expected fregquency may be obtained by taking the product of

Pr(oi i n;p) with T, the total number of item protocols in group j. We
EC
then define the function
b 2
(Mo, . _sp) - N(o., ., )
L. B SRkl R (22)
lﬁt].')n N(Oigjgn,pT

A measure of the discrepancy bebween z model and the data from group J
ig found by summing Eqg. 22 over the gixteen possgible sequences for both of

the four-trial blocks; 1i.e,,

16 16

o 2 2

AP U - 1,56 (23)
1=1 i=1 ’

Equation 23 was alsc used té obtain estimates of ¢ and 9 for the one-
element and linear models, respectively, for each of the three experimental
groups (these models are described in the book by Atkingon, Bower, and
Crothers).

The TDF fdrmulation takes lis£ length into account in the structure of
the medel, -and sd presumably the parameters a, b, and I should remain
“invariant over the three experimental groups. Thus, the estimation pro-
cedure: was carried out simultanebusly over all three groups, so that

parameters a, b, and £ were found that minimized the function

2 2 2 2

where The X? are defined in Eq. 23. The minimization wags carried out by

uging a digital computer to search a grid on the parameter space, ylelding
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parameter values accurate to three decimsl places.

The X2 value obtained by minimizing Eq. 24 does not have a chi-
square distribution, since the frequencies in the two L4-trial sets are
not independent. Howgver, if one interprets the value obtained from this
procedure as a true %29 it can be shown that in general the statistical
test.will be conservative; l.e.,, 1t will have a higher probability of
rejecting the model tﬁan is implied by the confidence level (for a dis-
cusglon of thisg problém, see Atkinson, Bowérﬂand Crothers, 1965). In
evaluating the minimum Xg, each get of 16 sequences yields 15 degrees of
freedom, gince the predicted freguencies are constrained to add te the
total number of protocels. Further, 1t is necessary to subtract one degree
of freedom for each parameter estimate. Thus, there are 87 degrees of
freedom over the three groups for the TDF model.

Tables 1 aﬁd 2 present the predicted frequencies of each response
sequence for the TDF model using the minimum XE rarameter estimation
procedure, Table 3 presents the minimum X2 values and the parameter
estimates. For comparison purposesprﬁhe results for the one~elemeni and
linear models alge are presented. It can be seen that the TDF model is
a marked improvement over both the linear and the one-element m@deis, In fact,
{; the ,Xg of 115.5 (for 87 degrees of freedom) is remarkably low, consider-
ing that the parametbers are simultaneocusly estimsted for all three experi-
mental groupe. The theoreticel curves drawn in Figsg. 11 and 12 are those
derived from the TDF model using the parameter values given in Table 3.

An interegting feature of the fit is that the estimate of the param-
eter b is about one-fourth as large as the estimate of a. To the extent

that these values are accurate, the model predicts that the greatest increase

oft



TABLE 3

Parameber Estimates and X2 Values

2
K~ Values
‘ 9 15 21
Model Parameter Ttems ITtems Ttems Trials Trials Tobtal
2.5 6£-9
a 0.h2 - -
TDF b C.11 - - ho.6 65.9 115.5
il 0.19 - -
Linear 2] 0.32 0.17 0.15 Lo7.2 66k.4 1091.6
One-element c 0,30 0.20 0.15 oh.6 149.3 243.9
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in the probability of recall from one trisl o the next will oceur if the
number of intervening items is as smell as possible {since zach intervening
item helps to rebturn an item to shtate U where ithe prokabllity of transition
to state L is smallest). A paired-associate experiment reported by Greeno
(1964) yielded results contradicting this prediction. Experimental items
presented twice in succession on each trial took the same number of trials
to reach criterion (i.e., twice the number of stimulus presentations) as
control items presented once per trial, indicating that little or no learn-
ing topk place diring the second presentation con each trial, when an item
would almogt certalnly be in sgtate S.

It should be noted that the buffer model would not necessarily make
the same predietion here. This is so becanses as pointed out earlier,
the parameters a nnd b of the TDF model provide only a rough approximation
to the buffer-transfer process which takes place over an extended pericd
of time. The approximatiocn 1s convenient for the typical paired-assoclates
experiment, but when items are‘repeated in juxtaposition more specificity:
ig reguired. On the other hand, until a set of postulétes is added con-
cerning the successive presentation of items, one cannot say precisely
what the buffer model will predict. Nevertheless, it seems likely that a
buffer model would not predict that the meximum advanbtage would be gained
by repeating an item twice in succession. In order to give mores meaning
to this statement, let us see what possible postulates could be appended
to the buffer schems in light of the paired-assoclate anslyses Just pre-

sented.
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Suggested Postulates Concerning Repeated ILtems

The buffer medel has not yet been made applicable to situations where
an item is presented more than once. For example, we have not considered
the problem of what takes place when an item currently in the buffer ig
again presented, Several possibilities exist: (a) the incoming item could
be shunted aside and the buffer left untouched, (b} the incoming item could
accupy position r in the buffer and the old copy of that item could be
the item bumped out, or (c¢) the incoming item could take the. rth position
in fthe buffer and the item lost cculd be chosen by the Kj function? there-
by meking it possible for an item to be represented several times 1in the
buffer. Further quesgtions now arise: 1f an dfem can be represented more
than once in the buffer, does the probability of transfér to LTS proceed
independently for each copy; or. in the case of the strength model, is the
shbrength bullt up as a function of the total time spent by both coples in
the buffer? Similarly, several possibilities exist for other contingenciles
that can occur when an item is repeated. For example, if sn item ig pre-
sented which is not in the buffer but 1s in LIS, does the ltem get shunted
Aaside and miss the buffer if its long-term cepy 1s retrieved, or dces the
item get placed in the buffer regardless? Picking among these alternatives
requires further experimentation, and islbeydnd the scope of thig paper.

There 1s, however, one area in which the range of alternatives may be
narrowed; namely with regard to retrieval schemes applicable to learning
experiments, In our earlier discussion of short-term memory experiments
it was necessary to postulate a retrieval procegs that permitted less

than perfect recall for items in LTS, Obviously., for most learning
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experiments the subject will in time learn to perform perfectly; thus the
refrieval process will have to be capable of generating perfect recall as
the number of %trials increasses. One method of defining the retrieval
funetion that would eventually permit perfect retrieval lets the probability
of retrieving the ith item depend not only on the relative strength of

the item, but also on its absolute strengthnf With an assumétion of this
nature, the probability of recall can go to unity with repeated presenta-
tions even though the retrieval process generates Imperfecht performance

on early trials. In our initial discussion of the strength model a retrieval
process was not defined, and the reason was thal we Wénted 1%t to have the
property just mentioned. In the next section a retrieval.function of this
kind will be appended to the strength model and applied to experiments on
free verbal recall.

There are other consideratlons which also lead to a retrieval scheme
that can underge change from trial to trial. Conslder, for example, an
experiment by Tulving (1962) on free verbal recall. A list of 16 words
wag read in a random order over and over again until the subject had learned
all the words in the 1list, After each reading of The list the subject
would write down all the‘wqrds he could remember., Bach reading of the
list wae in a new random order; nevertheless The subjects tended to organ-
igze thelr recall in a similar fashion from trial to trial, This clearly
contradicts the hypothesis that the subject searches through memory in a

random fashion after each reading. The very first recall of the list could

%
This notion will be generalized to mulitiple-copy medels in a later

gection,
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be a random search process of the iype described earlier in this paper, bub
later recalls are clearly nct a simple relterating of this random search.:
For thig reason another feature must be added to the retrieval process in
experiments where items are repeated: namely, the ltems may be restructured
(or rearranged) in LTS from trial to trial in such a way as to facilitate
recall., Another way of saying this is that the retrieval process changes
from trial to trial., TFor example, a subject might start out by searching
LTS randomly with replacement. On later trialg, however., the subject .
might restructure his LTS alphabetically, and now make an ordered alphabetic
gearch withoui replacémento Further speculation on this point is beyond

the scope of this paper. For now it should be noted that changes in the
retrieval process from trial to trial are likely %to be a very important

feature of experiments with repeated items.

FREE VERBAL RECALL

The typical free verbal recall experiment involveé reading a list of
high frequency English words to the subject (Deese end Keufman, 1957;
Mﬁrdock, 1962) . Following the reading the subjecf is reqﬁired to recall
as many of the words from the list as pessible. Quite often liéﬁ length
hag been a variable, and occasionally the time per item has been varied.
Deese and Kaufman, for example, used lists of 10 and 32 items al one second
pver item. Murdock ran groups of 10, 15, and 20 iltems at ftwo seéonds per
item, and groups of 20, 30, and L0 items ab one second per item. The
reéults are typically presented in the form of serial.position curyes:_
the probability of recall plotted against the item's position in the list.

Examples of such curves have already been presented in Flg. k.
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It should be clear that this experimental situation can be analyzed
within the framework of the buffer model. As the Llist is read to the subject,
each item is postulated to enter the buffer snd leave 1t in the usual
faghion; and transfer to LTE is assumed To cccur while the item ig in the
buffer., The type of retrieval scheme that must be postulated will be, in
general, quite similar to the search procésses alreadylpresented, However,
there ig one important difference. At the end of each Ttrial the subject
mekes multiple responses (he reports out many different items) and the
effect of these responses upon cbther items in memory has not previously
been digcussed. This problem is particular 1y acute in the case of items
in the buffer, since it is a virtual certainty that meking a response will
disturb other items in the buffer. This statement is particulariy relevant
if one holds the kind of view proposed by Broadbent (1963) that the buffer
acts as the inpubt-oubtput channel for the subject's interactions with the
environment. In fact, Waugh and Norman (1965) have proposed that each
response cutput has the same disrupting tendency upon other items in the
buffer as the arrival of 2 new item.

. On the other hand, it is not clear whether ar emitted response dis-
rupts items in LTS. At the very least, the act of recalling an iftem from
LTS could be expected to raise that item's astrength in LTS, or to increage
the number of coples of that item in LT8. Thig paper is not the place
for further speculations of this sort. The approach that will be followed
here will be to assume that the retrieval of an item from LTS has no effect
upon the store. TFurthermore, the studies to be considered next incorporate
an experimental procedure to clear cut the buffer before the recall responses
are requested, hence eliminating the ﬁeed to examine effects related to the

buffer.
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FREE VERBAL RECALL EXPERIMENTS

Within the framework of the Iree verbal recall fask described above,
séveral experiments have Used an arithmetic task interpolated between the
end of the list and the test in order to eliminate recency effects. In an
experiment by Postman and Fhilllips (1965) the interpolated task was count-
ing backwards by three's and four's, a procedure originated by Peterson
and Peterson (1959). In an unpublished experiment by Shiffrin the inter-
polated tasgk congisted of serial addition; this experiment will now be
presented in some detail.

Stimulus items were common English words. Lists of 6, 11, and 17
words were presented to the subjects at rates of either one or two seconds
per word, Four conditions were run: (1) no interpolated arithmetic and
immediate recall cof the list; (2) 45 seconds of interpolated arithmetic
and then recall; (3) nc interpolated arithmetic, but a h5-gecond wait
before recall; (4) us seconas of interpolated arithmetic, followed by a
45-second walt, followed by recall. In & two-hour session each subject was
run twice under each of the conditions {(rates of presentation and list
length). Thus, 48 lists were given in a randomly mixed order. The only
conditiong of interest for this paper are thcese using interpolated arith-
metle. The stimulus items were presented seguentially via a slide projector,
but the arithmetic task was conducted aurslly in the followlng manner:
the slide following the last slide in the list presented a three-digit
number and weas removed., The experimenter then read é lie%t of random digits
from the set 1 to 9, one every three seconds. The subject was required to
cumalatively add these to the original three-digit number, and repcrt the

total before recalling the words of the list. The fact that the 50 subjects
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were run in groups of about 12 each, plus the large number of different
experimental conditions, tended to make the data somewhat variable, but
for the rough analysis that will be presenfed here, they will be adequate.
The data i1s shown in Fig. 13. For this experiment it 1s important to
remember that the first ltem presented (the cldest) is labeled number 1
and 1s graphed to the far leftu* Thus the upswing to the left represents
a primacy effect; -the recency effect; which would be to the right, has
been eliminated.

These results are supported by the experiment of Postman and Phillips
{1965). In that experiment the intervening taskrwas.counting backwards by
three’s or four's. In the conditlon of interest,'ﬁhe_intervening task
Look 30 seconds. & contrel group had no interfgning task. Th:ee list
lengthé were used: 10, 20, and 30, The presentation time per item was
always one seccond. Figure 1% shows the serisl position curves for the
control group and the arithmetic group.

The data, viewed from the vantage of the buffer model, make 1t clear
that the arithmetic manipulation has achieved the effect of eliminating
recall Trom the buffer. Thus, the primacy effect remalns unchanged (because,
for all but very short lists,the first items presented are recalled sclely
from LTS), but the last items presented are removed from the buffer by the
intervening arithmetic and therefore can be retrieved only from LIS.

An explanation need be giﬁen here for the level asymptote that extends

to the right-hand side of the graphs. The buffer model as stated in Models

% . - , 7
This is reversed from the numbering scheme used to- describe the

Phillips and Atkinson study.
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I, 1L, and IIT would predict that the probability of recall would go to
zerp for the lagt iltem input. since that ltem could not be in LS. That
formulation, however, assumed that the test occurs immediately fcllowing
pregentation of the liét, The assumption we will make'concerning inter-
vening arithmetic is that it clears the buffer in the same fashion and at
the seame rate a8 new incoming stimulus itemsn% Thus the last item pfesented
could be expected to stay in the buffer for the same mesn time ag ahy obther
item which is input to a full buffer. This assumption will be formaily
gbated in the theory to follow.

It should be noted that in Shiffrin's experiment.the subjects did
not know when a 1list would end. For this reason the observed drep in
probability of recall from list length 6 to list length 17 cannot be ex- .
plained by.cﬁaﬁgeslin the subjects’ motivation frbm,one ligt length to
another. Furthermore, the fact that the subject does not know when the
list will end is an indication that the & parameter should be quite small.
Hence, we shall let & — 0, which means that we have one less paramgter to
estimate.

The.model to be applied here is essentially thé strength model dig-
cussed earlier with a few minor changes to accommodate the new experimental
situatibn.. As ﬁoted earlier fhe.intervening arithmetic task is assumed to
knock out items from the buffer at the same rate and in the same manner
ag addltional new items. Thus the quantities wé?j apd 5(d) presented
in Egs. 1% and 16 must be modified to take this extra factor into consider-

(a)

ation. First of all, wij is no longer cut off at the end of the list

preoper as it was earlier., It is therefore_defined for all 3. (For.all

¥ _ ’
For evidence on this point, see Waugh and Norman (1965).
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practical purposes this dis true: for large J, wig) will be esgsentially
zerc and it is not important to consider the cutoff which occurs at the

end of the intervening arithmetic,) Hence

5r53 , if i<d-rtl (25)

o)

iy T Ed—i+lgj-i+d+1er , if i >der+land jJ>i-dtr-~1

0 , if i>d-r+1land Jj<i-d+r- L.
Secondly, 5(a) represents the total strength in LTS8 which is now greater
than before (see Eq. 16) because some ibems are in the buffer longer. The

new value for 8{d) is as follows:

3

T
H
!

L— f

(18i

__
f
1~

s(d) = {r{a- r)o_ + + r{r-1)8_) ty (26)
xr r

[I—

where the last term in the brackets denctes the mean extra time iltems stay
in the buffer. This means that 8(d) is now an expectation rather than a
fixed value, but the variance of the last term in the brackets 1s gqulte
small compared to the magnitude of 8(d) so that the apbroximation is

fairly accurate., Thirdly, the probability of a hit 1s the same as before:

NE iﬁ;
i3 s5(a) °
It is now time to propose a retrieval scheme o apply to the present ex-
periment., The first requirement thig scheme should satisfy is that the
probability of retrieval depends at least in part upcn the absolute strength
of an item in LTS. The postulate that will be used here 1is as follows:

if a search of LIS is made and the itb tem is found, then the probability
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that the ith item will be correctly reported is

1 - éxp[- K(d)} .

i3

(4)

For this equation, the probability of recall will go to L as Kij

large, and will be zero for kgg) = 0.
The final retrieval postulate hclds thet R searches are made into
wld)
id

becomes

LTS, and on each gearch the probability of picking the ith item is
Each time the ith item is picked the provabllity that the subject is

capable of reporting it is 1 - expt- kgi)}u Thus

R
pii) I hg_i) |:1 - eXP(' ?\.:(Lj'))il »

and, from Eq. 17,

gince it is assumed'that.the guessing probabllity is zerc.

1t has already been stated that we will set «, = 1/r for all i
that ig, & 1is asgumed to be arbitrarily élose to zero. Further, fo
simplify the analysls, we will assume that all of the ej‘s are eqgual.
This assumption meang that the primacy effect 1s not due to a faster rate
of transier of the early iftems in the list, bul due sclely to the longer
time gpent by these items in the buffer. A fuller discussion of this
problem will come later, but 1t is obvicus that the assumptions concerning
the Qj‘s and the assumptions concerning retrieval are interrelated; it
should be kept in mind that & retrieval function which works well given

the equal ej assumption may be gquite diiferent from fhe best retrieval
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function for an unequal Gj agsumpticn.
Under the above simplifying assumpticns, the mathematics of this model

becomes gquite gimple. The results are as follows:

J=-1
%(rgl) » for 1 <d-r+1
d -~ J—i+d—-l"
wij) = < %(r:rlﬁ s for 1 >d-r+1 and J>i-d+r-1
: O s for 1> d-r+1 and Jj<i-d+r-1
\
(a) _ .,
1 .
5(d) = [dr + §r(r+ 1) 1ty
(@) _ 2

o gr o+ %r(r%—l)

iy = 1 - {1 - hgg)[l-ﬂp(-}\(?%)}}}{
o{10] L L)

Thus we have the probability of reporting ltem 1 as a function of three

]

parameters: r, y, and R. The parameter r will be estimated again by
independent means; 1in most of the serilal position curves shown, the primacy
effect extends over three or four items. Hence r 1s set egual to 4. The
number of searches, R, also must have certain restrictions placed upon it.
For example, although the mean number of items reported out per list is
generally quite small, occasgsionally subjects will report a very large number
of items. Since the number of items reporied cannot be greater_fhan the

number of searches made, the latter number must be fairly large. We
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therefore set R equal to 30; this value wag selected arbitrarily but as
we shall see, 1t yilelds good fitg. Finally, the parameter 7 was estlimated

on the basis of a besgt it to the 17-item list in the Shiffrin experiment.

The estimate of v, .05, was then used to calculste theoretical ssrial
positicn: curves for all the conditions in the Bhiffrin study and Tthe first
porticns of the Longer Murdock curfeso It should be clear that for Murdock's
30 and 40 word lists, performance on the middle items is that which would

be found even if arithmetic was given at the end, since there is very little
likelihood that the first 15 or zo ifems are gtill In the buffer at the

finigh of the list. The results are shown in Fig. 15, where the cbserved

points are the same as the ones presented in Figs. 4 and 13,%

The fitting procedure used here 1s gquite crude. Several assumptlons
were made sclely to simplify the mathematics; two of the three parameters
were set somewhat arbitrarily, and the final parameter wag picked on the
bagis of a fit tc only a single curve. Nevertheless, the fit (Which is
surely not optimal} provides a rather good description of the data. Table
b gives the predicted and observed values for the first point in the 1ist
and the asympbote for each of the lists considered. The agymptotic value
was obtained by avefaging all points beyond list pogition three. The
points for Murdock's 30 and 40 list lengths were recovered from Fig. 15b,

and may be slightly inaccurate. It can be seen that, whatever the

% ‘
Postman's curves were nct received in time to calculate theoretical

curves for them but it can be ssen that they fall approximately where

they would be expected to iie on the basis.of our fits to gimilarly sized

lists.
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TABIE 4
Fit of the Strength Model to the Data of Shiffrin and
Murdock (the condition is specified by the triple:

experimenter, list: length, and exposure time)

First Position Agymptote
Condition Obsgerved Expected Observed Expected

S-6-1 .72 T7 42 A2
S-6-2 .82 .89 6L .53
S-11-1 A8 .62 .38 .32
§-11-2 73 T 45 43
8-17-1 .59 .51 24 .25
8-17-2 .67 .66 A2 .36
M-30-1 .39 ;37 .19 .18

M-L4o-1 .30 .30 .13 L1h
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inadequacies of the fitting procedure, the results are quite good and the
viability of two principal features of the model has been demonstrated;
Firgt, the assumption that the storage process is a function of the time
gpent in the buffer has proved to be quite reasoﬁable in fitting lists in
which the presentation time per item was varied. Secondly, while the precise
retrieval scheme used unddubtedly depends upon.the assumption made conw-
cerning the 93‘5, the'assumption thét the retrieval from LTS depends not
only on relative strength but also on absolute strength has proved to be
workable. A generalization of the model ‘and a further discussion of re-~
trieval schemes dealing with this quesftion will be presented in the next

section.

SOME GENERALIZATIONS

STRENGTH V8. MULTIPLE-COPIES

Two proposals were made in the first part of this paper concerning
what is stored in LTS: strength, or multiple copies. 4 model embodying
the first proposal has already heen preéented“ We would now like to show
that the multiple copy proposal is an exact counterpart of the strength
notion, First recall Mcdel I where in each unit of fime an item had a
probablility Gj of being copied in LTS, but once in LTS no additional
copies could be made. The mulbtiple-copy correlate of this would let the
item be copied in LTS during one unit of time with probsbility Sjj but
more than one copy could be made in successive units of time. Thus iIf the
items were presented at a one-second rate end item 1 stayed in the buffer
for ten seconds, then the number of copies made would be integrally dis-

tributed with a minimum of O copies toc a maximum of 10. What would happen,
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however, if the items were presented at two seconds per item? Can one copy
be made each second of the item's stay in the buffer or can &ne copy be
made during each two-second interval? Considerations like these suggest
that a more general conception of the multiple-copy notion is that in each
small unit of time one copy can be made with some small prcbability.

This statement, however, ig no more than a definiticn of the Polsscn
distribution. For this reason the assumption ls made that the number of
coples made of item 1 is a Poisson function of the welghted time that

the ith item spends in the buffér. In the terminology already introduced,

pig) is the weighted time spent in the buffer by the ith item in a 1list
of length' d, given that the ith item stayed in the buffer for J units
of time (ugg) is defined in Eq. 15). Thus the probability that k copies
are made of the ith item in a list of length 4, given that this itenm
stayed in the buffer J units of time, is:
k

[w(.d)] _

Lol

—r—— exp

k! ARy

where 7y dis the same rate parameter introduced earller.

This process 1s now an exacﬁ counterpart, though discontinuous, of
the strength process. If the weighted time an item spends in the buffer
is doubled, the sftrength is doubled and alternagely, so Ltoo 1s the expected
number of coples. Similarly, just as the probability of picking item i
.in one search 1s the ratic of the strength of item i to the total strength,
so the prebability of piéking item 1 in terms of the multiple-copy process
ig the ratio of the number of coples of item 1 $o the total number of

copies. The final indication of the sgimilarity betweeh the two approaches
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is the fact that the expected number of copies made of item 1 is ypgg),
wnich is the same quaniity that defines the strength process.:

" The reason: for developing the strength process rather than the multiple-
copy Pprocess can now be seen; the multiple-copy process is mathematicall&
more complex, having an extra distribution, the Poisson. There is a

reasonable alternative to both these processes, however, as will be geen

in the next section.

WHAT IS STORED?

If an item is considered as an array of pleces of infermation, an
albternative to the above schemes suggests itself. For example, the multiple-
copy proposal may be set forth in the fellowing manner. ‘Buppose item 1
consists of bits {in the loose sense) of information. It may then be
asgumed that each copy is a random sample of m of these bitsg. Kach of
these partial coples, of course, may overlap others that have already been
stored, For this reason, the amount of new information contributed by each
new copy is a decreasing function. Now in the multiple-copy scheme defined
above, a search into LIS is made by picking a single copy; ©This means that
the probakllity of picking a copy cf the ith item is the ratio of the
number of coples of the ith item to the total number of copies Iin LIS,
The infcormation model, on the bther hénd; could be postuiated to act as
follows: what is stored in LTS is bits of information rather than copieg;
these bits are stored nc more than once each. A‘search into LIF is tﬁen
.ﬁade by piéking randomly one blt of infcrmation from.ﬁhe store, The
' pfobability of chdosing a bit of information relevant to item i ﬁould
then be the ratio of the number of stored bits meking up item 1 to the

total number of stored bits.
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This "information” model has a different mathematical form than the
earlier medels. TFor exsmple, if each copy contains a proportion p of
the total number of bits making up an item, then the proportion of bits
)n

left to be stored after n copies have been made iz (1L -p) . Thus the

Y. This can be rewritten

proportion already stored is 1=~ (L-p
1 - expln log(1 - p)l. Consider n to be the mean number of copies made
in jJ units of time. Since the Poisson mean is a linear function of the
welghted time the item spends in the buffer, n = a“§§)° Now let

allog(i- p)] =-y and we can rewrite the proportion bf bits already stored

d)]

as 1 - exp[-yu&i; =1~ exp[-kij , which is the expression used earlier
in the strength model‘for the probability of a recall, given that item 1

is picked. In terms of thése remarks it is now clear that one interpreta-
tion of our earllier assumpticn is that the probabllity of recall is a direct

fufiction of the proportion 5f information stored about the item in guestion.

This information model, remember, differs from the earlier one not in the

probability that an item will be recalled once it is picked, but in the
probability of picking the item in the first place. To illustrate this :
point, note that hgg) for the strength model is |
(d)
[V
'7 o ]
a.
(a)
Z i3
i=1
whereas, for the information model hgg) is
(a)
L - exp[-?uij ]
d ‘
(a)
Lo - et
i=]1
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While gtill considering the information model, we will examine a
retrieval éssumption that has been mentioned several times withoubt explana-
tion. fhe assumption holds that an item can be picked during a search ;f
LTS, but nob necessarily reported., This notion 1ls given support if one
imagines that a small portion of the information msking up any item can be
picked on a single search. On any one search this lnformation may be
ingufficlient te actually report the correct answer‘with assurance.  On the
other hand the idea ofla small portion of informatlon being asvailable gives
a natural explanation for the difference between recall and recognition
megsures of retentiong the smaller the choice set the subject is given.
the more likely thét his partial information will be enough tc allow him
to choose the correct answer.

Before the informaticn medel can be further elaborated, it will be
necessary to specify the functionlrelating the number of information bits
to the probability of recélln This question once again returns us to the:
problem of the retrieval process. The next section will consider the problem
in a general fashian and examine some of the assumpbions which have been

uged in earlier parts of the paper.

THE RETRIEVAL PROCESS

In the course of the paper two rebtrieval processes have been suggesbed:
an active disruption of LTS caused by the ongoing search, and an imperfect
search in which items, about which some‘information is present in LIS, are
nct reported. The firs£ of these 1ls conceptually clear and does not need
additional &iscussion here. Thé second process, however, requires clarifi-

cation.
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The first problem to consider is how successive lists are kept separate
from each other by the subject. In f{ree recall, for example, different
lists of words are presented from trial to trial, and the subject is re-
quired to cutput all the items he can recall after each list. The items
in each list supposedly are copled in LTS, but in our analysis the subject
gearches only through the items of the very last list. It does not strike
the authors as particulafly desirable to assume that LTS i; alsoc nothing
more than a buffer which is wiped clean after each trial. Im addition to
the complexities that this would add to the model, this view gives no easy
explanation of insertions in recall of items from previous lists. Rather
it is our view that a random search process is a fictlonal ideal which is
only approximsted by any gilven subject. The subject ﬁndoubtedly mekes a
non-random search of LIS, but along a dimension unkanown in any one case
to the experimenter. The most likely dimension is & temporal one; thus the
subjects would search among those bits of infermaticn which tell him how
long ago the.item was presented., Furthermore, the subject would have to
make a selective search along the temporal dimension in order to search only
through the most recen® items, and this observation would suggest that LTS
is arranged in a fashion akin to an efficient cross-indexing system. Various
such systems could probably be propeosed in terms of the information input
cheracterizing each item, but this will not be done here. The notion that
the subject is always making ordered searches of memory alcong one or several
dimension(s) is similar to the proposals made earlier coﬁcerning changes in
the relbrieval process over repeated trials. Further consideration along
these lineg is unfortunately beyopd the scope of this paper. In any event,

the earlier assumptions regarding random searches should be taken ag an
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approximation which may be accurate, possibly, only on the very first triel
in experiments with repeated ltems.

There 1s one other feature of the retrieval process that requires some
elaboration; mnamely, the assumptions regarding the probability of cdrrectly
recalling the ith item, given thet information relevant to it 1s feund in
a gearch of LT8. The following proposal 1s made: when an item is picked
a portion p of the %total stored information on that item becomes available
for consideration. This proportion p determines the independence of
successive searches for an item. Thus if p = L, 8ll of the stored informa=
ticn about item 1 Tbecomeg available the first time item 1  is picked.

If item i 1s not reported after this first pick then it will not be re-
ported on any successive pick. On the other hand, if p approaches O
successive plcks will be almost independent of each other and the probability
of recalling the item will not change from pick to pick. This second assump-
tlon is the one used in the strength model applied to the free vwerbal recall

data, where the probability of retrieval was
R
(a) S(a)y-
1 - {1 - hia. [lwexp()\.ij)l
if R picks, or searches, were made. If the first assumption was used,
however , the probability of retrieval would be

'(d.)

R R
L- (l—hig‘)) - [1 - (1-h§§))_ Wexp(- ns )]

The last problem to consider is when to terminate the search process.
Many possibilities come to mind: stop affer R picks; stop only after

finding item ij stop after the regponse time rung oubt; stop after k
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guccessive searches uncover items already previously picked. It seems
likely that the stopping rule would be highly dependent on the experimental
situation; the amcunt of time given for responding, the motivating instruc-
tions given the subject, the rewards for correct and incorrect answers,

and so on, These same comments apply To a desfructive search, where each

search disrupts LIS in some manner.

CONCLUDING REMARKS

The gimilarities of the model presented here to other theories of
memory should be briefly menticned. Interference theory is represented
in our medel in three separate processes: the buffer, in which succeeding
items knock out previcus itemg; tThe destructive search procegs, where items
in LIS can be modlfied by the search operation; and the imperfect retrieval
process, which can produce interference~type effects, Decay theory, on
the other hand,is not represented in the model =g siated., The evidence for
a decay process accumulated by Brown, Conrad and Peterson, among others, is
not necessarily explainable by the model in ite present form. WNevertheless,
there is no reason why a decay process camnot be added to the bulfer postu-
lates. If this were done it would be assumed that rehearsal or atbtention
is the mechanism by which a certain number, r, of items.may be kept at one
time in the buffer with none decaying. When ancther item enters, however,
the buffer becomes overloaded and the rehearsal or attention factor camnot
keep all the items from decaying. One item then decays and the buffer re-~
turns to its equilibrium state. A theory of this sort would iﬁcorporate
the decay notion into the buffer postulates without changing the present

form of the model.
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One final area of research which has not been mentioned explicitly is
the "chunk” hypothesis proposed by Miller (1956) and others. The chunk
hypothesis generally takes two Torms. The first, the reorganizing of
material inbo successive chunks; and the second, chunk constancy, referring
to-a consbancy in the rate of transmission of information over many experi-
ments. Without going into detalils it can be sald that the chunk hypethesis
is related to the Information structure in the buffer, and the organization
of this information in LIS. Although this'paper does not make explicit
use of information-thecretic concepts, nevertheless they underly much of
the development of the model, For example, the hypothesis that the buffer
is of constant size in terms of informatlon content, and the proposals that
the gearch scheme changes and LTS is reorgaﬁized from trial fto trial, are
related to the chunk hypothesis.

The model in this @aper was not applied to geveral areas where 1t
might prove fruitful, For example, latency data can be given a natural
interpretation in terms of the processing time reQuired before outputting
a regponse. The assumption would be that an item in the buffer at the time
of test Would have a latency distributed with a mean which was quite small,
whereas any other item would have a latency determined by the gearch time.,
Thug, the latenciles should be smallest for the most recent ltems and longest
Tor the oldest ifems, irrespective of the serial position curve.l This pre-
diction hes been borne out in a recent study by Atkinson, Hansen, and
Bernbach (196k4). |

There are other areas in which the model would be-applicable.with the
- addition of a few specific hypotheses. Confidence ratings are an example
that has already been menticonsd. Ancther example is prediction of error
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types and intrusions, such as thbse examinéd by Conrad {1964), Predictions
of this sort would require further delineation of the retrieval prdcess,
Just as would confidence ratings.

Finally, it should be pointed out that of all the agsumpticns and
variafions which have been introduced, three are crucigl to the theory.
Firgt is the set of buffer assumpbions; .i,e., constant size, push-down
list, and so on. Second is the assumption that items can be in the buifer
and LTS simultanecusly. Third is what was called the retrieval process--
the hypothesis that the decrement in recall caused by increasing the list
length occurs as the result of an Imperfect search of LIS at the time of
tést, Within this fremework, we feel that a number of the results in

memory and learning can be described in quantitative detail,
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Multi-Process Models for Memory with Applications to

a Continuous Presentation Taskl

R. C. Atkinson, J. W. Brelsford, and R. M. Shiffrin

Stanford University

Abstract

A multi-process model for memory and learning is applied to the results
of two complementary experiments. In Experiment I the subject was required
to keep track of the randomly changing responses associated with a fixed
set of stimuli. The task involved a lengthy and continuéus sequence of
trialg, each trial consisting of a test on one of the stimuli followed by
study on that same stimulus paired with a new response. The size of the.
stimulus set, s, took on the values 4, 6, and 8, Experiment II giffered
from Experiment I in that a large number of stimuli were used even ﬁhough
©in any experimental condition the subject was required to remember only 4,
6, or 8 stimuli at one time. In both experiments the basic dependent var-
iable was the probability of a correct regponse as a function of the number
of intervening trials between study and test on a given stimulus-response
pair (called the "lag"). The lag curves were all near 1.0 at lag O and
monotonically decreased as the lag increazsed; the lag curves for the three
conditions (s = 4, 6, and 8) decreased at different rates in Experiment I,
whereas in ILxperiment IT these curves were identical, Using four estimated
parameters the model generated accurate predictions for the varicus response

measures collected.

1This research was supported by the Natlonal Aerconsutics and Space

Administration, Grant No. NCR-05-020-036.



A guantitative model for human memory and learning has been proposed

by Atkinson asnd Shiffrin (1965). Specific versions of the general model
have been used to predict serial position curves obtained from free-verbal
recall and paired-assoclate experiments. The variables which have been
successfully handled include list lengﬁhj presenfation rate, and in a study
by Phillips, Shiffrin, and Atkinson (1966), confidence ratings. These pre=
vious studies were all conducted with a discrete-trial procedure, i.e.,
the presentation of an entire 1list of items was foliowed by a single test.
In the present study it was desired to test the model in a situation in-
volving & continuous succession of study and test ifems° Additionally, the
present study involved the manipulation of certain experimental variables
that héve“logical relafionships to medel parameters. The specifig experi—
meﬁtal.variable_manipulated was the size of the stimulus set being remgmbered
by a subject.

| The tagk employéd in the experiments tQ be degcribed here involves a
modification of the typical psired-associate procedure which makes it possible
to study the memory process under conditions that are guite uniform and
stable throughout the course of an_experimentn This is the case becausg
the task is continucus and each subject is run for 10 to 12 daily Sessions.,2
In egegence the task involves having the subject keep track of the randomly
changing response members of s different stimuli, Each trial of the ex-

periment is divided into & test peried and & study pericd., During the test

®The task is similar to those used by Yotema and Mueser (1962),

Brelsford, Keller, Shiffrin, and Atkinson (1966), and Katz (1966).



Phase a stimulus is randomly selected from ameng the set of s stimuiil

and the subject tries to recall the response lagt associated with that
stimulus. Followlng the test, the study phase of the trial occurs. During
this phaéea the stimulus used in the test phasze of the trizl is re-paired
with a new response for study. Thus every trisl is composed of a test and
study pericd on the same stimulus. TFollewing each trial a new stimulus

is chosen randomly from the set of s gtimuli and the next trial begins.
The ipstructions to the subject require that on a test he is to give the
responge that was paired with the stimulus the last time it was presented
for study.

The numbér of trials intervening between study and test on a given
stimilus-response pair will be referred to &s the "lag" for that item. Thus,
if the test occurs immediately following the study veriod the lag is zero.
If one trial intervenes (involving test and study on another stimulus), then
the lag is 1; and so on. It should be clear that in this task the number
of stimuhu&xesponse pairs that_the subject 1s trying to remember at any
given time is fixed throughcut an experimentzl session. Rach time s stim-
ulus is tested it is immediately re~paired with a new response, keeping the
gize of the to-be-remembered stimulus set always equal to s. 0Of course,
in order to start an experimental sesslion, an lnitial series of trials
mast be given with the test phase omitfed. The stimull presented during
these study trials are the ones used throughout the rest of the experimentel
segsion., In the present experiments there were three experimental condi-.
ticns in which the size of the stimulus set, .sa was either b, 6, or 8.

For each daily session, - -a subject was randomly assigned tc one of these
three conditions. The principal dependent variable Is the probabillity of a
correct responge as a function of lag.
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Mogel
The model assumes three memory states: a very short-lived memory
- system called the sensory buffer; a temporary memory state called the
memory (or rehearsal) buffer; and a long-term storage state called LTS.
In the discussion of the model which follows, reference is Freguently made
to the term "stimulus-response item.” Items are postulated to enter and
leave the two buffers at various times. AL the outset, the question arises,
what is an iﬁem? In terms of ﬂmgpresent model an item will be defined as
that amount of information that allows one to make a correct recall when a
stimulus is presented for s test. The specification of the exact form of
this information (i.e., whether it be acoustic rehearsal, visual imagery,
or scme type of mnemonic) is not within the scope of the present paper.
Nevertheless, in view of the work of Conrad (1964), Wickelgren (1965), and
others on auditory confusions in short-term memory, we would be sétisfied
with the view that items in the memory buffer are acoustic mnemonics and
are kept there via rehearsal, at least for experimeﬁts cf a verbal character.

The Sensory Buffer

It ig assumed that all external stimulation coming into the system
enters the sensory buffer, resides there for a short time {perhaps on the
order of a few seconds)g decays and is lost.3 In the context of the present
experiment it will be assumed that every item enters the sensory buffer.
Furthermore, 1t will be assumed that a test follows the preceding study

periéd clogely enough in time sc that an i1tem will always be recalled

'3We imagine that the form of the decay is roughly representable by the
results from the Peterson and Peterson (1959) experiment on the decay of a

congonant trigram in the absence of rehearsal.
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correctly if 1t is tested lmmediately following its entry intc the buffer.

Therefore, since every item enters the sensory buffer, the probability of

a correct recall at lag O will be unity. For lags greater than =ero, liems
will have decayed, and the sensory buffer will have no further significance.
For this reason, in the remainder of this paper, the term buffer when use@
by itself will refer to the memory buffer.

. The Memory Buffer

The nmemory buffer is postulated to have a limifed and censtant capacity
for hemogensous ltems. It may be vwiewed as a stabte containing those ltems
which have been selected from the sensory buffer for repeated rehearsal.
Once the memory buffer ig filled, each new item which enters causes cne of
the items currently in the buffer to be lost. It is assumed that the seriesg
of study items at the start of each experimental session fills the buffer
and. that the buffer stays filled thereafter. The size of the buffer, r
-(defined as the number of items which can be held simultaneously),depends
upon the nature of the items and thus mugt be estimated for cach experiment.
It is assumed that a correct response is given with probability cne if an
item 1s in the buffer at the time it is ftested.

We have already said that every iftem enters the sensory buffer and
that 1tems are selected from there fc -be entered into the memory buffer,
Assume that at the timé items enter the sensory buffer they are examined.
These items fall into one of two categories. They may be ltems which are
glready in.the buffer, i.e., their stimulus member may already be in the
buffer. Alternatively, thelr stimulus member may not currently be in ths

buffer. .The former kind of item shall be referred to as an O-item ("old" -



1tem), and the latter kind as an N-item ('new" item) ,L* When an O-item is
presented for study, it enters the memory buffer with probability one; the
.correspording item, which was previously in the buffer, is discarded. Thus
an O-item may be sald to replace itself in the buffer. When an N-item is
'presenﬁed for study it enters the buffer with probability &, The value

of the parameter @ may be related in some manner to the particular scheme
that a subject is using to rehearse the items currently in the buffer. When
an N-item enters (with probability Q) some item currently in the buffer is
lost. This loss is called the "knockout process” and will be described
below. With probability (1 -0) an N-item fails to enter the buffer. In
this case the buffer remaing unchanged, the item in guestion decays from
the sensory buffer, and is permanently lost from memory. For reference,
the memory system is disgrammed in Fig. 1.

The memory buffer 1s arranged as a push-down list. The newest item
that enters the buffer is placed in slot =», and the item that has remained
in the buffer the longest is in slot 1. 1If an O-item iIs presented it enters
slot r and the ccrrespondiné item is lost (in effect, the stimulus moves
from its current slot to siot r and the response is changed). Then the
other items move down one slot if necessary, retaining their former order.
When an N-item is presented for study and enters the buffer {(with probability
@) it is placed in the r® glot. The item to be knocked out is chosen
according to the followlng scheme: with probability Kj the item cur=c .

fently in slot J 1is the particular item that is discarded, where

l+'I'he reader should keep din mind that O-items and N-items are theoretical

constructs and do not refer o observable experimental events.
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Ky + K2 Foees + K= 1. When the jth item ig discarded each item above

the jth slot moves down one, and the new item enters the rﬁh slot.

1

Various schemes can be used to develop the Kj g. The simplest is to let

Kj = %, in which case the 1tem to be knocked ocut is chosen independeﬁtly
of the buffer position. However, in some experiments it has been necessary
to postulate more general schemes which regquire that the longer the item
has been in the buffer the greater its probability of being knocked out
{Atkinson and Shiffrin, 1965).

Long~Term Storage

LTS is viewed as a memory state in which information accumulates for
each item,5 It is assumed that informatién gbout an item mey enter LTS
only during the perlod that an item resides in the buffer. We postulate
that the stétus of an item.in_the buffer is in. no way affected by transfer
of informatioﬁ to LTS, Whereaé recall from the buffer was assumed to be
perfect, recall from LTS is not necessafily perfect and usually will not
be., At the time of a tesgt on an item, a subject gives the correct response
if the item is in the sensory or memory buffer, but if the item is not in
gither of thése buffers the subject searches LTS. This LTS search is called

the refrieval process. Two feabtures of the LIS retrieval prdcess must be

gpecified, First it is assumed that the llkelihood of retrieving the correct
response fof a'givén item improves as the amount of information stored con-
cerning that item increases. 8econd, the retrieval cf an iﬁem gets worse the
longer the item has been stored in LTS. This may simply mean that there is
The term "information" is not used here in & techmicsl sense. We use
the term to refer to codes, mnemonics, imsges or asnything else the subject

might sbore that would be retrievable at the time of test.
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some sort of decay in information as a function of the length of time
information has bheen stored in LTS,

We shall specifically assume in this paper that information is trans-
Terred to LTS at a constant rate 6 during the entire period in which an.
ifem resides in the buffer; & d4is the transfer refte per trial. Thus, if
an item remaing in the.buffer for exactly J +trials (i.e., the jth study
item following the presentation of a given item causes it to be kunocked out
of the buffer), then that item accumulated sn amoont of information equal
te J9. Next assume that each trial following the trial oa which an item
is knocked out of the buffer causes the information storsd in LTS for that
item to decrease by =z constant proportion T. Thus, 1f an item were knocked
out of the buffer at trial Jj, and i <trials intervened between the original
study and the test on that item, the amouat of information stored in LIS
at the time of test would be jerimj, We now want Lo speclfy the probability
of a correct retrievel of an iftem from LTS, If the asmount of infermation
stored at the moment of test for an item is zero, then the probability of
a correct retrieval Shoqld be at the gusssing level. As the amount of informa-
tion increases, the probability of a corrsct retrieval should increase toward
unitynl We define pij as the probability of a cérrect response from LTS
of an item that had a lag of 1 trials between its study and test, and

that resided in the buffer for exactly J ftrials. Considering the above

gpecifications on the retrieval process,

oy = L (L-glexsl- go(r* ™) (1)

where g 1is the guessing probabiliity and in the present experiment_islf26

since there were 26 response alternatives.



Lest the use of an exponential function seem entirely arbitrary, it
éhould bernoted that this function bears a close relation to the familiar
linear model of learning theory. If we ignore for the mcoment the decay
feature, then Piy = 1 - (1- glexp(-j6). It is easily seen that this is the |
linear model expression for the probability of a correct response after -
‘relnforcements with parameter e&en Thus, the retrieval function pij can
be viewed as a linear model with time in the buffer as the independent var-
iable. To be sure, the decay process complicates matters, but the reason
for choosing ﬁhe exponential function becomes somewhat less arbitrary. A
decay process is needed so that the probability of a correct retrieval from
LTS will approach a chance level as the lag tends toward infinity.

* Derivation of Lag Curves6

The basic dependent variable im the present experiment is the proba-
‘pility of a correct recall at the time of a test, given lag 1. In crder
to derive this probabiliity we need to know the length of time that an item

resides in the memory buffer. Therefore, define

Bj'z probability that an item (i.e., a specific stimulus=-
response palr) resides in the buffer for exacily J

trials, given that it is tested at a lag greater than J.

In the general case we musgt define another quantiity in order tc find Bj;

namedy

6The derivations are for the case where r <s. If r >s a given
item will always remain in the buffer until 1t 1s tested and consequently

performance will be perfect at all lags.
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Sij = probability that an item (i.e., a specific stimulus-

responsé pair) currently in slot i resides in the

buffer for exactly J more triale, giﬁen that it is

tegted at some polnt following this period.
Remember that r represents the aumber of slots in the buffer, and Kj is
the prcobability that the item iz the jth slot will be knocked out when an
N-item enters. The prdbability of an N-item (one not currently in the buf-
fer) being presented on a trial is (s-1)/s, where s 1s the number of
stimuli used in a given experimental condition; Ilikewise, the probability
of an O~item being presented is r/s° We ghall defines Bij rgcursivelya
Note that an item's buffer positiocn on a trial is either the game, or one
less on the succeeding trisl (if it is not knocked out of the buffer). We

therefore cbtain the followlng difference equabtions:

63.:(1-2 Cic, )B;

1.4 1,31

ﬁ, . =

1sd

[(1~0) + 0y + Ky e+ K )]} a?gJ 1

ST
[
e
+
wminn
111
IR

Cfi-1 s - ' '
¥ {s T G Ki—l)} i,
; s - r . r = L8 =T 51« :
Pr,s = {s }B j + E-1*e-1%0 Kr)} Pro1,3-1 . (2)

e e L. 8 - ¥
The initial ccnditions are ﬁ£ = —= @Ki

Recall thaf when an N-ltem
is presented it will enter the memory buffer with probability <. Also,
note that the dencminator in the terms denoting the probabilities of N-ltems
and O-items is (s- 1) rather then s. This is the case because Bij ig

8 probability conditionalized upon the fact that we have yet to present the

item in question for test. Now we can write:
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S;r(l-o&) , for j =0

B. = (3)
{1 - —S’-éi (1mot)} B?rg,j , for j >0,

where BO is the probablility that the item in queétion does not enter the
memery bﬁffer in the first place. It should be clear that the above dif-
ference equations can be sclved by successive substitubion, but such a
process is'lengthy and cumbergome. In practice, numeriéal solutions are
easily obtained using a high-speed computer.

The probabllity of a correct response to an item tested at lag 1
can now be written in terms of the 6j“so Let ”Ci“ represent the occur-

rence of a correct regponse to an item tested at lag 1. Then

-

i i |
Pr(c,) = |1 _Lsk + lakpik . (%)
=0 k=0

-

k

The first hracketed term is the probability that the item is in the buffer
at.thé time of ftest. The second bracket containg a sum of probsbilities,
each term.fepresenting the probebility of a correct retrieval from LTS of
an item which remained in the buffer for exactly k +trials and was then
lost.
Experiment 1

The first experiment was carried out to determine whether reascnable
predictions could be made assuming that the parameters of the model (r, dg
@, and T) are independent of the number of stimuli the subject is trying

to remember., Three experimental conditions wers run: s =4, 6, and 8,



Method

.Sﬁbjects. The subjects ﬁere 9 students from Stanford University
-who received.$2 per experimentai session. Each subject participated in
approximateiy 10 éessibnso |

Apparatus. The experiment was conducted in the ComputeruBaéed Learn-
ing Laboratory at Stanford Uhiversityo The control functlong were performed
by computer programs rumning in a modifled PDP-~1 computer menufactured by
the Digital Equipment Cofporation3 and under contrel of a.time~sharing .
éystem° The subject-was seated at a cathode-ray-tube displaj terﬁinal;
there were six.terminals gach located iﬁ a separate 7 X 8 ft. sound-shielded
réom° Stimuli were digplayed on the face of the éathode ray tube (CRT);
résponséé ﬁere made on an electric typewritér keyboard locsted immediately
below the iower edge of the CRT.

Stimuli and respconses. The stimuli were two-digit numbers randomly

selacted for each subject and seséion from Tthe set of aii two-diglt numbers
.between 00 and 99, Oﬁce e set of stimull was selected for e given seésionB
i£ ﬁaé used throughout The session. Responses were letters of the zlphabet,
thus fixing the guessing prcbabllity of a correct res?onée.at 1/26,

Procedure. For each session the subject was assigned to one of the
three experimental comditions (i.e., s was set at either 4, 6, or 8). An
attempt was made tc assign subjects to each condition once in consecutive
three-zesgion blocks. Every‘session begén Wiﬁh a sefies 6f study trials:
one study trial for each stimulus to be used in the seggion. Cn a study
trial the word "study' appeared on ﬁhe uppér face of the CRT. Beneath the
word "study" éne of the stimuli appeared along with a randomly-slected

letter from the alphabet. Subjects were instructed to try To remember the

13



agssociatlon between the stimulus-response palrs. Each of these initial
study trials lasted for 3 sec. with.a 3-sec, iﬁtertrial interﬁal, As soon
as there had been an initial study trial for each stimulus to be used in
the session, the session proper began. -

| Each.subsequent trial involved a fixed series of events. '(l) The
wOrd.Egﬁz.appeared on thé upper face of the CRT. Beneath the word EEEE a
fandomly selecﬁed member of the stimulus set appeared. Subjecfs wore in-
structed thet when the word test and a stimulus appeared on the CRT, they
were to respond with the last response that had been associated with that
stimulusj-guessing if necessary. This test portion of a trial lasted for

3 sec, (2) The CRT was blacked out for 2 sec,. (3) The v}ord M appeéred
on Tthe upper face of the CRT fof 3 sec. Below the word gtudy é sﬁimulus—
regponse palr appeared. The stimulus was the same one used.in the preceding
test portion of the‘triai, The response was randomly selected from the
letterslof tﬂe alphabet, with the stipulation that it e different from the
iﬁmediately rreceding response”assigned to that stimulus. (%) There was

a 3~sec., intertrial interval before the next trial. Tﬁus a complete trial
{test plus study) toock 11 secﬂ” A subject wes run for 220 such.frials during
egch experimental session. |
Regults

In order to examine the data for habituation or learning~to—learn

effects, the cverall probability of a correct response for each stimulus
condition (s = &, 6, and 8) was plotted in consecutive 25-trial blocks. It
wés found that after a brief rise at the start of each daily session, the
curves appeared to level cff at three distinct values. DPue to this brief

initial warm-up effect, subsequent analyses will not include data from:
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the first 25 trials of each session. Furthermore, the first session for
each subject will nct be used.

Figure 2 presents the probabllity of a correct respomse asg a functicn
of lag for eagh Qf the thréé stimulus set gizes examined. It can be sgeen
that the smaller the stimulus set si;eg the better the overall performanca.
It is importan£ fo note that the theory presented in the earlier part of
this ﬁaper predicts such a difference bg the following basis: the larger
the siée of the étimulus setgrthe ﬁore-often an N-item willl be presented;
and the more often N-itemsg are:presentedﬁrthe more citen items iﬁ the buffer
will be knocked out., Recall that oaly Nuitems can knock ltems ffom.the
buffef; O-items merely replsace themselfesa

it can be seen that performance is almost perfect for lag O iniéli
threa conditions. This might bé expected bécause lag O means that the iltem
was_teéted iﬁmediately following its study. The curves drop sharply at first
end slowly thefeafter, but have not yet reached the chance level at lag 17,
the lafgest lag plotted. The chance level should be 1/26 gince there were
26 response alterﬁativeso

It is of interest to examine the type of errors occurring at various
lags in the thres sxperimental conditioﬁ$, There are two categories of
errors that are of special interest to us. The first category ls composed
of errors which occur when the immediaﬁély preceding correct response to a
stimulus is gilven, instead of the preseﬁt cbrrect.responsea The proportions
of errors of this type were calculated for each'lag and each condition. The
proportions were found to be guite stable over lags with mééﬁi¥alues of -
065, .068, and 073 for the 4, 6, and 8 stimulus conditions, respectively.

If the previously correct response to an iltem is randomly generated. on any
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Figure 2. Observed and theoretical probzbilities of a correct response as a function of lag

(Experiment I).



given error, these valueg should not differ significantly from 1/25 = DOHn
The mean pfoportion for this type of error was computed for eéch subject

and each condition. In boﬁh the s‘=.h and s = & conditions 7 of the 9
subjects had mean values above chance; in the s = 8 condition 8 of the 9
subjects were above chance. A second category of errors of interest to us
ig composed of those responses that.are members of the currént set of responses
being remembered, but are not the correct responsew. The proportibns of this
type of error were calculated for each lag in each of the threes experimental
conditions. Again, the proportions were found 4o be quite stable cover lags.
The mean valueg were .23, .28, and .35 for the &, 6, and 8.stimu1us condi-
tions, respectively; on the basis of chénce these values would have to be
bounded below .12, .20, and .28, respectively. No statistical testé were
run, but agaiﬁ:the values appear to Be above those expected by chance.

Whiie a detailed examination of the Implications of theses conditional error
results 1s not a purpose of this paper, it should be pointed out that this
type of anelysis mey yileld pertinent information regarding the nature of

the LTS retrievel process.

There are two other lsg curves that prove interegting. We shall call
these the "all-same" and the "all-different” curves. In the all-same condi-
tions, we compute the probability of a correct response as a function of the
lag, when all of the intervening items between study and test involve the
same stimulus. The model predicts that once the dntervening stimulus enters
the buffer, there will be no further chance of ény other item.being knocked
out (i,e.,3 once the intervening item enters the buffer, cach succeeding
presentation is sn O-item). Hence, thess curves should drop at a slower

rate than the unconditional lag curves presented in Fig. 2. The all-game
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curves are plotted in Fig. 3. The points for lag O and lag 1 are, of course,
the seme as in the unconditioﬁal lag plots of Fig. 2. It can be seen that
thé curvés indeed drop at a slower rate in this condition.

The all-different ccondition refers to the probabilit? of a correct
respohse as a function of lag, when the intervening items betwesn study and
test a2ll involve different gtimuli. For this feaéon the maximum lag which
can be examined is one less than the size of the stimulus set. It should be
clear that the all-different ccndition maximizes the expected number of inter-
vening N-items at a gilven leg.. This lag curve shcould therefore have a faster
drop than the unconditional lag curves presented in Fig. 2. The. data are
shown in Fig. 4., While it is difficult to make s deéision by dinspection in
this condition because the data are guite unstable, 1t does seem that the
curves drop faster than the corresponding ones in Fig., 2, Note that here,
also, the points for lag 0 and lag 1 are of necessity the same as in the
previous conditions.

The results that have been presented tc this point have been group data.
It is of interest to see whether individual subjects perform in 2 fasghion
gimilar to the group curveg. Table 1 presents the lag curves for the three
experimental conditions for individual subjects. The lag curves have been
collapsed into three-lag blocks to minimize variablility. An examination of
these individual curves indicates that all subjects, except for subject 8,
éﬁpear to be performing in a manner very similar to the group data.
| A final remark should be made regardiﬁg the number of observations taken
at éach point on thege lag curves. Because of the random procedure used to
Selecf the stimuli from trial to trial, The rumber of observatlons geing into

guccesgive points on the lag curves decrease geometrically. For the group
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TABIE T

Oliserved and predicted probadilities of a correct response as‘ a function of

"~ lag for individual subjects. The predicted values are in parentheses and are based -
on the parameter estimates that give the best fit for that subject; these estimates
are presented in the bottom section of the table. The X? and Xé are compufed for
each subject using the individually estimated parameters and the group parameters,
regpectively. Entries in the top section of the table should e read with a leading

decimal point (Experiment I).

Experimental Subjects
. . Lag :
- Condition 1 2 3 b 5 5 7 8 9
010 T2 80 86 66 73 86 75. 60 89

oy (85) (86) (67) (75) (BW) (73)  (60) (BH)
3ho5 5L Th 76 52 62 65 50 61 '
ﬁo) (72) WE) (56) (64) (73) (50) (58) (69)

s = & 6-7-8 9 72 7 52 71 _ 59
(B8) (69) (76) (52) (58 (68) (E&) (56) (63}
50 €2 T2 59 hg 67 h1 60

ALy (e8) (7)) (50) (k) (67)  (k2) () (62)

51 6l 7O 50 L .55 b1 58 A1

21321 (g (66) (13) (ho). (49)- (66) (vo)  (52)  (61)

o1 - B3 82 78 56 56 12 61 49 68
TTTRo(e2) (7Y (15) (55) (53 (71)  (58) (v6)  (87)

3_hos M3 Th 71 56 52 68 53 48 59

ST (k2) (66 (69)  (s0)  (6)  (63)  (k9y  (k2)  (5B)

.- 6 678 ML 72 €5 A5 b1 63 - 35 ho 53,
: (41) (63) (650 (43 (39) (o) (371) (B1) (53)

, s ,
9-10-1L oy (61)  (62) (B2 (37)  (B9) (35) (mo) (52)

ie-13-1k Ok _ -
(39)  (60) _(60) vy (36)  (s8)  (3&) (39) (51)

ooz 59 £9 73 ly7 13 6 50 3 58
(57 (73)  (70) (W) (45) (63) (1) (38) (57)
Lo 63 46 by 60 by 56 2

3-4-5 . ' 5
. ‘ N 7
(x0)  (62) (62) (&3) (38) {s&) (b1) (35) (uB8)
s - 8 6-7-8 35 33 61 Sh
(36) {(e0) (60) (39) {(31) (52) (32) (32) (L3)
' 9-10-11 39 56 58 b5
AT (30)  (59) (58) - (37) (29) . (51) (30) (31) (42}

= G 3 Gy 9 @ G @9 Gy oD

Parameter '
Estimates

T 2 3 3 o 2 2 2 2 2

o .56 .66 .59 .50 .50 .3 .65 .38 .31

o 70 122 2,09 .39 L2 1.8k .62 1.3 .62

T Bu .95 .93 B9 .80 B2 .78 .99 .ok

% '23.6 29.2 24,8 3l.2 38.2 26k 3.2 67.2  13.6

xg 29,2 h8.3 29.% 33.6 47.6 32.6 3w.7 89.3 '15.2

21



data there are over 1000 cobservations at lag O and slightiy more than 100

at lag 17 for each of'the,three experiﬁental cqnditioﬁs. Of;gburse, the
exact form of the distribution of data points varies as a function of thé
experimental condition,., with more short lags occurring in ﬁﬁe s =4 condi-
tion énd more long lags océurring'in.the s = 8 condltion.

Model Predictions

" In order to estimate parameters and evaluate the goodness~bf~fit of the

theory to the data, we define the following X2 fﬁnctioni

._XE =':§}{N1Pi(ci) + W - &iPr(Ci)}'{#iPr(éi) - O.l}-2 (5)

where the sum is faken over all data points 1 which are being evaluated.

The observed number of correct responses for the ith point is dencted by

0,3 N, 'is the total number of responses for the 3o point; and Pr(Ci)

ES

is the theoretical probability of a correct response which depends on r,
a, 6, and T.‘iThus iNiPr(Ci);Lthe:prediétedﬁnumbér_of:correct responses
for the .ith point, should be close to 0y if the theory is accurate,

We first analyze the lag curves displayed in Fig. 2. The set of param-
eter values r; G, 6, and 7 that minimizes the above X2 function over
the 3 X 17 = 51 data points in Fig. 2 will be taken to be the best fit of
the modei.7 In order to minimize X? we resorted to a numericsl routine
using a pomputer. The routine involved gelecting tentétivé Valugsrfor r,
&, 6, and 7T, computing the Pr(Ci)’s and the related ng_repeating the

procedure with another set of parameter values, and continuing thusly until

7The lag O point in this and subseguent analyses is not included in

the ~X2 since its predicted probability value is one.
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the space of possible parameter valuas has been systematbtlically explored.
The parameter values ylelding the smallest Xe care then used as the egti-
mates. When endugh'points in the‘parameter space &are scanhed3 thé method
yields'a close ap?roximaﬁioﬁ to the true minimuom.

The predictions for Pr(Ci) could be derived using BEgs. 39:but it
wag decided te get the Ky = l/rgxin which case the eguations simpliﬁy
greatly. In a study by Phillips, Shiffrin and Atkinson (1966) it was found
that the assumpbion Ky = 1/r was not tenable; in that experiment, however,
there were sirong reasons for expsciing that the subject would tend t6 elim-
inate the oldest items from the buffer first., In the Current:experiment
there is a continuous display of items and there seemed to be no compeiling
réason to believe that the subject would not discard items from the buffer
in & random fashion. For this reason K, was set equal to 1/r for every
buffer position. Under this assumption it 1s immaterial what position an
item occuples in the buffer. Thus 5£9k = 55 i for all 1 and“ j;. heacs

(as can be easiiy'verified) every line of qu 3 can be rewritten as follows:

: § =~ I L ; - N
: = o — X - ! o
Pie {l s- 1 r} Pi k-1 (8)
Let the term in brackets be deanoted by 1 - X, Then we have
By = (L-0)(s-r)/s which is the probability that the item will not enter

. the buffer, and

B, = (L~ B)X(1-X)*T . ) (1)

For a discussion of the minimum Xg method see Holland (1965) or

Atkingon, Bower, and Crothers (1965).
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It is easy to verify this equation if we note that X 1s the probability
that an intervening item wiil enter the buffer éhd knock_out the item of
interest. TFor the itgm of interest to be knocked cut of the buffer by
exactiy the kth following item, it is necessary that the following con-
ditions hold: (1)_the item must enter the buflfer in the first place;..(a)
the next. k - 1 intervening items must not knock it out; (3) the o0
_item mist knock out the item of interest. . These considerapions lead dir-
ectly to Bq. 7.
| Given Bk we can calculate ﬁhe predicted‘lag qurves for each get of

paraﬁeters coﬁsidered using Eq. 4. The X2 procedure described earliér
was applied simultaneously to all three curves displayed in Fig., 2 and the
falues of the parameters that gave the minimum x& were as follows:

r =2, d = .39, 6= .40, and t = .93. The theoretical lag curves gener-
_afed by these parameters are shown in Fig. 2. It can be seen that the
observed date anq the predictions from the modél are in close agreement;
the minimum X° value is 43,67 based on 47 degrees of freedom (17'x 3 =51
. data points minus four estimated parametefs)wg It sghould be emphasizgd'
that the thrée curves are it simultanecusly using the same parametef

values, and the differences between the curves depend only on the value of =

-9In this:and all subsequent minimizations reported in this ﬁéper, r
was permitted to take on only integer values; Better f;ts can be obtained. °
by removing this constraint (e.g., in this case the minimum X2 is.h0336
Wheﬁ r = 2,-]_, o = 37, g = ,lml:, and T = ,91), but we prefer to efaluate

'the model assuming r 1is fixed for all subjects.
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used. The predicted probabilities of a correct response weilghted and
summed over all lag positions are .562, 469, and 426 for s equal to
bk, 6, and B, respectively; the observed values are .548, 472, and .421.

The estimeted value of O indicates that only 39 percent of the N-items
presentéd actually enter the buffer {(remember that O-items always entér the
rbuffer). At first glance this percentage may seem low,-bﬁt'a good deal of
mental effort may be involved in keeping an item in the buffer via reheargal,
and the subject might be reluctant to discard an item which he has been re-
hearsing before it is tested.. Actually; if ﬁhére were no long-term storage,
the subject‘s overall probability of a correct regsponge would be independent
of &. Thus it might be expegted that & would be higher the greater the
effectiveness of long-berm storasge in an experiment. The estimate of 6
found does not have a readily discernable interpretation, but the value of
T = .93 indicates that the decay in LTS 1s extremely slow. It ié noti
necessary to assume that any actual decay occurs--several alternative pro-
cesses are possible. For example, the subject could search LTS backwards
along a temporasl dimension, sometimes stopping the search beiore the in-
formation relevant to the tested item is found.lo

Next we examine the lag curves for the all-same condition. As indi-
cated earlier these curves should be less steep than the unconditional lag
curves. Thig would be expected beéause,Lin the all-game condift ions (whgre
the intervening trials all‘involve the same étimulus), once an intervening
item enters the buffer, every succeeding item will be an O-item and will

lOThe high value of 7 migh%t suggest that a reasonable fit could be

obtained setting 7 = 1. When this was done, however, the minimum :X2 was

62.74h with parameter estimates r =2, d = 42, 6 = .24,
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replace itself° Indeed, if q =.l and there is no LTS storage, the all-
same- lag curves would be level frqm lag L opward, The model applies dir-
ectly to this case. Define ??_ as the probability that an item resides
. in the buffer for exactly ‘j triza ls and islthen knocked out, given that

-all the intervening triels involve the same stimulus. Then

8 - 7T

(L-a) o, for =0

*
ﬁj =

(8)

*\[ S - T i-1 O )
(l- 60)[5 a1 (l'_a);], ';E;] , Tor >0 .

It can easily be seen that the '6§ nave the above form. For an item
.fo be knocked out by the jth succeeding item it is ﬁecessary that the
following holds: (1) the item enters the buffer initially; (2) the follow-
ing items must be new items and must not enter the buffer for j - 1 trials
(cleérlj,.if the first intermediate item is an N-item, then'iﬁ the gll-same
Condiﬁidn each succeeding item has fo Ye an N-item until one of the items
enters fhé buffer); (3)Tthe jth fbilowiﬁg‘item'enters the buffer and
knoclks out the item of interest. The predicted lag curves for the all-same
condition may be calculatéd substituting 5? for'rﬁj' in Eg. 4, The par-
ameters found in fittiﬁg the unedndiﬁional lag'éUrves'in Fig. 2 were used
}fé generate pfedicﬁions for the allnsamé éondition; and the predicted lag
‘curves éfé éresentéd in Fig. 3. The fit is excellent as indicated by a
K of 26.8 based on 21 degreecs of fféedoﬁﬁ

" Next we turn to the lag curves for the all-different condition. Con-
siderations similar to those presented in the discussion of the all-same

Gata lead to the predittion that the all-different lag curves will be

steeper than the unconditional lag curves. 'Uﬁfbrtunately there were
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relatively few observations in this condition and the data is fairly un-
stable. Nevertheless we shall apply the model to these data in large part

because the mathematical technigues involved are rather interesting. Define

Bé% = the probability thalt an item will reside in the
buffer for exactly j trials, given that the
intervening stimuli are all differsnt.

It can be guickly demonstrated thet an attempt to develop the B equa-
tions d%recﬁly‘does not succeeq3 p?imarily because the probability of
presenting an N-item changes from trial to trial. The soluticn is to view

the process an an inhomogenecus Markov chain with -xr + 1. states. The firsty

state will correspond to the event that. the item of interest is currently

not in the buffer. - The other - r sftates will denote the conditions in

which the item of iﬁterest is in the buffer and m (m =0 to r - 1) of
the reﬁaining places.iﬁ.the buffer are.filled with itenms that'have aireadj
been presented in the seguence of all-different items. For the sake of
gimplicity we shali devéiop'the process for the case where r =2 since

rthe all-different curves will be fit using the parsmeters estimated from

the unconditional lag curveg., It ig eazsy to see how to generalize the method
to larger velues of .

- To start with, define B ag the state in which the item of interest
ig not currently in the buffer. Define BA as the state where the item of
interest is in the buffer and the other slot of the buffer is occupied by
an item which has already been presented in the sequence of ali-different
items. Define BA as the state in which the item of interest is in the

buffer and the other sglot of the buffer ig not occupied by an item which
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‘has already been presented in the sequence of all-different iﬁtervening
items. Then the following matrix describes transitions from intervening

trial k to intervening trial k + 1:

Trial k + L
B BA BA
B 1 ' o ' 0
) a a _
Trial BA 5 1 - 5 o 0 (9)

e T L T )

The starting vector at %k = O  is as follows;

B . BA BA.
5-2

[3"2 (L-@) o 1-

s

(1.-@)} .

Let the probability of being in state B on intervening trial k be
pk(B). Then | |
» pj(B) - pj_l(ﬁ) s for § >0

J po(ﬁ) y for j =0

where - pO(E) = (1-a)(s -2)/s.

In order to determine pk(ﬁ) we used a computer to mpltiply the start-
ing vector by the transition matrix the appropriate number of times. This
was done using the parameter values from the it of the unéonditional lag
curves. The Bg* were then computed and the lag curves generated as before.
The predicted curves are shown in Fig. 4. Considering the lack of stabllity

in the data, the fit is not too bad. The X2 was 64.8 based on 15 degrees

of freedom,
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The model 1s not explicit regarding.the liﬁelihood of the previously
cerrech response.being.incorrectly émitted at the time.of test. Neverthe-
less, the interpretation of the LTS retrieval ﬁroéess which postulates a
témporal search of gtored iteme suggests that thg previously cerrect informa-
ﬁion may be accldentally found during retrieval, thus heighﬁening the proba-
bility that the prior responge wiil be giveno A glight anomalj.here is
that in the data this probablllty appears to be independent of lag Whlch
'mlght not be predlcted from the precedlng argument

Slmllarlyg the model doeg not make predictions concernlﬁg the proba—
bllity that a response in the current response set will be gilven as an error,
However, there will be overlap between the current responss set and the
items.stored in the buffer;_ it does not seem unreasonable that‘subjects.
whqlcannof fing the correct response in their gearch of the buffef and s
might tend to guess by favoring & response currently in the buffer. The
deta indicate: that this tendency is above the chance level, This suggests
that our assumption of a guessing level of 1/26 could be sllghtly 1naccurate°
In future work it may prove necessary to postulate a changing guessing level
which declines toward the reciprocal of the number of responses only as the
lag tends toward infinity,ll

We now consider the implicit assumption involved in fitting curves for
group daLa——namely that the subjects are homecgeneous. A direct approach

would be to fit the model to each subject's data separately. This was done

llOur use of the term ''guessing level" in this context is itself mig-
leading because it seems clear that the subject 1s using stored Information

concerning recent responses while "guessing.”
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under the restriction that three adjacent lags be Iumped infto a single
point (there were not enough observations to guaranteé stablé lag curvés
Ifrom individual subjects without lumping adjacent points). Thus the model
was fit independently to the data from each subject in the same mannef'that
the grbup date was fit (naturally, for éach set of pafameter valueé coﬁ— |
sidered, the predicted lag éurves were lumped in the éame manner as the
observed data). The fredictions-of the model yielding minimum s for
each subject are presented.in Table 1 along with the observed data; Alsd
given are the‘minimum- X2 values and the parametef estimates for each sub-
‘ject. It is somewhat difficult at this point to decide the question of
homogeneiﬁy of the subjects. in order to do so,'the lag curﬁes.for.éach..
subject were pfedicted using a single set of parameters; mamelyﬂfhése
valﬁesqestimated from the group data. When . this was doné the sum of the:
Xe values over subjects was 359.9 with 131 degrees of freedom. The sum of
.the' X2 .when éach subjegt was fit with a geparate 5est sét of ?arameters
ﬁas 285.4 with 99 degrees of freedom. The ratio of the two Xe'sS each
divided by its respective degrees of freedom, 1s 1.05. This suggedts
that the assumptidn of homogeneity of subjects 1s not unreascnable.
Bxperiment IT

-Expefimenﬁ II was ideﬁtical to Experiment I in all respecté except
the folloﬁing. In Experiment I the set of s - stimuli was the same through-
out an experimental session, with only the asscciated responses being |
~changed on each trial, while in Experiment IT all.lOO stimuli were avail-
able for use 1n each session. In fact, evefy stimulius was effectively an
N-item since the stimulus for esch study trial was selected randomly from

the set of all 100 stimuli_Under the restrictionfthat no gtimilus could be
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wsed 1f 1t had been tested or studied in the previous fifty trials. There
were still three experimenﬁalléonditions with s equal to 4, 6, or 8 de-
noting.the numbef of items that the subject'was reqpiréd to try to remember
at any point in time. Thus a session began with either 4, 6, or 8.stu&y
trials on different randomly selected stimuli each of which was paired with
a.randomly selected response (from the 26 lettersj; On each trial a stim~
ulus iﬁ ﬁhe.current to-be-remerbered set was presented for test. After

the éubject made his response hé was instructed‘fb forget the item,hé had
Jjust been tested on, since he would not be tested on it againa' Following
the test a new stimulus was selected (one that had not appeared for at
least fifty trials) and randdmly paired With a response for the Subject

to Study; This.procedure is qgquite different ffbm Bxperiment I.where the}
study stimuius'was always the one just tésted°

Denote an item presented for study on a trial as sn O;item (old item)

if the item just tested was at the moment of test in the buffer. Denote

en item presented for study as an N-item (new item) if the item just tested
was not in the buffer. This Serminclogy conforms precisely to that used %o
deacribe Exberimeﬁt i, If an O-item is presented there will be at least
one sfot in the buffer occuﬁied by & useless item (the cnme just tested).
TIf en N-item is presented, the buffer will be fiiled with information of
the same value as that before the test. If we assume that an N-item has
'frobability C  of entering the buffer, and that‘an O~item will always
eﬁtér ﬁhe buffer and knock out the item just made useless, then the thecry
uged to analyze Experiment T will apply here with no change whatsoever.

In this case we again expect that the lag curves for s = L, 6, and 8 would

be separated. In fact, given the same parameter values, exactly the same
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predicted curves would be expected in Experiment IT as in Experiment I,
We may hafe some doubt, however, that the assumptions regarding N-

items and O~items will still hold for Experiment ITI. In Experimeﬁt 1 the
_Stimulus Jjust tested was re-paired with a new response, virtually forcing
the subject to replace the cld response with a new one[if the item was.in
fhe buffer. To put this another_way, if an item is in the buffer when
tested, only a minor change need be made in the.buffer to enter the suc-
ceeding'study item: =& single response is replaced by another. In Experi-
ment II, however, a greater change needs to be made in order to enter an
O-item; both a stimulus and a response member have to be replaced. Thus

an alternative hypothesls which could be entertained holds that every enter-
ing item (whether an N—iteﬁ or an O-item) has the same probability @ of
entering the buffer, and will knock out any item currently in the buffer
ﬁith egqual likelihood. In this case there will be no predicfed differences
among the iag curves for the s = L4, 6, and 8 conditions.

Results

The observed lag curves for Experiment IT are displayed in'Figo 5n_

The number of observations at each point rangé from 1069 for lég O.in condi-
tion s =4 to 145 for lag 17 in condition s = 8. It should be emphasiéed
that eﬁcept for the procedural changes described above and the fact.that a
new sample of subjects Wés used in Experiment II, the experimental éoﬁditions
and operations were identical iIn the two experiments. The important.ééinf

of interest in this data is that lag curves for the three conditions appear
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to overlap each other,l2 For this reason we lump the three curveg to form
the single lag curve displayed in Fig. 6.

Theoretical Analysis

Because the lag curves for the three conditions are nof separated
we assume that every item has an independent probability, &, of entering
the buffer. If an item does -enter, it randemly knocks out any one of the

items already there. Under these assumpbtions we define

.53 = probability that an item will be knocked ocut of the
- buffer by exactly the jth succeeding item.
For this event to haﬁpen the foilowing must hold: (1) the item must enter
the buffer initially; (2) the item must not be knocked out for j - 1~
trials; (3) the item must be knocked out by the jth following item.
Therefore
(11)

] . .
Bj - o, 9"t g
’ r

(1 - 5%)(1 - ;) , for 3 >0

where a/? is the probability that an intervening item will knock out the
item of interest.

The curve in Fig. 6 was then Tit using the minimum XE technique.
The parsmeter estimates were r =2, & = ,52, 6 = ,17, and T = ,90;
the minimum N valﬁe was 14.62 based on 13 degrees of freedom. It can
be seen that the £it is excellent. Except for r, the parsmeters differ

somewhat from those found in Experiment I, This result is not ftoo ;

leTo determine whether the three curves in Fig. 5 differ reliably, the

proportions correct for each subject and condition calculated and

then ranked. - An'analysis @f variance for correlated means

did not yield significant effects (F

= 2,67, 4f = 2/16, p > .05).
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surprising considering the fact that the two experiments employ quite
different précedures even though on logical grounds they can be regarded
as_equivalent,
Discussion

The difference in the effects of stimulus set size found in Experi-
mehts I and IT suggesté that the subject engages in an active decision
process as each item is presented. This decision involves whether or not
to enter the item inte the memory buffer. The subject may aléo engage in
a related declision regarding whether or not to transfer information on a
given item to LTS, The experiments reported in this paper do not bear on
1hié”second ?oint, but this type of decision undoubtedly would be important
in studies of learning where each entering item may have been sgtudied before
as in the typical palred-associate paradign.

'. An extended discussion of the relation of this model to other theories
of memory may be found in Atkinson and Shiffrin (1965). The following
points, however, are worth brief mention here. The model contains both
all-or-none and incremental components: retrieval from the buffer is all-
orfﬁone and the bulldup and decline of information in LTS in incrementsl.
It is possgible, however, to view LTS in a more discrete faghion than was
done in this paper. For example, the transfer process might involve meking
partial copiéslof items in the buffer and then placing them in LTS. The
number of copies made, of course, could depend on the length of time the
item resided in the buffer, With one such copy the subject may be able to
make a correct recogniticn reéponse5 Whereas muitiple copiés Would_be needed
for a correct recall response. Retroactive ipterference effects aré alsgo

represented in the model. A sharp retroactive interference effect occurs
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in the buffer caused by the knockout procegs; a weaker effect occcurs in
LTS which is represeﬁted by the decay process. While proactive interfer-
encé effects are nof explicitly handled in ‘the preéént paper, the general
statement éf the modél.includes a representation of them (Phiilips, Shif-
frin, and Atkinson, 1966)° In the present study it is assumed that inter-
ference caused By preceding:items in the sequence averages out at each
‘lag. TFinally, we note that other writers, in particular Broadbent (1963),
Bower (1966), and Estes (1966}, have presented theoretical models which

mesh nicely with the conceptualization presented here.
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Appendix

Throughout this paper it has been assumed that information is trans-
ferred to'LTS at a constént rate, &, during the entire period that an item
resldes in the buffer.. Thus, i1f an ltem remains in the buffer for j trials,
'j6 1s the amount of information transferred to LIS.. Although‘this process
seems reasonable tq us, alternative schemes can be proposed,._In_particular,
it can be assumed that an amount of infofmation equal to__Q is transferred
to T8 at the time an item enters the memory buffer, and that this ends
the transfer process for that item independent of any further time that it
staysin the buffer., Thus any item that enters the memory buffer would have
the same amount of informabion transferred to LTS. Two versions of this
new model now come Lo mind: $he Information in LTS may start decaying at
once, or the information may not start decaying until the item is knocked
out of the memcry buffer. These two versiong are represented by the follow-

ing retrieval functicns:

" .
ot o1 (- g)expl o] (&)
B =-4 :
pgj) =1 - (L-g)expl-817 797 . (B)
In order to make predictions from these models pgg) and pi?) wers sub-

stituted for pij in Eq. 47 These two models were then fit te the uncon-
qitional lag curves from Experiment I using the same method as before; 1.e.,
a minimum Xg estimate of the four parameters was obtained. For Model A
the minimum X2 was 5L.47 and the parsmeter estimates were r =2, & = .30,
g = .90, and 7 = L.0. For Model B the Xg procedure also yilelded a best
fit when =

the X2 and the parameter estimates are the same for both medels.

il

1.0. 8Since the Models A and B are identicsl when T = 1.0
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Because the minimum Xe's for Models A and B were somewhat larger
then that for the version in the body of the paper, and because the earlier
vergion seemed more reasonable, we have'relegated these two models to an
appendix. It should be noted, however, that these models do not reguire
the assumption of a decey process. More precisely, the assumption of a
decay process does not imprdve the fit of Mbdels A and B (i,eo,.when T
eqﬁals one the mcdels predict no decay in LTS). These alternative models
are of interest also because they represenf various branches of The general
family of multi-process ﬁemory modéls formulated by Atkinson and Shiffrin
(1965), There remsin many other branchés, however, that are as yet unex-
plored. In this regard, it is interesting to speculate that a medel post-
ulating:a'larger amount of information transfer when an item first enters
the buffer, with smaller amounts_'thefeafter3 might fit The data as well as

the version in this paper without réqniring an LTS decay process.
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Abstract

A general theoretical framework i1s developed in which to view memory
and learning. The basic model 1s presented in terms of a memory system
having two central components: a transient-memory buffer and a long-term
store. Fach stimulus item is postulated to enter a constant-sized push-
down memory buffer, stay a variable amount of time and leave on a probabill-
istic basis when displaced by succeeding inputs. During the period that
each item resides in the buffer, copies of the item are placed in the long-
term store. The remaining feature of the model is concerned with the
recovery of items from the memory system at the time of test., If at this
time an item is still present in the buffer, it is perfectly retrieved.
If an item is not present in the buffer, a search of the long-term siore
is made. This search is imperfect and the greater the number of items in
the long-term store, the smaller the probability that any particular one
will be retrieved. The model is applied to a set of experiments on paired-

associate memory with goeod success.



Some Two-Process Models for Memoryl
R. C., Atkinson and R. M, Shiffrin

Stanford University

A model for memory will be outlined in this paper. The experimental
framework for which the model was constructed is that in which a series of
items is presented to the subject who is then required to recall one or
more of them, A familiar example is the'digit span test in which the
subject is required to repeat a series of digits read to him, A typical
finding in digit span studies is that performance is error free until a
critically large number of digits is reached. Thus a short-term memory
system, called the "buffer,” is proposed which may hold a fixed number of
digits and allows perfect retrieval of those digits currently held. Errors
are made only when the number of digits presented exceeds the capacity of
the buffer, at which time the previous digits are forced out of the buffer,
We propose, in addition, a long-term memory system (abbreviated LTS for
long-term store) which allows items not present in the buffer to be recalleﬁ
with some ~DPrcobability between O and 1. This two-process model will be
presented in the first part of the paper and then applied to data from an

experiment in paired-sssociate memory in the second part of the paper,

Figure 1 shows the overall ccncepticn., An incoming stimulus item
first enters the sensory buffer where it will reside for cnly a brief
period of time and then is trangferred te the memory buffer. The sensory
buffer characterizes the initial igput of the stimulus item into the
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nervous system, and the amount of information transmitted from the sensory
buffer to the memory buffer is assumed to be a function of the exposure
time of the stimulus and related varlables. Much work has been done on

the encoding of short-duration stimuli (e.g., Estes and Taylor, 196h4;
Mackworth, 1963; Sperling, 1960}, but the experiments considered in this
paper are concerned with stimulus exposures of falrly long duraticu (one
second or more). Hence we will assume that all items pass usccessfully
through the sensory buffer and into the memory buffer; that is, all ltems
are assumed to be atiended to and entered correctly into the memory buffer.
Throughout this paper, then, it will bé understood that the term buffer
refers to the memory buffer and not the sensory buffer. Furthermore, we
will not become involved here in an analysis of what is meant by an "item.”
If the word "cat" is presented visually, we will simply assume that what-
ever lg stored in the memory buffer (be it the visual image of the word,
the auditory sound, or some vector of information about caﬁs) is sufficient
to permit the subject to report back the word "ecat" if we immediately ask
for ito This gquestion will be returned to later. Referring back to

Fig. 1, we see that a dotted line runs from the buffer to the "long-term
store” and a solid line from the buffer to the "lost or forgotten' state.
This is to emphasize that items are copied inte LTS without affecting in
any way thelr status in the buffer. Thus ltems can be simultanecusly in
the buffer and in LTS. The solid line indicates that eventually the item
will leave the buffer and be lost. The lost state is used here in a very
special way: as soon as an item leaves the buffer it is sald to be lost,
regardless of whether it is in LTS or not. The buffer, it should be noted,
is a close correlate of what others have called a "short-term store"
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(Bower, 1964; Broadbent, 1963; Brown, 1964; Peterson, 1963) and "primary
memory" (Waugh and Norman, 1956). We prefer the term buffer because of the

wide range of applications for which the term short-term stcre has been used,

Figure 2 illustrates the workings of the memcry buffer. The properties
of the buffer will be examined successively.

1. Congtant size. The buffer can contain exactly r 1tems and no

more, This statement holds within any experimental situaticn. The buffer
size will change when the type of items change. For example, if the ltems
are single digits, the buffer size might bé five, but if the ilems are five-
digit numbers the buffer size would correspondingly be one., We should

like eventually to be able to permanently fix the buffer size on a more
moleculdr basis than "items": for example, on some such basis as the amount
of information transmitted, or the length of the auvditory code for the
items. This is stlll an open guestion and at present the buffer size must
be estimated seperately for each experiment,

A second important point concerns what we mean by an item. In the ex-~
periments that the model is deslgned to handle there is a clearly separated
series of inputs and & clearly defined response. In these cases, the "item"”
that ig placed in the buffer may be consgldered to be an amount of Informa-
tion which 1g sufficient to allow emission of the corresct response.

2. DPush-down buffer: Lemporal ordering. These two properties are

equivalent. Ag it is shown in the dlagram the spaces in the buffer (hence-

forth referred to as "slots") are numbered in such a way that when an item

first enters the buffer it occupiles the rth slot. When the next item ig
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presented it enters the rth slot and pusghes the preceding item down to

the r-lSt slot. The process continueg in this menner until the buffer

is filled; after this occurs each new item pushes an old cone out on a

basis to be described shortly. The one that 1s pushed out is lost. Items
stored in slots above the cne that iz lost move down one slot each and the
incoming item is placed in the rth slot. Hence items in the buffer at

any point in time are temporally ordered: the oldest i1s in slot number 1
and the newest in slot r. It should be noted that the lost state refers
only to the fact that an item has left the buffer and =ays nothing regarding

the item's presence in LTS.

3. Buffer stays filled. Once the first r 1tems have arrived the

buffer is filled. FEach item arriving after that knocks out exactly cne
item already in the buffer; thus the buffer is slways filled thereafter,
Thisg state of affairs 1s agsumed to hold as long as the gubject is paying
attention. In this matter we tend to follow Broadbent (1963) and view the
tuffer as the inﬁut—output mechanism for information transmission between
the subject and the enviromment. At the end of a trial, for example,
attention ceaseg, the subject "thinks" of other things, and the buffer
gradually empties of that trial's items.

4, Each new item bumps out an old item. This occurs only when the

buffer has been filled. The item to be bumped out is selected ag a function
of the buffer position {which is directly related to the length of time
each item has spent in the buffer). Let

Kj = probability that an item in slot J of a full

buffer is lost when a new item arrives.



Then of cow se Kyt Ky toeeed K= 1, since exactly one item is lost.
Various schemes can be proposed for the generation of the «'s. The simﬁaest
scheme, requiring nc additional parameters, is to equalilze the K's: 1i.e.,
let Kj = 1/r for all j.

A useful one-parameter scheme can te derived as follows: the oldest
item (in slot 1) is dropped with probability 8. If that item is not dropped,
then the item in position 2 is dropped with probsbility &. If the process

reaches the rth slot and it also 1s passed over, then the process recycles

to the first slot. This process continues until an item is dropped. Hence

i-1
o o d1-3) 0

oo (1-®)F

It is easy to see that as & approaches 0, Kj approaches l/r for all
J, which was ‘the earlier case mentioned. On the other hand, when & = 1,
the oldest item is always the one lost. Intermediate valueg of & allow a
~ bump-out process between these two extremes., We would expect that the ten-
dency to bump out the oldegt item first would depend on such factors as the
serial nature of the task, the subject's instructions, and the subject's
knowledge concerning the length of the list he is to remember.

5. Perfect representation of items in the buffer. Items are always

encoded correctly when initially placed in the buffer. This, of course,
only helds true for experiments with fairly slow inputs, such as the
experiment to be tonsidered later in this paper.

6. Perfect recovery of items from the buffer. Items still in the

buffer at the time of test are recalled perfectly (subject to the "perfect

representation” assumption made above). This point leads to the guestion,




"What is stored in the buffer?" and "What is an item?" In terms of the
preceding requirement (and in accord with the mathematical structure of

the model) we may be satisfied with the definition, "an item is that

amount of information that allows cerrect performance at the time of test.”
Because the model does not require a more precise statement than the above,
it 1s not necessary in the present analysis to spell ocul the matter in
detail. Nevertheless, in view of the work of Conrad (1964), Wickelgren
(1965), and cthers on auditory confusions in short-term memory, we would
be satisfiled with the view that items iﬁ the buffer are acoustic mnemcnics
and sre kept there via rehsarsal, at least for experiments of a verbal

character,

7. Buffer is unchanged by the transfer process to LTS. We will say
more gbout LTS and transfer to it In the next section, but here it ﬁay be
said that whatever transfer takes place, and whenever the transfer takes
place, the buffer remains unchanged. That is, if a copy of an item is
placed in LTS, the item remaing represented in the buffer, and the buffexr
remaing unchanged.

Thig set of seven assumptions characterizes the memcry buffer. Now
we consider the long-term memory system. In recent years s number of mathe-
matical models for memory and lesrning have made use of & stafte labeled
"long-term store.” In most of these cases, however, the term is used to
denote a completely learned state. LTS in this case 1s used in a very
different manner; Information concerning each item is postulated to enter
LTS during the period the item remaing in the buffer. This information
may or mey not be sufficlent to allow recall of the item, and even if
sulficient information to allow recall is stored, the subject may fail to
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recall because he still must search LTS for the appropriate infeormetion.

There are many possible representations of the transfer process to
LT5. Let 913 be the transfer parameter representing the smount trans-
Terred to LTS of an item in slot 1 of the buffer between one item pre-
sentation and the next if there are currently J 1temsg in the bufifer. In
the present wversion eij is the prcbability of copying an item into LIS
during each presentation period.

For this discussion we will assume that 6 does not depend on the

position in the buffer, but does depend on the number of other items

currently in the buffer. The justification for this is based on the amount

of attention that an item will recelve during each presentation pericd;
thus an item will receive r +times as much attention if it 1s the dnly
item in the buffer than if all ¥ buffer positions were filled. Hence
aij is set equal to G/j, 1t 1s further assumed that there may be more
than one copy of any item in LTS. Since one copy may be; made during each
presentation pericd, the maximum number of copies that can exist in LTS
for a particular item equals the number of presentation perilods that the
ltem stayed in the buffer.

The retrieval rulés are relatively simple., At the time of test any
ltem in the buffer is recalled perfectly. If the item is not present
in the buffer then & search of LTS is made. If the item is found in LTS
it is recalled; if not, then the subject guesses. The search process the
subject engages In is postulated to be a sesrch made uniformly with
replacement from the pool of items in LTS which are not in the buffer.

{&n alternative scheme is to pick from all the items in LTS, which gives




very similar results to those given by the stated scheme.) In particular,
the subject is sgid to make R random picks in LTS; if none of these
pi¢ks finds the desired item, 1t is reported; otherwise the subject guesses.

The mathematical develcpment of this model 1s presented in Atkinson
and Shiffrin <1965)° For present purposes, it 1s sufficient to note that
there are four parameters avaeilable to fit the data: r, the buffer sizej
8, the transfer probabllity; &, the tendency to bump out theloldest item
in the buffer first; and R, the number of searches into LIS.

We now turn to an experiment in human paired-associaste memory (Phillips,
Shiffrin, and Atkinson, 1967). The experiment involved a long series of
discrete trials. On each trial a display of ilems was presented. A dig-
play consisted of a series of cards each containing a small colored patch
on one side. Four colors were used: black, white, blue, andigreen. The
cards were presented to the subject at a rate of one card every twe seconds.
The subject named the color of each card as it was presented. Once the
color of the card had been named by the subject 1t was placsd face down
on a display board so that the color was no longer visible, and the next
card was presented. After presentation of the lagt card in a display the
cards were in a straight row on the display board: the card presented
first was to the subject's left and the most recently presented card to
the right. The trial terminated when the experimenter pointed to one of
the cards on the display board, znd the subject attempted tec recall %he
color of that card. The subject was instrucied to guess the color if un-
certain.

Following the subject's response, the experimenter informed the sub-
Jject of the correct answer. The display size (list length) will be denoted
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ag d. The values of d wused in the experiment were 3, 4, 5, 6, 7, 8, 11,
and 14. BRach display, regardless of size, ended at the same place on the
display board, so that the subject knew at the start of each display how
long that particular display would be. Twenty subjects, all females, were

run for a total of five sessions, approximately 7O trials per session.

Figure 3 presents the proportion of correct responses as a function
of the test position in the display. Display sizes 3 and 4 are not graphed
because performence was essentially perfect for these cases. Observed
points for d =8, 11, and 14 are based on 120 cbservations, whereas all
other points are based on 100 observaticns. Serisl position 1 designates
a test on the most recently presented item. These data indicate that for
e fixed display size, the probability of a correct response decreases to
some minimum value and then increases. Thus there is a very powerful
recency effect zs well as z strong primacy effect over a wide range of
display sizes. Note also that the recency part of each curve 1s S-shaped
and cculd not be well described by an exponential function. Reference to
Filg. 3 also indicates that the coversll proportion correct is a cdecreasing
function of display size.

The model was fit to the data using a minimum chi-square fechnique.
The details are presented in Atkinson and Shiffrin (1965). It will merely
be pointed out here that the value of r was setb equél to 5 before the
minimizaticn because performance was essentially error free for 1list lengths

of 5 and less. The other three parameters were fii using a grid search
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procedure on a computer. The parameter estimates were as follows:

8 = .39
5 = .72
8 = 3.15

The predicted curves are given in Fig, 3. It should be emphasized
that the same I parameters are used to fit the serial position curves for
all five list lengths. It can be seen that the fit is qulte good with a
minimum chi-square of 46.2 based on 43 degrees of freedom.

We have outlined only one example of how this model can be applied
to data. Other applicetions of the model have been made including experi-
ments involving a continuous-presentation memory task, free-verbal recail,
paired-associate learning,and serial-anticipatory learning; also, the model
hag been used to perdict not only response probabilities, but confidence
ratings and latency data. Time does nol permit us to present these develop-
ments here; for.a review of such applicationg see Atkinscn and Shiffrin
(1965), Atkinson, Brelsford, and Shiffrin {1967), Brelsford and Atkinson
(1967), and Phillips, Shiffrin, and Atkinson (1967). In conclusion, it
should be pointed out that éf all the assumptions intrcduced, three are
crucial to the theory. Firét is the set of buffer assumptions; i.e.,
constant size, push-down list, and so on. Second is the assumpbicn that
items can be in the buffer and LTS simultanecusly. Third is what was called
the retrieval process--the hypothesis that the decrement in recall caused
by increasing the list length occurs as the result of an lmperfect search
of LTS at the time of test. Within this framework, we feel that a number
of the results in memory and learning can be described in quantitative
detail.
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 SECTION 1. INTRODUCTION

This paper is divided into two major portions; the first outlines
a general théofetical framework in which to view human memory, and the
second describes the results of a number of experiments degigned to .
test specific models that can be derived from the overall theory.

The general theoretical framework, set forth in Sections 2 and 3,
categorizes the memory  system along two major diménsions. - One categori-
zation distinguishes permanent, structural features of the system from
control processes that can be readily modified or reprogrammed at the
“will of the subject. Because we feel that this distinction helps clarify
a number of results, we will take time to elaborate it at the outset.
The permanent features of memory, which will be referred to as the memory
‘structure, inecliude poth the physical system and the built-in processes
that are unvarying and fixed from one situation to another. Control
processes, on the other hand, are selected, constructed, and used at
..the*obtion of the gubject and may vary dramatically from one task to
_another even though superficially the tasks may appear very similar.
The use of a particular control process in a given situation will depend
vpon such factors as the nature of the instructions, the meaningfulness
of the material, and the individual subject's history.
| . A computer analogy might help illustrate the distinction bhetween
‘memory structure and. control processes. IFf the memory system is wiewed
as a computer under the direction of a programmer at a remote console,
then both the computer hardware and those programs built into the system
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that cannot be modified by the programmer are anzlogous to our structursl
features; those programs and instruction sequenceg, which the programmen
can write ot his consolé; andhwhibh dete?ﬁiné‘the operation of the com-
'puter, are analogous to our control procegses. In the gense that the
compuber's method of processing a given batch .of data depends on the
operating program, so the way a stimulus input 1s processed depends on
the particular control processes the subject brings into play. The
structural components include the basic memory stores; examples of
control processes are coding procedures{ rehearsal operatlons, and
search strategies.

Our second categqrization_diviﬁes memory into three structural ..
components: the sensory register, the short-term store, and the long-term
store. Incoming sensory information first enters the sensory register
~where 1t resides for a very brief period of time, then decays and-is
lost. The short-term store 1s the subject's vorking memory; i1t recelves
selected inpubs from the sensory register and also from long-term store.
Iuformation in the short-term store decays completely and is logt within
a period of about 30 seconds, but a control process called rehearsal can
maintain a limited amount of information in this store as long as the
~subject desireé. The long-term store is a Tairly permanent repogitory for
information, information which 1s transferred from. the short-term store.

lote that "Gransfer' is not meant to imply that information is- removed
from one store and placed in the next; we uge transfer to mean the copy-
ing of selected information from one store into the next without. removing

this information from the original store.




In presenting our theoretical framework we will consider first the
structural features of the system (Section 2) and then some of the more
generally used control processes (Section 3). In both of these sections
the discussion is organized first arcund the sensory register, then the

/

" short-term store, and finally the long-term store, Thug', the outline

of Bections 2 and 3 can be reprasented as follows:

Short- Long-

Sensory Term Term

Regigter Store Store
Structure Bec. 2.1 Sec, 2.2 Sec. 2.3
Control Frocesses Sec. 3.1 | Sec., 3.2 Sec., 3.3

These first sec%ibns of the paper do not present a finighed theory;
instead they set forth a general framework within which specific models
can be formulated. We attempt to demonstrate thét a large number of
results mey be handled parsimoniously within this framework,aven without
coming to final decigions at many of the choice pointg that occur. At
many cholce points several hypotheses will be presented, and the evi@ence-
that is available to help make the cheice will be reviewed. The primgry
goal of Sections 2 and 3 is to justify our theoretical framework and to
demonstrate that it ig a.useful way of viewing a wide variety of memory
phenomensa . |

The remaining sections of the paper present a number of precise
models that satisfy the conditions imposed by our general theoretical
framework. These sections also present data from a series of experiments
designed to evaluate the models. Section 4 is concerned with an analysis

of short-term memory; the model used to analyze the data emphasizes a
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control process based in the shori-term store which we designate a
rehearsal buffer. . Section 5 presents severa% expe;imeptslwhichrahed

© some light upon processes‘in'the‘longeferm‘store, especially subject-

contrelled search wif)r'(ace_s's.es_° Some of the experiments in Sections Aland 5
have been reported by us and our co-workers in previous publications,
but the earlier treatments were primarily mathematical whereas the
rresent emphasis is upon.discussioh aﬁd overall.synthesis.

© If the reader is willing to acceptjour.overall framework on a
provisional'baéié and'wishes td proceed:at once to the speéific modeis

and experiments, then he may begin with Section 4 and as a prerequisite

need-only read that portion of Sectlon 3.2 concerned with the rehearsal

.buffer.



SECTION 2. STRUCTURAL FEATURES OF THE MEMORY SYSTEM

This section of the paper will describe the permanent, structural
features of the memory system. The basic structural division is inio
the three components diagramed in Figure 1; the sensory register, the
short-term store, and tﬁé lonthérm store.

When a stimulus is presented there is an immediate registration of
-Ithat stimulus within.fhe apbropfiaté sensory dimeﬁsionsﬁ‘ The form of
this registration'is fairly well understood in the case of the visual

syetem (Sperling, 1960); in fact, the particular features of visual
registration (including a several hundred millisecond decay of an initially
Vaccurate visual:image)“éllbw ﬁs po$iti§§1y to identify this system as a
distinct component of memory. It is.obvious that.inéoming information

in other sense modalities also receives an iﬁitiai registration, but it

is not clear whether these other registrations have an appreciable decay
period or any other featurgs_which would enable us to refer to them aé
compohents of memoryor

The second basic component of our system is thg-short-term store.
This store may be regardéd as the suﬁjeét's "working memory.”" Informa-
ticn entering the short-term store is assumed fo decay and disappear

completely, but the time reguired for the informstion to be lcst is
congiderably longer than for the gensory regigter. The character of the
information in the short-term store does nbt.depend necessarily upon the
form of the sensory input. For example, a word presented visuélly may

be encoded from the visual sensory register into an auditory short-texm
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store., Since the auditory'short-term system will play a mgjor role in
'rsubéééueﬁt discﬂséidns;'we shall use the abbreviation a-v-1 to stand for
auditory;verbdi—iinguistic store. The tfiple term i5 used recause, as
we shail éee, it is'nof easy'to sepafaﬁe'theée‘thfée‘fuﬁétions:'y'“

The exact rate of decay of iﬁformation in the short-term store is
'aifficuli'to estimate bécéuse it is greatly influenced by sﬁbéectmédntrolled
processeé. In the a-v-1 mode, for example, the subject can:invbke"fé-
hearsal mechanisms that maintain the infoymation in STS and thereby
complicate the problem of measuring the structural charactefistiés of the
decay prdcess.'.Hdwever, thé"available'evidénce suggests that information
repfesented in the a-v-1 mode decays and is lost within a period of about
15 to 30 seconds., BStorage of information in othér modglities is less well
'ﬁhdérétoodwand, for reasons to be discussed later, it is difficult to
'aééign values to their decay rates.

The las%”méjor Coﬁponenﬂ of cur syétem is fhé'ldngFterm'storea"This
store differs from the preceding ones in that information stored here
ddés not decay and become lost in the same manner. All information
eventually is completely lost from the Sensory regisfer and the short-
term store, ﬁhereas iﬁforﬁation in the long-term store 1s rélativéiy
permanent (althoﬁgh it may be modified or rendered temporarily-irfetrievable
‘as the result of other incoming informetion). Most experiméﬂté'in the
literature dealing with long-term sftore have been concerned with storage
in the a-v-1 mode, but it is clear thet there is lohg~term memory in
éach of the other sensory modalities, as demonstrated by an'ability'to
fecognize stimuli presented to these senses. There may even be informa-
tion in the long-term store which is not classifiable into, any of the
sensory modalities, the prime example "being temporal memory.
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: The flow of infdrmation among thé thre¢ systems 1is %o allarge degree
;pnder the control of the subjéct. Note that by information flow and
- transfer beiween stores we refef‘to the same process: the copylng of
selgcted information from one store into the next. This copying takes
place Without the transferred information being removed from its o?iginal
store. The.informatiop remains in the store from which 1t 1s trgnsferred
and decéys according to the decay characteristics of that store. In con-
sidering Information flow in the system we gtart with ite initial input
_into the sensory register,‘ The next step.is a subject-controlled scan
of the informetion in the register;:as é_result of this scen and an
associated search of long-term siore, selected information is intfoduéed
_into Short-term sto:ef_ We assume that transfer to the long-term store
takes place throughout the period tﬁat information resides in fhe'short-
term store, although the amount and form of the transferred informstion
islmarkedly influenced by control processes. The possibility that there
may be direct transfer to the long-term store from the sensory reglster
is represented by the dashed line in Figure 1; we do not know whether
such transfer occurs. Finally, there is tranéfer from the loné-term
étore to the short-term store, mostly under the control of the subject;
such transfer occurs, for example, in problem solving, hypothesis-testing,
~end "thinking" in general.

This brief encapsulation of the system raises more questions than
it answers. th yet mentioned are such features as the cause of the
decgy 1n each memory store and the form of the transfer functions between
the stores. In an attempt to specify these aspects of the systen, ﬁe
now turn to a more_detaile@ outlire including a review of some re;evant

literature.




2.1. 'Seﬁsory Register.

The.prime example of a sénsory register is fhe.shbrt—term visual

' | imagé_ invést’igated by Sperling (1960, 1963), Averbach and Corielil (1961),
Estes and Taylor {1964, 1966) and others. As reported by Sperling (1967),
if an array of letters is presented tachistoscopically and the éubject

is instructed to call out as many letters as'possible, usuélly about six
letters are reported. Further, a 30-sécond delay between presentétion
‘and report does not cause a decrement in performance.. This'fact'(plus
the facts that confusions tend to. be based on auditory rather than.visual
similerities, and that subjects report rehearsingand subvocalizing the
_iétters) indicates that the process being examined is in the a-v-1
short-term store; i.e., sﬁbjects scan the visual image and transfer a
rumber of letters to the a-v-1 short-term store for rehearsal and output.
In order to study the registered visual image iteelf, partialwrepbrt
procedures (Sperling, 1960; Averbach and Sperling, 1961; Averbach.and
Coriell, 1961; Sperling, 1963) and forced-choice detection procédures
(Estes, 1965; Estes and Teylor, 196k, 1966; Estes and Wessel, 1966)

have been employed. The parﬁial—report method typilcally involves g
presenting a displey (usuelly a 3 x 4 matrix of letters and numbers )
téchistoscopically for a very brief period. After the presentation the
subjecf-is given a sigral that tells him which roﬁ-to report. If the
signal is given almost immediatelj after stimulus offset, the réqﬁested
informatioh is repofted with good precisicn, otherwlse considerable loss
oceurs. Thus we.infer that a highly accurate visual imege lasts for a
-short period of time and then dééays° It has also been establiShed that

succeeding visual stimulation can wipe out or replace prior stimulation.
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By vsing a number of different methecds, the decay period Qf‘the image
has been estimated to take several hundred millisécondsg'or a little more
depending on experimental conditions; that is, information can not be
‘recovered from this store affer a perlod of several hundred milliseconds.

Using the detection method, in which the subject must report which
of two critical letters was presented in a display, Estes and Taylor
(1964, 1966) and Bstes and Wessel (1966) have examined some models for
- the scanning process. Although no completely satisfactory models Eave
yet been proposed, it seems reasonably certain that the lettefé are
scanned serially (which letters are scanned séems to be a momentary
decision of the subject), and a figure of about 10 milliseconds to scan
one letter seems generally satisfactory.

Thus it appears fairly well established that a visual stimulué
leaves & more or less photographic trace which decajs during a peribd
.o several hundred milliseconds, and is subject to masking and replace-
ment by succeeding stimulation. Not known at present is the form of the
decay, that is, whether letters in a display decay together or individually,
probabilistically or temporally, all—brunone or continuouSlyo The reader
may ask whether these results are specific to extremely brief visual
presentations; although presentations of long duration complicate analysis
{because of eye movements and physical scanning of the stimulus), there
is no reason to believe that the basic fact of a highly veri&ical image
gquickly decaying after siimulus offset does not hold alsoc for lonéér
“visual presentations. It is interesting that the stimulation seems to

be transferred from the visual image to the a-v-1 short-term store,
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rather than to a visval short-term store. The fact that a verbal report
was reguested may provide the explanaticn, or it may'be that the visual
short-term store lacks rehearsal capaclty.

" There is nét-muéh one can say about reéisters inlsénSory medalities
other than the visual. A fair amount of work has been carried out on
the auditory system without isolating a registration mechanism.cdmparable
to the visual one. On the other hand, the widely differing structures
of the different sensory systems makes it questionablg whether we should
expect similar sjstems for registration. |

Before leaving the sensory register it is worth adding = few_qomments
‘about the transfer to higher order systems. In the case of_thgttransfer
from the visual image to the a-v-1 short-term store_it seems likely that

~a selective scan is made at the discretion of the subject.¥* A; Qaeh
element in the register is scanned, a matching program of soﬁe sort is
carried out against information in long-term store and the verbal "neme "
of the element is recovered from long-term memory and fed into the short-
term store. Other information might also be recovered in the long-term
search; for examplie, if the scanned element was a pipeapple, the_word,
its associates, the taste, smell and feel of a pineapple might all be
recovered and transferred to various short-term stores. This_communica—
tion between the sensory register and long-term store does not, however,

- permit us to infer that information is transferred directly to long-term

store from the register. Another interesting theoretical guestlon is

% “Sperling (1960) has presented evidence relating the type of scan

used to the subject's performance level. .
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. whether the search into long-term store 1s necessary to‘transfer informa-
tion from the sensory register to thglghort-term store within a.modality.
We see no a-priori theoretical reeson to exclude non—mediated trénsfer
 (e.g., why should & scan or match be necessary to transfer a.spoken

word to the a-v-1 short-term store). For lack of evidence, we leave

these matters unspecified.

' 2.2. Short-Term Store.

The first point to be exsmined in this section is the validity of
“the division of nemory intb short- and long-term stores. Workers of &
traditional bent have argued ageinst dichotomizing memoryx(é,go;"
Postman,'196h; Melton, 1963). We, however, feel there i1g much evidence
indicating the parsimony and usefulness of such a division. The argument
s often given that one memory is somehow "simpler" than two; but quite
" the opposité ig usually the case. A good exampie may be found in a
comparison of the model for free recall presented in this paper and the
model proposed:by Postman and Phillips (1965)n Aﬁy single_prdceés
éystem.makihg a fair attempf'to explain the mass of data currently avail-
.able.mﬁst, of ﬁecessity; be suffibiehtly complex that thé.term "single
process" becomes a misnomer. We do not wish, howevef, to engage in the
controversy here. We ask thé reader to accgpf oﬁr nodel proviSionaily
until its power to deal with data becomes clear. Still, some 3usfification
of our declision would seem indiéafed a{ this peoint. For this reason, we
turn to what ig perhaps the single most convincing demonstration of a
dichotomy in the memory system: the effects of hippocampal les;oﬁs .

reported by Miiner (1959, 1966, 1967). In her words:
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"Bilateral surgical lesions in the hippocampal region, on the mesial
aspect of thé tempofal iobés, producé a remarkably.éevére.and persisﬁent
memory di"sbn;der._ in humen pa..tie.nt.s, the pattern of breakdown providing
valuable clues %o the cerebral organizabion of memery. Patiemts with
thesge lesions éhcw no loés of preoﬁeratively acquired'skills, ané.in—
telligence‘as.measured by férmal tests is unimpaired, but, withsfﬁé
possible exééption of acguiring motor-skill; they seem 1arge1y iﬁcapable
hof adding hew.ipformation to the long-term.store,. This is trﬁehﬁhether
.acquisitiOﬂ.is measﬁred by free recall, recoénition, or 1éarniné.ﬁith
savings. Nevertheless; the immediaté registration of new inpuﬁ (és
measured, for exampie, by digit spén and dichotilc 1is£eﬂing %ééts)
éppéars fo take.placé norﬁally aﬁd material which can be encompassed by
vérbal reheérsal is held for ﬁany minutes without further 1oss'£hah that
éntéiied in thé inifial verbalizatiofi° Interfupfion of feheéfséi;:
.fegafdleés.of the ﬁafure of fbeldistfac£ing fésk, producéé imﬁédiéte
| forgetfing of what went before,.and some gquite simplé ﬁaté?ial'which
canﬂot be categorized in verbal terms decays.in 30 secohdé o; so,.even
without an interpoleted distraction. Material already in long-term
-.store is unaffected by the lesion, except for a certain amount of
retrograde amnesia for precperative events." (Milner, 1966).- Apparently,
a éhdrt—term store remains to the patients, but the lesionsrhave produced

a breakdown either in the ability to store new information in long-term
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store or to refrieve new information from 1t. These patients appear to
be incapable of retaiﬁing new material on a long-terﬁ basis. * |
As with most clinical research, hoﬁevér; there afé se&erai ﬁr&ﬁlems

that should be considered. first, the patients were in a.geﬁeréi.sense
ébnormal to begin with; second, once the meﬁory defect had.been-discovered,
the operations_were discontinuéd, leaving conly a few subjecté fof‘ébser-
vation; third, the reéults of fhe leéions éeem to be soméﬁhat'vafiable,
depending for one thing upon the size of the leéion, 'ther.larger lesions
glvzng rise to the full Syndromeo Thus there are only a few patlents
: who exhibit the deficit described above in full detaz_l° Ag s%artllng as
these patients are, there mlght be a temptatlon to dlscount them as
apomalles but for the following addltional findings. Patients who had
known damage to the hippocémpal é:ea.in onerhemispheré ﬁéfe tested for
memory deficit after an intraéarotid‘iﬁjection of sodium amytal teﬁpor-
-érily inactivated the othef hemispheree Controls were patients ﬁithout

known damage, and patients who received injections inactivating their

* A related defect in short-term memory, called Korsskoff's Syndrome,
‘has been known for many vears. Patlents suffering from this abnormal
condition are unable <o retain new events for 1onger than a few seconds
or minutes (e.g., they cannot recall the meal they have just eaten or
recognize the face of the doctor who treated them a few minutes earlier)
but their mémory for events and people prior to their illness remains
largely unimpaired and they can perform adequately on tests of immediate
memory spanor Recent evidence suggests that Korsakoff's Syndrome 1s
related to damage of brain tissue, frequently as the result of chronic
alcohoiism, in the hippocampal region and the mammillary body (Barbvizet,
1963).

b




the inactivated side is the dsmsged side, no deficit occurs; These

anomalous cases and their memory deficits therefore give strong support

. of 3, 6, 9, 12, 15 ang lS_seconds° The trigram, presented-auditorily}

~asymptote of about .08 at 15 to 18 seconds. Under the assumption that |

damaged side. A number of memory tests were used as a critericn for

memory deficit; the easiest consisted of presenting four pictures, dis-
Itracting the patient, and_theﬂ presenting nine plctures cohtaiﬁihg the
original four. IT thé'patieﬁt cannct identify the critical four pictures

then evidence of memory deficit is assumed. The resulis showed that in

almost all cases memory deficit occurs only after bilateral damage; if

side A ig damaged and side B inactivated memory defleit appears, but if
results suggest that the patients described above by Milner were not

to the hypothesis.of distinet short- end long-term memory stores.

- Mechanisms. Involvedin Short-Term Store. We now turn fto a discussion

of some of the mechanisme involved in the short-term store. The purpose

- of this section is not to review the extensive literature on short-term

memory, but rather to describe a few experiments which have been important
in providing a basils for our model. The first study in this category is
that of Peterson and Peterson (1959). In their experiment subjects

attempted to recall a single trigram of three consonants after intervals

was followed immediately by a number, and the subject was instructed to
count backwards by three's from that number until he received a cue to
recall the trigram. The probability of a correct answer was nearly

perfect at 3 seconds, then dropped off rapidly and seemed to reach an
the arithmetic task played the role of preventing rehearsal and had no
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direct interfefing effect, it may be concluded that = consonant.trigram
decays from short-term store within a period of about 15 seconds. In
terms of the model, the followiﬁg events are assumed to occcur in this
sltuation: the consonant trigram enters the visual register and ie at
once transferred to the a-v-1 short-term store where an attempt is made
to code or otherwise "memorize" the item. Such attempts terminate when
attention is given to the task of counting backwards. In this initiai
period a trace of some sort is built up in long-term store and it is this
long-term irace which accounts for the .08 probability correct at.long
intervals. Although discussion of the long-term system will come later,
one point should be noted in this context; namely, that the long-term
trace should be more powerful the more repetitions of the trigram before
aritimetic, or the longer the time before arithmetic. These effects
were found by Hellyer (1962); that is, the model predicts the probebility
correct curve will reach an agymptote that reflects long-term strength,
and in the aforementioned experiment, the more repetitions before
arithmetic, the higher the asymptote.

"It ghould be noted that these findings tie in nicely with the
results from a similar experiment that Milner (1967) carried out on her
patientg. Stimuli that could not be eagily coded verbally were used;
for example, clicks, light flashes, and nonsense figures. Five values
ﬁere assigned to each stimulus; & test consisted of presenting a par-
ticular value of one stimulus, followed by a distracting task, followed
by enother value of the stimulus. The subject was required to state
whether the two stimull were the same or different. The patient with

the most complete memory deficit was performing at a chance level after
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. 60 seconds, whether or not a distraéting.task was_given. In terms of

lfhe mbdel; the reduction to chance level-1s due to' the lack of a long-
' term.étore. That the reduction occurred even without-a distracting task
indicates that the patient could not readily verbalize the stimuli, and
thét rehearsal in modes other than the verbal one was eithér not possible
or of no value. From this view, the better aSymptd%ic performance demon-
‘strated by normal subjects on the same tasks (with or without distraction)
would be attributed to a long-term trace. At the moment, however, the
conclusion that rehearsal is lacking in non-verbal modes can only be
considered a highly tentative hypothesis.

We next.ask whether or not there are shori-term stores other than

in the a-v-1 mode, and if so, whether they have a comparable structure.
A& natural approach to'ﬁhis problem would use_stimuli in differentISEhsé
ﬁodalities and compare the dec?y curves found with or without a dis-
tracting task. If there was reason to believe that the subjects were
not. verbally encoding the stimuli, and if a relatively fast decay curve
was found, then there would be evidence for é sho%t—term memory in that
- modality. Purthermore, any difference between the control'grdup and the
group,with a distraéting task chould indicate the existence of a rehearsal
mechaniém. Posner_(l§66)'has undertaken several experiments.of this sort.
In one experiment.the subject saw the positioﬁ of alcircle on a 180
milliméter iine and later had.to reproduce it; in ancther the subject
_moved é leverlin a.éovéred'box a certain distance with only:kinesthetic
fee&back and later tried to reproduce it. In both cases, testing was
performed at O, Sé.lo,‘and 20 seconds; the iﬁterfal was filled with

either rest, or one of three intervening tasks of varying difficulty.
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These tasks in corder of increasing difficulty consisted of reading
numbers, adding numbers, and classifying numbers into categories. For
the kinesthetic task there was a decline in performance over 30 seconds,
‘but with.no obvious differences among the different intervening conditions.
- This could be taken as evidence for a short~term kinesthetic memory with-
out a rehearsal capability. For the visual task, on the other hand,

_ there was a decline in performance over the 30 seconds only for the two
mpst difficult intervening tasks; performance was essentlally constant
over time for the other conditions. One possibility, difficult to rule
out, is that the subjects’ performance was Eased on a verbal encoding

of the visual stimulus.  Posner tends to doubt this possibility for
reasoﬁs that include the. accuracy of the performance. Another possi-.
.bility is that therg is a short-term visual memory with: a rehearsal
component; this hypothesis seems somewhat at variance with the results
from Milner's patient. who performed at chance level in the experiment:
cited sbove. Inasmuch as the data reported by Posner (1966) seem to

be rather variable, it would probably be best to hold off a. decision on

:”the.question of rehearsal capability until further evidence is in.. -

Charscteristics of the a-v-1 Short-Term Store. MWe restrict our-
bselves in thé feméihder of this seétioﬁ to a.diséussion of the
characteristics off the z=-v-1 short-term stofé,. Wbrk.bj Conrad (1964)
is particuiarly interesting in this regard.  He showed thét.éonfusions
amoﬁg visually presented letters in a shoft;term memory fask ére highly
coireléted with the confusions that subjects make when the same letféfs

are read aloud in a noise background; that is, the letters most confused

18




are'those sounding alike. This might sﬁggest an'aﬁéitéry-short-term"”
store, essentially thE'aUditorf'portion of what has been called tthhis
point an a-v-1 store. In fact, it is &ery 3ifficult to separate the
verbal and linguistic aspects from ﬁhe auditbry ones. Hintzman (1965,'
1967) hasiargued-thét the confusions are based upon similar kinesthetic
feedback patterns during subvocal réhearéal. When-subjects were given
white noise on cgr£ain tfials.several.could be heard rehearing the items
aloud, suggesting-subvogal rehearsal as the_usua13process.-‘In-éddition,
Hintzman found that cénfuéions ﬁere-based upbn both.the-voicing gualities -
.of.the letters and the piace'bf-arficulatidn. Thé'placemof-articulation
. errors indicate confusion in kinesfhetic feedback, father than in hegring.
Nevertheless, the errors found'cannot.bé defini£e1ylassigned td a verbal
'rather than an auditory cause until_the range of auditory coﬁfusions.is
exemined more thoroughly. This discussion should meke it clear that it
ig difficult to distinguish between the. verbal, auditofy; and iinguistic
aspects of shcrt-term_memory; for the purposes of this paper, then, we
grouprthe three together into one shori-term memofy, which we have called
. the a-v-31 short-term store. This store will hencejorﬁh be.labeled-STS.
(Restricting the term STS to the gw-v-l mode does not imply that there
are not other short-term memories with similar propérties;D

The nétation system should4be made clear at this point. As just :
- noted, STS refers to the auditory—vérbal-linguisticlshort-term store.
L&S will refer té theﬁcdmparable memory in long-term store. It is
important not to confuse dur thebretical constructs STS. and LTS (or tﬁe
more geheral'terms short—£erm store'ahd 1ong#tefm:Stére)‘withithe-terms

short-term memory (STM) and long-term memory (LIM) used in much of the
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psychological literature. ‘These latter terms have come to take -on an
-operatiocnal definition in the literature; STM refers to the memory
examined in experiments with short durations or single trials, and LIM
~to the memory examined in long-duration experiments, typically list
‘learning, or multiple-list learning experiments. According to our. general
~theory, both 8TS and LTS are active in both STM and LTM\experimentso It
‘is important to keep these terms clear lest confusion results.  For
example, the Keppel and Underwood (1962) finding that performance in the
- Peterson situation is better on the first trials of a session has: been
approprietely interpreted as evidence for proactive interference in

" ‘short-term memory (STM).. The model we propose, however, attributes the

“effect to changes in the long-term store over the session, hence placing

- the cause in LTS and not STS.

At this: point a Finished model would set forth the structural

“characteristics of STS. Unfortunstely, despite a large and growing

body of experiments concerned with short-term memory, our knowledge
-about . its structure is very limited. Control processes and structural
“features are so complexly interrelated that it is difficult to isolate
those aspects of the data that are due solely to the structure of the
memory system. . Consequently, this paper presumes only a minimal structure
Tor BTS; welassume a trace in STS with auditory or verbal components
which decays fairly rapidly in the absence of rehearsal, perhaps within
30 seconds. ‘A few of the more promising possibilities concerning the

‘precise nature of the trace will be considered next. Because most

wgrkers inthle area make no particular distinction between traces in
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the two systems, the comments to follow are relevant to the memory trace
" in the long-term as well ae the short-term store.

‘Bower (1967) has made a significant explorstion of the nature of the
trace. In his paper, he has demonsirated the usefulness of models based
on the assumption that the memory trace consists of a number of pieces

‘of information (possibly redundant, correlated, or in error, as the case
"méy be), and thaf the information ensemble may be construed as a multi-
component'vectof. While Bower makes a sﬁrong cage for such a viewpoint,
the details are too lengthy to review here. A somewhat different approach
has been proposed by Wickelgren and Norman (1966) who view the trace as
a unidimensional'st£ength measure varying over time. They demonstrate
"that such a model fits the results of certain types of recognition-
memory experiments.if the appropriate decay and retrieval assumptions
are made. A third approacﬁ is based upon a phenomencn reported by
Murdock (1966), Whiéh has been given a theoretical analysis by Berabach
(1967). Using methods derived from the theory of signal detectability,
Bernbach found that there was an all-or-none aspect to the conflidence
ratings that subjects gave regarding the correctness‘of thelr iesponse.
The éonfidehcé retings indicated that an answer was either "correct” or
"in error" as far as the subject could tell; if intermediate trace
strengths existed, the subject was not able to distinguish‘between them.
:The.locus of this all-or-none festure, however, may lie in fhe retrieval
process rather than in the trace; that is, even if trace strengths vary,
| the resuit of a retrieval attempt might always be one of two distinct
:outcomes: a success or & failure. Thus, one cannot rule out models that

assume varying trace strengths. Our preference is to consider“ﬁhe‘trace
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as a multicomponent array of information (which we shall often represent
in experimental models by a unidimensional strength measure), and re-
serve Jjudgment on the locus of the all-or-none aspect revealed by an
analysis of confidence ratings.

There are two experimental procedures which might be expected to
shed some light on the decay characteristics of_STS and both depend upon
controlling rehearsgal; one is similar to the Peterson parsdigm in which
rehearsal is controlled by an intervening activity and the other involves
a very rapid presentation of items followed by an immediate test. An
example of the former procedure is Posmer's (1966) experiment in which
the difficulty of the intervening activiby was varied. He found that
as the difficulty of an intervening task increased, accuracy of recall
decreased. |

Although this result might be regarded ag evidence that decay frém
STS ig affected by thekindof.intervening activity, an alternative
hypothesls would ascribe the result to a reduction in fehearsal with
more difficult intervening tasks. 1t would be desirable to measure.STS
decay when rehearsal is completely eliminated, but 1t has proved diffi-
cult to establish how much rehearsal takes place during various inter-
vening tasks.

| Similar problems arise when attempts are made to control rehearsal
by increasing presentation rates. Even at the fastest concelvable éresen—
tation rates subjects can rehearsge during presentation if they attend to
only a portion of the incoming items. .In general, experiments manipulating
presentation rate have not proveéd of value in determining decay character-

istics for STS, primarily because of the control processes the subject
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bringg into play. Thus Waugh and Norman (1965) found no difference
between l-second and k-second rates in their probe digiﬁ expefiment;
Conrad and Hille (1958) found improvement with faster rabes; and Buschke
(1967) found increasses in the amount of primacy in his misSing-épan
Cserial positicn curves as input rate'inCreased from 1 itém'pér second
'fb L items per second. Complex results of this sort make it difficult
'to determine the structural decay characteristics of STS. :Evenfuaily,
modéls that include the coﬁtrol pfocesses involvéd in thesé'éituéfions

should help clarify the STS structure.

Trensfer from STS to LIS. The amount and form of inforﬁatign'trans-

ferred‘ffom 8T8 to LIS is primérilyca function of control procééseé.

We will:éssume,‘héwever, that transfer itéelf is aﬁ.unvafying féaﬁure

'of the system; throughout the period that information resides in the
short-term store, transfer takes place to long—term_stqrg...Support for
such an assumption is given by studies on incidental learning which
indicate that leafning takes place even when the subject . is not trying
o store material in the long-term store. Better examples may.be the
:experiments reported by Hebb {1961) and Melton {(1963). In these experi-
ments subjects had to repeat sequences of digits. If a particular
sequence wag presented every several frizls, it was gradually learned,
It may be assumed that subjects in this situation attempt to perform
solely by rehearsal of the sequence within STS; nevertheless, transfer
to LTS clearly takes place. This Hebb-Melton procedure is currently
being used to explore transfer characteristics in soée detail. Cohen
and Johansson (in press), for example, have found that an overi response

to the repeated sequence was necessary for improvement in performance
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’to_occurfin this situation; thus information transfer is accentuated
by overt responses and appears to be quite weak if no response is
dgmanded.

The form of the STS-LTS transfer mey te probabllistic, continuous,
or some combination; neither the literature nor our own data provide a
5 firm_basis for making & decision. Often the form of the information to
be remembered and the type of_test used may‘dictate a particular trans-
fer process, as for example in Bower's (1961) research on an all-or-none
paired-associate learning modél, but the issue ig nevertheless far from
settled; ‘In fact, the changes in the transfer process induced by the
sg?ject effectiﬁely_aiter the transfer funcﬁion from experiment to_experi—

ment, making a search for a universal, unchanging process unproductive.

égé;'-Long-Term Store.

Becauge it is easiest to test for recall in the a-v-1 mode, this
“'part of long-term store has been the most extensively studied. It is

- clear, however, that long-term memory exists in each of the sensbry
modalities; this is shown by subjects' recognition capability for smells,
taste, and so on. Other long-term Informetion may be stored'which is®
not necegsarily related to any of the sensory modalities. ¥Yntema and Trask
(1963), for- example, have proposed that temporal memory is stored in the
form of "time-tegs." One again, however, lack of dats forces us to
‘restrict our attention primarily to the a-v-1 mode, which we have

© designated LTS.

First a number of posgsible formulations of the LTS trace will be

considered. The simplest hypothesis is to assume that the trace is
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ail-or-none; if a trace is'placed in memory then a correct retrieval
agd response_will'occﬁr. Second—gﬁessiné exeeriﬁeﬁts pfovide.evidence
concefning.an hypothesis of this sert. n

Binford and Gettys (1965).§resen£ed the subject with a number of
alternatives, one Of Which=was the correct answer; If his first.response
isg incorreet, he plcks again from the remaining alternetives.- The:
freeults indicate that second guessee are well above the chence le%ei to
be’expected if.the sﬁbject were guessiﬁg.randomly from the femeiﬁing
alternatives. This resﬁlt rules eut.the simpie trace model Qeecfibed
above bécause‘an all—of-nOne tracerwould predict second guesses to be at
the chancerlevel. Actﬁally, fheabomenmdei wag a model of Eoth the form
of the trace and tﬁe type of retrieval. We can expand the.retrieval
hypothe51s and Stlll leave open the 90531b111ty of an all-or-none trace.
For example, in search1ﬁg for a correct all-or-none trace in LTS, the
subgect mlght find a 51m11ar but different trace and mlstakenly terminate
the search and generate an answer; upon being told that the answer is
wrong the sueject rene&s the seefch and may find the correct trace the
next tiﬁe. Given.this hypotheeis, it would be inetructive to knee
%hether the reeulﬁs differ if the subject must renk the requnserelterna—
tives without being givenrfeedbeck efter eaeh choice. In this ease all
the alternatives would.be ranked on the bagis of the same.seafch ef LTS
;f the responee ranked second was still above chance then it woﬁld
eeceﬁe difficult to deféndlan all-or-none.trace.

A.seCOnd source‘of information about.the nature of the.tfece comes
from the tip- of the-tongue phenomenon exemined by Hart (i965i; Brown and

McNelll (1966), and Freedman and Landauer (1966). This phenomenon refers

25




to aeperson ‘s ablllty to predict accurately that he w111 be able to
recognize a correct answer even though he cannot recall it at the moment.
He feels as if the correct answer were on the ”tlp of‘the tongue!
Experiﬁeﬁts have shoﬁn that if subjects who cannot reeall an answer
.are‘asked to estimate whether they will be aole %o choose the correct
answer from a set of alternatives, they often show good accuracy in ére-
dicting thelr success in recognition. One explanatlon mlght be that the
subJect recalls some 1nformatlon but not enough to generate an answer
and feels that thls partial information ig llkely to be suff1c1entlto
.choose among a_set of alfernatives. Indeed, Brown and McNelll found

thet the.initiel.sound of the word to be retrleved was often correctly
recalled in.cases ﬁhere a.correct.identification was later-made.. On the
.other-heod; the‘eubjeet ofteo is.absolotely certain upon seelng the correct
reeﬁonse that it is indeed correct,L This ﬁight indicate that.some.new,
Vrelevant.ioformatlon has becooe availeble afterlreeogoition. In anj'
-ease, 8 slmple trace ﬁodel een.probably not handle tﬁese results} A
.class of models for the trace which can explaln the tlp -of-the- tongue
phenomenon are the multlple copy models suggested by Atklneon and Shlff-
rin (1965) In these schemes there are many btraces or coples of informas:
. tlon laid in long term store,.each of which may be either partial or
complete. In & partlcular gearch of 78 perhaps only a small number or
juet ooe'of theee.cogles is retrleved, none'eomplete eooﬁgh'to generate
the correct answver; uponVrecognition;lhowerer, access is gelﬁed to the
.otherlcopies, bresumably through some aseociative procese.k Some of

these other copies contain‘eoough informetion to make the gubject certain

of hig choice. Thege multiple-copy memery models are described more

26



- fully in Atkinson and Shiffrin (1965). Bernbach (1967) has success-
full& éﬁplied a modél 6f this tyje to a variety of data.
| The decay and/cr interference characteristics of LTS ﬁéve.beén
étudied more intensively over the 1astn50 years thén any othefraspect
'bf'meﬁory. Pértly for this feason a considerable-bddy of theory has
Eéen advanced known as interference theory.* We tend to régard'this
theofy as descriptive rather than éxplanatory; this statement is'ﬁot
méanf to detract from the value of the theory as a whole, bﬁt to indi-
céte thatra search for méchaniéms at = deeper level might prove te be
bf'#alue. Thus, fér'example,‘if.thé.iﬁterfering effect of a previously
learﬁed list ﬁpon récall of.a secdnd list increases over itime until the
éeéond-list is retested, it is not enough to accept "proactive inter-
ference increaéing over time" as an exﬁlanation of the effect; rather
zéﬁe'should.léok for.fhe underlying search, sﬁorége, and retrieval |
mééhanisms résponsible. |

We are going to use alvery restricted definition of interference in
the rest of thislpaper, intefference Wili be considered a structural
feature of memory not under the control of the subject.' if will refer
to such @ossibilitieé as disruption and loss of inforﬁation. .On the
otﬁer hand, there are seérch mechanismg which generate'effects like
.those'of strﬁcturalginterferencé, but which are control processes.
Interference theory, of course,.includes both types of possibilities,
but we prefer to break down interference effects into those which are

structurally based, and those under the control of the subject. Therefore

* For an overview of interference theory see Postman (1961).

27



the term infe;fgrence is used henceforthrto désignaﬁéa struc£urgl
fgature of thg lgnghterm system.. . “ o l. -

It is important to realize.thatloftén iﬁ is-pﬁssibié to eﬁplain a
given phenomena with elther intérference or search notions. Alﬁhough
both facfors will usually be present, the experimeﬁtal sitﬁétion séme-

times indicates which is more important. For example, @s we shall see

in Section 5, the decrease in the percentage of words recalled iﬁ a

free verbal-recall experiment with incrgéses in list length ééuld“be

~due either to_interferenge betweeﬁ items o;.to'a searph.of deéreasing
._effectiveneés és the number of items-increaée.. Tﬁerﬁypigal freé recall
situatipn, however; ?orces the sﬁﬁjegt to engage inua searcﬁ ofrﬁémory
rat test and indicates tq us.thét thé seérch_procesé-is £he majof.faétor.
Fin_al;l_ya note #hat the interferenée effeét.itself may_téke many forms and
arige in a ﬁumber ﬁf‘ways.-.Iﬁforméfion-within é t;acé méy bé destrﬁyed,
Mreplaced, or lessened in va;ug by subsequent‘info;ﬁation. Alternatively,
.information may never be destroﬁed but may tecome rﬁretrievablé, temporar-
ily or perménently.‘ | | |

In this section an attempt‘has‘been made to“esfabiish a reasoﬁable

basis for at leas%t three systems -- the sensory register, the short-term
store, and the_long-term storé; to iﬁdicate the transfer charactéfistics
between the various stores; and to éonsider_possible déca& and interference

functions within each store.
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SECTION 3: CONTROL PROCESSES IN MEMORY

The term "control process" refers to.thosé proceés¢s that are not
permanent features of memory, but are instead transient phenomena under
the control of the subject; their appearance depends on such factors as
instructional set, the experimental tagk, and the past history of the
subject: A simple example of a contrcl process can be demonstrated in

-8 paired-asscciate learning task invelving a list of stimuli each paired
with either an A or B response (Bower, 1961). The subject may try to
learn each stimulus-response pair.as a separate, integral unit or he may
adopt the more efficient strategy of answering B to any item not remem-
bered and attempting to remember only the stimuli paired with the A

© regpenge. This latter scheme will yield a radically different patfern
of performance than the former; it exemplifies one rather limited control

precess. The various rehearsal strategies, on the other hand, are
examples of control processes with slmost universal applicability.

Since subject-controlled memory processes include any schemes, coding

techniques, or mnemonics used by the subject in his effort tc remember,
" thelr variety is virtually uniimited and classification becomes difficult.
~ Buch classification as is possible arises because these processes, while
under the voluntary control of the subject, are nevertheless dependent

‘upon the peérmanent memory structures described in the previous sectionm.

This section therefore will follow the format of Section 2, organizing

"~ the control processes into those primerily associated with the sensory

register, 8T8, and LTS. Apart from this, the presentation wiil be scmewhat
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fragmentary, drawing upon examples from many disparate experiments in an
attempt to emphasize the variety, pervasiveness, and importance of the

subject-controlled processes.

3.1. Control Processes in the Sensory Regisgter

Because a large amount of information enters the sensory register
.and then decays very quickly, the primary function of contrel processes
. at this level is the selectlon of particular portions of this information
- for transfer to the short-ferm store. The first decision the. subject
must make concerns which sensory register to attend to. Thus, in experi-
ments with simultaneous inputs from geveral gensory channels,. the subject
can readlly report information from a- given sense modality if so instructed
in advance, but his accuracy is greatly reduced 1f instructions are delayed
-until sfter presentation. A related atfention process is the transfer
- to 8T8 of a selected portion of a large information display within a
sensory .medality. An example to keep in mind here is the_scanning process
in the visual registration system. Letters in a tachistiscoplcally .
presented display may be scanned at a rate of about 10 milliseconds a
letter, the form of the scan being under the céntrol of the subject.
Sperling (1960) found the following result. When the signal identifying
which row to report from a matrix of letters was delayed for an interval
of time following stimulus of'fset, the subjects developed two observing
- strategies. One strategy conslsted of obeying the experimenter's instruc-
tions to pay equal atiention to all rows; this strategy resulted in evenly
~distributed errors and guite poor performance at long delays. The other

strategy consisted of anticipating which row would be tested and attending
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to only that row; in this case the error variance is increased but per-
formance is better at longe: delay intervals than fpr the 9tner strategy.
_The subjects were aware of. and fépértéé:using,theéé;étratégiéé;_ For
‘example, one experienced éﬁbjéctdre?ortéd switching ffém ﬁhe first to

.the segondrstrategy in an effort ﬁo maximize performance when the delay
between‘presenﬁatién aﬁd-report rose above .15 seconds. The graph.of
Lhis probability of a corréct fespénse plotted against delay interval,
.whilé generally decreasing with,delay,.showed & dip of about .15 seconds
_.indigatihg thaf he did not switch strategies scon enough for opﬁimai_
_pefformance. | . |

~ The decisions as to which sensory register to éttgnd to, and where

and what to scan_witﬁin the Systema are not the only choices thaﬁ mqst
:bélmade a£ this level; There are a number of strategles available to

.the supjegt for matching iﬁformétion in the register_égaiﬁst the long-term
stofe and tﬁéreby ldentifying ﬁhe input. In an experiment byrEstés_and
Taylor {1966) for éxample, the subject had to decide whether an f_or B

was embedded in a matrix display of' letters. One strategy would have

the subject scan the letters in order, generating the ”namef of each
letter and checking to see whether it is a B or an F. .If the scan ends
bgfore all letters are processed, and no B or F has been feound, the
subject would presumably guess according to some bias. Anothe; strategy
might have the subject do a features match on each letter against B_and
thgn F, moving on.as soon as a difference is found; in this strategy it
would mnot be necessary te scan all féatures of each letter.(i.e.; it would
~not be necessary to generate the name of_each letter). A third strategy
might have the subject compare with only one of the grucial letters, guessing
the other if = maﬁch'is not found by the time the scan.terminates.
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3,2, .Cohtrol Processes in Short-Term Store

Storage, Search and Rétrieval Strategies. Search processes in STS,

while not as elaborate as those.in LTS because cf ﬁhe smaller amouﬁt of
information in STS through which the search must take place, are neverthe-
less Important. Since information in STS in excesé.of the rehearsal
capability ig decaying at a rapid rate, a search for a'particﬁlar datum
must be performed quickly snd efficiently. One indirect method of examin-
ing'thé search process consists.of comparing the results of recognition
and recall experiments in which STS plays the major role, Presumably
there is a search bomponent in the recall éituation that is absent in

fhe recognitién situation. It is difficult to come to strong conclusions
on this basis,'ﬁut recognitibﬁ.studies such és Norman and Wickelgren (1966)
héﬁe usually given.rise to léss coﬁplicated modéls thanoﬁmparable recall
éxperimenﬁs, indicating that the search componént in 8T8 mighﬁ be playing
érlarge reole, |

 One result indicating that the STS search occurs along ordered dimen-

sions is based upon binaural stimulus presentation (Broadbent, 1954%, 1956,
| 1958). A pair of items is presented,:one to each ear simultaﬁeously.
Three such pairs are given, one every half second . Subjects perfofm besgt
'if asked to report the items first from one ear and then the other, rather
than, say, in pairs. While.Broadbent interprets these results in terﬁs
of a postulated time ﬁeeded to switch attention from one ear to the other
(a control process in itself), other interpretatiéns are possible, In
particular, part of the informstion stored with each item might include

which ear was uged for input. This information might then pfovide a
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simple d1mens1on along which to search STS and report durlng recall
dAnother related pOSSlblllty would have the subJect group- the 1tems along
this d1mens1on durlng presentatlon | In any case we would expeot gimilar

Zresults if another dlmens1on other then ' s1des (whlch ear) were provided,
lYntema and Trask (1963) used three word number pairs presented sequentially,
one every half second; one member of a pair waslpresented to one ear
Vend tbe other meﬁber to the other ear. There were.three oonditions: the

.first'ln_whdob three Wordsrwere presented oonseoutively_on.one side (and
‘therefore therthree numbers on the otber), the second in which two words

rand one number were presented consecutlvely on one s1de; the thlrd in
_:nhlch & humber separated the two words cn one side. Three test conditions
_were used: the subject was ssked to report words; then numbers (types),

. or to report one ear followed by the other (sldes), or the srmultaneous
pelrslln order (pairs). The results are easy to descrlbe._ In terms of
probabllity correct, presentation condition one was best, condition two
next, and condition three worst. For the test oonditlons htypesf yielded
the highest probability of oorrect response, followed by ”sides” and then
"pairs." ."Sides" beiné better than “pairs” was one of the results found
by Broadbent, but "types" being even better than "sides' .suggests that
the organization along available dimengions, with the coneomitantrincrease

. -of efficiency in the search process, is the dominant factor in the situation.

One difﬂiculty‘in studying the seerob process in 8T8 is the fect that
the subject nill perform‘perfectly if the number of items.presented is
within hls_rehearsal span. Sternberg (1966) has overcome this difficulty

, by examining the‘latency of responses within-the_rehearsal_span. ﬂis

.typicel_experdment consists of presenting from one to six digits to the
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.sdbjecttat the-rate.of 1.2 seconds eaeh. Follow1ng a 2 second delay,
.e‘31ngle dlgltlls presented and the subJects must respond yes or 'no"
ﬁdepending on whether or not the test digit was a member of the set Jjust
Hpresented. Following this response the subject is required to recall
Ithe complete set in order.' Since the subjects.ﬁere 98;7 peroeht correct
on the recognition test and.98;6 percent correct on the recall test it may
he assuded that the task was within their rehearsailspen. Interesting
resdlts-were'founddin'the latencies of thé recogndtioﬁ.responses:Ithere
.Was a liﬁeer ioorease in latency as.the set sdze“increesed from”i.to 6
digits. The faot.that there wés no difference ih.iateneies for "jes"
versus "no" responses indicates.that the search process in this sitdation
‘is exhausbive and does not‘terminate the moﬁent.a-matoh rs'found. Stern-
. berglconolddes that the subject engages in éﬁ exheustive serial comparison_
;prooess Whlch evaluates elements at the rate of 25 to 30 per Second The
hlgh prooess1ng rate makes it seem likely that the rehearsal the subaects
Lreport is not an 1ntegral part of the scanning process, but 1nstead main-
tains the ixﬁagé in §78 so > that it may be scanned at the tiin’é of the hest.
ThlS conelus1on depends upon accepting as a reasonable rehearsal rate
”zfor digits the values reported by Landauer (1962) which were never higher
than 6 per second. |

Buschke s (1963) missing-span method provides additional insight
“into search and retrieval processes in STS, The'missiﬁg;span'procedure
zoonsists of'presenting in a randcom order all but one of a previously |
‘specified set of digits; the subject is then asked to report the missing
‘digit;' This technique eliminates the outputxinterference associated with

the usuel'digit—span studies in which the entire presented set must be
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reported. Buschke found that subjects had superior performance on &
m1581ng span task as compared with an 1dent1cal digit-span task in which
all of the presented 1tems were to be reported in any order A natural
hypothes1s would explain the difference in performance as berng caueed
by output interference; that is, the multiple recalls in the dlglt -span
procedure produce 1nterferenoe not geen in the single test procedure of
the missingwepau. An alternative explanation would hold that different
storage and search strateéies ware belng employed inrthe two situations.
Madsen and Drucker (1966) examined this questioﬁ py comparing test in-
etructions given just prior to or immediately following each presentation
sequence;.the instructions specify uhether the subject is to report the
set of presented dlglts or simply to report the missing dlglt Output
1nterference w0uld 1mpLy that the difference between missing-span and
dlglt—span would hold up in both cases. The regults showed that the
missing-span procedure with prior instructions was superior to both
mieeingespan and digitaepan with instructions following presentaticn;
theaiatter two conditione produced equal results and vere superior to
digit-span with prior instructionep It seemg clear, then, that.two
storage and search strategies are being used a missing»span type, and
8 dlglt-span type. Prior instructions (spec1fylng the form of the subject's
report) lead the subject to use one or the other of these strategies, but
inetructions following presentation are aseociated with a mixture of

the two strategles. It appeared in this cage that the strategies differed
| in terme of the type of storage during presentation; the digit-span
group with prior imstructions ftended to repcert their digits in thelr

presentation order, while tae digit-span group with instructions after
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presentatidn more often reported the digits.in their numerical order,
This indicafes that the missing-span strategy invoived checking.off the
numbers as.they were presented against a fixed, numerically—ordéred list,
while the digit-span strategy involved rehearsing thé.items in their
- presented order. If is interesting to note that.if the subjects had been
awére of the sﬁperiority of the misgsing-span strategy, they could have
| uséd it in the digit-span tesk also, since the two types of tesﬁs'called
Ifor the same informaﬁionn | |

It should bhe notéd that retrieval from STS depends upén é ﬁumbé?
'6f Tactors, some undef the control of the subject and some dependiné upon
the decay characteristics of STS. If the decay is partial in spgeisense,
'SO that the trace contains only part.of the information necesgéfy for
.difect output, then the ﬁroblem.arises of how thq;pértial infor@atiqn.
should be used to generaste a regponse. In this case,.itrwould be éxpecﬁed
that the subject would then engage in a search éf LTS in an effort to
match or recognize the.partial information. On the other hand, even though
ﬁraces mey decay in a partial ﬁanner, the rehearsgal capability can hold a
.sélect set of items in a sbtate of immediate recall availability and thereby
iﬁpart to thege items ﬂhat is essentially an all—or—none étaﬁus.:-it is

to this rehearsal process that we now turn.

Rehearsgal Procéssesn Rehearsal is one of the.most important.factors
in experiments on human memory, Thig is particuiarly true in the labora-
. ﬁory because tﬁe concentrated, often meaningless, memcry taéks used
_:iﬁcrease the relative efficacy of rehearsal as compared with The longer
term coding and associative.processes,Rehearéal mey be less pervasive

in everyday memory, but nevertheless has many uses, as Broadbent (1958)
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and others have pointed oui. BSuch examples as remembering a telephone
number or table-tennis score serve to illustrafe the primary ﬁurﬁose of
rehearsal, the lengthening.of.the time péfiod information stays in the
short-tefm store, A second purpose of rehearsal is illustrated by the
.faét that even if one wishes to remember a telephone number permanently,
-6ne will of'ten réhearse the.number several times. .This rehearsal serves
the ?urpése of increasing the strenéth built up in a long-terﬁ store,
both by increasing the length of stay in STS (during which time a.trace
ig builg ub in LTS) and by giving coding and other storage processes
time to operéte. Indeed, almost any kinpd df operztlon on an array of
ihformatioﬁ (such as coding) can be viewed as a form of reheargal, but this
paper reserfes the term only for the duration-lengthening repetifion process.
In.terms of 3T8 structﬁre, we can imagine that each rehearsal.regener-
ates_the STS trace and thefeby prolongs the decay. This does not imply
that the éntire information ensemble avallable ih STS immediately after
presentation is regenerated and maintained at each rehearsal. .Only that
information selected by the subject, often a small proportion of the
initial eﬁsemble, is maintained. If the word ”cow".is presented, for
example, the sound of the word cow will enter STS; in.addition,aésociates
ofrcow, like milk, may be rétrieved from LTS and aléo entéred in STS;
furthermofe, an lmage of a cow may be entered into a sghort-term visual
store, 1In sﬁcceéding rehearsals, however, the subject may rehearse only
£he word "cow' and the initial associates will decay and be lost. The
procéés.may be siﬁilar to the loss of meaningfulness that occurs when a

word is repeated over and over (Lambert and Jakobovitz, 1960),
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i,' An lnterestinglquestion concerns the naxlnnm number of items that
can.te malntalned vma rehearsal Thls number w1ll depend upon the rate
of STS decay and the form of the trace regenerated in STS by rehearsal
7 With almost any reasonable assumptions about either of these processes,
.nowerer, an ordered reheargal nill allow.the greatest.number-of items to Y
'bé naintained, To gire a slméle.enample,.suppose-tnat'individual ltems
taae'l,l seconds fo decay and ma& be restarted if rehearsal.begins before

:decay is complete, :Supﬁose furtner that each rehearsal takesl,25 seconds.

:It ig then clear that 5 items may be malntalned 1ndef1n1tely if' they are

”rehearsed in a flxed order over and over., On the other hand a rehearsal

*schemelln which 1tems are chosen for rehearsal on a random ba51s w1ll
'anlcklj resnlt.ln one or more 1tems decaylng and becomlng lost lt
‘m.would be expected therefore, that in sltuatlons where subJects are
.relylng prlmarlly upon thelr rehearsal capablllty in STS rehearsal will

take place in an ordered fashlono One such s1tuatlon, from wnich we
: can derive an estlmate of rehearsal capablllty, is the.daglt—span

task A series of numbers is read te the subject who 1s then reqnlred
Jto recall theml usually‘dn the forward or backward order | Because the
‘subJect has a long ~Serm store Whlch sometlmes can be used to supplement
'the short-term rehearsal memory, the length of g series whlch gan be . .
.correctly recalled ey excesd i ther rehearsal capaclty A lower llmlt on thisg
r'capaclty can be found by 1dent1fy1ng the gerieg length at Which a suﬁdect

rever errs§ this series'length is usually in the range of 5 to 8 numbers.*

*Wickelgren {1965) has examined rehearsal in the digit—span tagk in greater
Getail and found that rehearsal capacity is a functionh of the groupings
engaged in by the subject; in particular, rehearsal in distinct groups of

three was superior to rehearsal in fours and fives.
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The above esfimates of rehearsal capability are obtalned in a
diééfefe-ﬁfial gltuation where the réqpirement is to remember every item
of a small input. A very similar reheargal strategj can be employed,
‘however, in situations such as free recall where a much gréater nutber
of items is_input than rehearsal can possibl& encompass. One strategy
in this case would be tec replace one of the ltems currently belng rehearsed
by each néw item input. In this cése every item would receives at least
some rehearsai. Because of input and reorganization f'actors, which
undoubtedly consume some time, the rehearsal capaciﬁy would probably be
reduced. It should be clear that under this scheme a constant number of
.items will be undergoing rehearsal at any one moment., As an analogy,
oﬁe might think of a bin always containing exactly n items; each new
item enterg the bin and knocks out.an item already there. This process
.has been called in earlier reporfs a "rehearsal bﬁffer,” or simplf a
"buffer,” and we will uge thig terminology here. (Atkinson and Shiffrin,
1965) .

In our view the mainftainence and use of the buffer ig a process
entirely under the control of the subject., Presumably a buffer is set
up and used in an attempt to maximize performance in certain situations.
In setting ﬁp a maximal sized buffer, however, the subject is devoting all
his effort to rehearsal and not engaging in other processes such.as coding
and hypothesgis-tegting, In situstions, therefore, where coding, long-
term search, hypothesis-testing and other mechanismg appreciably improve
performance, it is likely that a trade-off will occur in which the
buffer size will be reduced and rehearsal may even become gomewhat random

while coding and other strategies increase.
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At %Eis point wé want ﬁo diséuss vafious bﬁffer oéerations in
greater defail. Figure 2 illustraﬁes a.fixed size buffer and.its relation
: fo fhe rest.ﬁf the memory.sysfem, The conﬁenp_of the.buffer is constructed
from items that have entered STS, items which have been input from the
.Senéory regiéter cr from LTS,H The arrow going towafa LTS indiéétes that
éome long-térm trace is being built up during an ltem's stay in fhe
buffer, The other arrow from the buffer indicateé fhat the.input cf &
new item into the buffer causes an item currently in the buffér to be
Eumped but; this item then'decéys from 378 and is lost (except fbr any
.traée which hag accumulated in LTS during its stay). An item dropped
froﬁ.the bﬁffer is likely to decay.mbre‘éuickly in 8T8 than a ﬁéwly
?resented item which has just entered STS. There are severai reaéons
for thj.so For'one tﬁing, the_item is probably already in soﬁe étate of .
pgrtial decay when dropped; in additicn, the informatioﬁ making up an
item in the buffer is likely to be only = partial“coéy of the enéemble
present immediately following stimulus input. |

There are two additional;processes not shown in Figuré 2 that the
éubject cén use on éppropriate occasions° First, the subject may decide
nof ﬁo enter every iteﬁ iﬁto the buffer; the feasoﬁs afe manifdld,_ For
-example, the items may be presented atza very fast rate sé thaf:input
aﬁd feorganization time encroaéh too far upon rehearsgsl time,l Another
.possibility is that.some éombinations bf items.are parficularly easy to
:rehearse, meking the subjecf loath to break up the combination. .In fact,
the work involved in'introducing“a new item info the Buffer and.deieting
rand oid che may alone give the subject incentive to keep the buffer

unichanged. Judging from these remarks, the choice of which items to
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enter into the buffer 1s based on momentary characteristics of the
current string of input items and may appear at times To be essentially
random.

The second process not dlagrammed in Figure 2 ig the choice of which
item to eliminate from.the buffer when a new item 1s entered., There are
several possibilities. The choice couid be random; it could be based upon
the state of decay of theicuﬁfentfifgms;:iﬁfcould depend upon the ease
of rehearging the various 1tems, most 1mportant it could be based upon
the length of time the varlous 1tems have re31ded in the buffer. It is
not unreasonable that the subgect should have a Telrly good idea which
items he hag’ been.rehear51ng the longest as he might if rehearsal takes
place in.a flxed ordera It is fgr thls reason that the slots or positions
of the buffer have been numberedlgbnsecutively in Figure 2; that is, to
indicate that;fhe_subjecﬁ might‘ﬁéﬁe'éomg;noﬁiog of the relative recency
of the various items in the bufer, |

The experimental juétificétion for theséifééiéus £ﬁffer mechanisms
will be presented in_SectiQn‘%f_ It_shouid be emphasized that the
subject will use a fixed size buffer of the sort described here only
in select situatioﬁs,"primafily ﬁﬁose:in which he feels that trading off
rehesrgal time for'coding-agd:o?her,longer term control processes would
not be fruitful. Tﬁ'the extent that long-term storage cperations prove
to be succgssful_as_gompared with rehearsal, the strucﬁure of the re-
heargal mecﬁénism<%ill fend toKbeéomé;impdvéfished,- One ofther point
concerning the buffer should be noted. While thig paper consistently
considers a fixed size short-term buffer as a rehearsgal strategy of the

subject, 1t is possible to apply a fixed-size model of a similar kind
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to the structpre of the short-term system as a whoie, that is, to consider
a shortfterm buffer as a permanent feature of memory. Waugh and Normean

<l965), for exémple, have done this in their paper on primary memory. The
data on the structure of 5T8 is currently so nebulous that such an hypoth-

esls can be neither firmly supported nor rejected.’

Coding Processes and Transfer Between Short- snd Long-Term Store,

It should be evident that there is a close relationship between the short-
-and long-term store. In general, Information entering ST85 comeg directly
from LIS and only indirectly from the sensory register.. For example, a
visually presented word cannct be entered into ST3 as an auditory-verbél
unit until a long-term search and match has identified the verbal represen-
_tation of the visual image. For words, letters, and highly familiar
stimﬁli, this longmte;m search and match process may be executed very
qﬁickly, but one can imagine unfamiliar stimuli, such ag, say, a nongense
scribble, where considerable search might be necessary before a suitable
ﬁerbal représentation is found to enter intc STS. In such cases, the
subJect might enter the visual image directly into his short-term visual
memory and not attempt a verbal coding operation.

.Transfer from 876 to LTS may be congidered a permanent feature‘of
memory; any information in STS ig transferred to LTS to some degree through-~
out its stay in the short-term store. The important aspect of this
trgnsfer, however, is the wide variance in.the amount and form of the
tranéferred information that may te induced by control processes. When
_the subject is concenfrating upon rehearsal, the information transferred
would be in a relativeiy weak state and eassily subject to interilerence.

On the cther hand, the subject may divert hig effort from rehearsal to

43




"various coding operations which wiil increase the strehgth 6f the stored
' iﬁformation.. In answér to the cquestion of what is = codiﬁé process, we
canr most generally state that a coﬁing:process.is a éelecﬁ altefation
and/or addition to the informetion in the short-term store és the result
of z search of the long-term store. This change may take a nﬁmber of
- forms, often using strong pre-existing associations'alréad& in long-term
store. A number of these coding'possibilities will be considered later.
Experiments may be roughly claggified in terms of the“coﬁtrol opera-
tlons the subject will be led to usge. Conéepﬁ formation bfoblems or
tasks where there is a clear solution will'iead the subject fo strategy
selection and hypothesis-testiﬁg procedures (Restle, 1964), Experiments
which do not involve problem soiving, Where there are g lérge.number of
easily coded items, and where there is é long period beﬁwgen ﬁféééﬁiation
"and teSt,wilJ.prom@tthé subject to expend his efforts on long-term‘coding
'opérations, Finally, experiments ih which memorj is requifed, but long-
term memory is not efficacious, will lead the subject to adopt rehearsal
sfrategies thatf maintain the infofmation the limited period needed for
the tagk. Several examples of the latter experiment will be examined
in this paper; they are characterized by the fact that the reéponses
agsgigned to particular stimuli are continually changing,.so thet coding
of a specific stimulus-response pair will profe harmful to succeeding
pairs using the same stimulus. There are experiments, of éourse, fér
which it will not be possible to decide on a @riori grouﬁdé‘which'cohtrol
processes are being used. In these cases the usual;ideﬁtification pro-
bedures'must'be uged, including medel fits and cafeful questioning of

thé subjects.
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There are other short-term processes that do not fit easily inta
the above élassification. They include grouping, organizing, and
éhunking strategies. One form that organizing may take is the.selecfion
of a subset of presented items for special attention, coding and/or
rehegrsal. This selection process isg clearly illusﬁrated in a geries of
studies on magnitude of reward by Harley (1965 a,b). Itqms in a paired-
associate list were given two monetary incentives, one high and one low.
In one experiment the subjects learned two paired-associate lists, one
consisting of all nigh incentive items, the other congisting of all low
-incentive items; there were no differences in the learning rates for
these lists. In a second experiment, subjects learned a list which
inecluded both high and low incentive items; in this case learning was
taster for the high than the low incentive items. However, the overall
rate of learning for the mixed ligt was about the same as for the two
previcug lists. It seems clear that when the high and low incentive
items are mixed, the subject selectively attends to, codes and rehearses
those items with the higher payoffs. A second kind of organizing that
occurg is the grouping of items into smaell sets, often with the object
of memorizing the set as a whole, rather than as individual items.

- Typically in this case the grouped items will have some common factor.

A good example may-be found in the series of studies by Battig (1966)
and his colleagues. He found a tendency to group items according to
difficulty and according to degree of prior learning; this teundency was
found even in paired-agsociate tasks where an extengive effort had been
made to eliminate any basis for such grouping. A third type of informa-

tion organization is found in the 'chunking" process suggested by
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Miller (1956). 1In his view there is some optimal size that a set of
information should have in order to best facilitate remembering. The
incoming information is therefore organized into chunks of the desired

magnitude,.

- 3.3. -Control Processes in Long-Term Store.

Control processes to be congidered in thig section fall roughly into
-~ two categories: thosgse concerned with trangfer between short-term and
long-term store and those concerned with search for and reftrieval of
~information from LIS.

Storage in Long-Term Store. It was stated earlier that some informa-

- tion ig transferred to LIS throughout an item's: stay in STS, but that

o Adts amount and form is . delermined by control preocesses. . This propositlion
~will now be examined in grester detail. . First of all it would be helpful
to conglder a few simple examples: where long-term storage is differentially

-affected by the coding strategy adopted. One example is found in a’study

- on mediators performed by Montague, Adams and Kiess (1966). Pairs of non-

sense gyllables were presented to the subject © who  had té . wrile.down any
natural language mediator (word, phrase, or sentence assoclated with a

. pair) which cccurred to him. At test 24 hours later the subject attempted
. to give ‘the response member of each pair and the natural language media-~
tor (NIM) that had been used in acquisition. Proportion correct for items
. on which the NIM was retained was 70 percent, while the proporiion:. correct
was negligible for lifems where the NIM wag forgotten or significantly
changed. Taken in conjunctlion with earlier studies showing that a group
Using NIMs was superier to a group learning by rote (Bunquist and Farley,

1964), this result indicates a strong dependence of recall upon natural
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langusge mediators: A somewhat different encoding technique has

been examined by Clark and Bower (personél communication). Subjects
were required to learﬁ seﬁeral.lists of paired-asscciate items, where

. eaéh item was a pair of familiar words. Two groups of subjects.were
given identical instructions, except for an extra gection read to.the
experimental group explaining that the best method of learning the pairs
was to.form an elaborate visual image containing the.objects designated
by the two words, Thig experimental group wag then.given a few examples
of the technique, Thére was a marked difference in performatice between
the groups on both immediate and delayed tests, the experimental group
butperforming the control group by better than 40 percent in terms of
probability correct, In fact, postexperimental questioning of the
subjeété reVealed that the occasional high performers in the control
group weré cften using the experimental techniiue even iﬁ the absence
of instructions to do =o. This.techﬁique of associating through the use
of visual_images is a very old one; it has been described, for example,
by.Cicero in his De oratore when he diséusses memory as one of the five
parﬁs of rhetoric, and is clearly véry effective.

We now congider the guestion of how these encdding techniques lmprove
performaﬁce. The answer depends to a degree upon the fine structure of
lbng—term store, and therefore cannot be stated precisely. Nevertheless,
& number of possibilities should be mentioned. First, the encoding mey
”make use of strong pre-existiné assoclations, eliminating the necessity
of making new ones. Thus in mediating a word palr in a palred-associate
-task, word A might elicit word A' which in turﬁ elicits the reéponse.

This merely moves the guestion back a level: how does the subject know
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which aseociates are the correct cnes? It may be that the approprlate
aessoc1atlons are identified by tempcral p051t10n, that is, the subject

'may search through the assceciationg looking for one whlchhas'been elicited
recently, Alternatively, information could be stored w1th the approprlate
assoclation identifying it as having been used in thercﬁrrent paired-
aassociates tash, Second, the encoding might greatly decreaee the effective
area of.memory which must be seerched at the time of test; A.response
ﬁword not ehcoﬁed must be in the set of ail English words, or perheps in

the set of all words presented "recently,"

while a.code-may allow a
eﬁaller.search through the assoclates of one or two iteme. One could
uee-fﬁrther eearch—limiting techhiques such as restrictiné the.mediator
to the seme First lebber as he stimilus, A third possibility, related
"to.the secohc, is.thet encodiﬁg.might éive some order to an otheryise
rrehdom‘eearch;. Fourth, encoding.might graatly increase the amount of
‘ihforﬁation stored. Flnally, and perhaps most 1mportant the encodlng
:mlght protect a fledgllng assoc1at10n from 1nterference by succeedlng
items. Thus if one encoédes a particular pailr through an image of, say

a gpecific room in one's home, it is’uniikely‘that future inputs will
have any relatlon to that image; hence they will not interfere w1th it.
In most cases coding probably works well for all of the above reasons.

| There is another possible setb of effects of the codlng process which

should be mentioned here. As background, we need to conelder the reaults
of several recent experiments which examine the effect of spacing;between
study.and test in paired—associate learning.(Bjork, 19665 Young,.l966).
'The result of primary interest to us is the decrease in probability correct

as the number of other paired-associate items presented between study
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and test increages. This decreage seemg to reach asymptote only after a
falrly large number (e g , 20) of 1nterven1ng items, There are several
possible explanatlons for this ;short-terﬁh effect. Altheugh:the effect
.probably occurs over too great an interval to censider direct decay from
STSJas an explanation, eny of geveral rehearsal strategies couid give
flse to an approprlate looking curve. Since g peifed-associete task
‘rusually requlres codlng, a fixed-size reheargsl buffer may not be a
reasona&k hypothesiS, unless the buffer size is fairly small; on the
other hend,.a variable reheafsal set ﬁith semi-randomly sfaced reheargals
ﬁay be both'reasonable and asccurate, If, on the other hand, one decides
that.elmost no eontinuing rehearsal occufs in this task, what other
hypotheses are avallable? One could appeal to retroactive 1nterference

_ but.this doeg little more than name the phenomenon, Greeno (1967) has
.ptoposed a coding model which can explain the effect. In his view, the
subject may select one of several possible codes at the time of study.

In partlcular he mlght seleet a permanent code, Whlch will net be
disturbed by any other 1tems or codes in the experlment, if this occurs,
the item is said to be learned. On the other hand, a ”tran31tory code
‘might be eeiected; one ﬁhich is disturbed.or eliminated as succeeding
iitems are treeented; This trangitory code will last for e ptobabilistically
determined number of trials before beceming useless or lost. The important
foint to note here is the fact that a decreasing "short-term” effect can
oceur es a resuit of soleiy long—term.operatioﬁs. In experiments empha-
sizing longeterm.coding, therefore, the decision cbncerning which decay
process, or combination of decay processes, 1sg operative will not be easy

to make in an a priori manner; rather the decision would have to be
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based upon such a pestiori grounds as goodness-of-fit results for =

particular model and introspective reports from the subject.

_Long-Tefm Search Procegsesg. One of the most faécinéting.features

.of memory is the long-tefm search process. We have.all, at one time

é? anéther, been asked for information which we énce Rnéw, but which.

is now momentarily.unavailable, and we are aware of thé.énsuiﬁg periﬁd
(often lésting for hours) during which memory was sea?ched, occasionally
resulting iﬁ the correct answer. Nevertheless, there has been a mérked
léck of.experimental Wdrk.dealing with this rather common. phenomenon.

For fhis reason, our diécussion of search processes wiil be.brimarily
theoreﬁical, Buf the absence of a large experimental literature should
ﬁof ieaa-us to undefestiﬁate the importance of thé search mechaniém.

| The primary combonent of the search process is locaﬁing the sought-
for trace (pr one §f the traces) in.iong-ﬁerm StOTE.. This préceéé is
'.seen in operation via seversl examples.. The occasionally very ldﬁg
latencies pricr to a cdrrect response for well—knoﬁn information indicates
.a néﬁ-perfect seafch; A subject reporting.that hé will tﬁink "of it the
homent.he thinké about something else" indicates a prior fixation on-an
uﬁsﬁccessful gsearch procedure. Similarly the tip-of-the-tongﬁe phenomenon
ﬁentioned.earlier indicates a failure fo find an otherwise vefy strong
.frace. We have also observéd the following while quizzing a graduaté
sfudent on the nameg of state caﬁitals° The gtudent géve up trying to

remember the capltal of the state of Washington after pondering for a long
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time. TLater this student quickly identified the capital of Oregon as
Salem and then said at once that thé capital of Washington was Olympia.
When asked how he suddenly remembered, hé replied that he had lea;ned the
ﬁwo capifals together., Presumably this information would have been aveil-
able during the first search if the student had known where to look:
namely in conjunction'with the capital of Oregon. Such degcriptive
.éxamples are numerous.and serve to indicate that & gearch can éometimes
fail to uncover a very strong trace. One of the decisions the subject
must make is when to fterminate an unsuccessful search, An important
determiner of the length of search ié the amount of order impoéed dufing
the search; 1f one 1s asked to name all the states.ana does so strictly
égographically, one is likely to do Better than someone who spews out
naées in a haphazard fashion. The person naming states in a ﬁaphazéfd
fésﬁion will presently encounter in his search for new names those which
he has alreédy given; 1f this occurs repeatedly, the search Wili be
terminated as being unfruitful. The problem ﬁf.terminating the search is
'especially acute in the case of recalling a set of.items without a gopd
natural ordering. Such a case is found in free-verbal-recall experiments
in which a list of worde is presented to tﬁe subject who must then recall
éé many asIPOSSiblen. The subject‘presumably seafches along some sort

of temporal dimension, = dimension which lets thg subject know when

he finds a word whether br not it was on the list presénted most recently.
The temporal ordering is by no means perfect, however, and the seérch
must-therefore be'carried out with a degree.of.randomness. .This ﬁrocedure
may lead to missing an item which has.a féirly strong trace. 1t has

been found in free-verbal-recall experiments, for example, that repeated
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recall tests on a.given list soﬁetimes result in the inclusion on.the
second test of items left out on the first test,. In our ownwe%periments
we have even observed intrusions from an eariier iist thaﬁ had not.been
recalled during the test of that list. |

| It would be iilustrative at this point to consider an experiment
carried out by Norms Grahem at Stenford University. Subjects were esked
.po name the capitals of the states. 1f a correct answer we.s not giren
within 5 seconds follow1ng preeentatlon of the state name, the subgects
were then glven g hint and allowed 30 seconds ﬁorelto search thelr
memory. The hint consisted of either 1, 2, h, 12, or 2k consecutlve
letterg of the alphabet, one of which was the firgt letter in the ﬁaoe
of the state capital° The probablllty correct dropped steadlly as the
hlnt size increased from 1 to 24 letters. The average response lapenczes
for correct answers, however, showed ardifferent effect° the oﬁe;letper
hlnp was associated with the fastest response tlme, the two letter hlnt
ﬁas glower, the four-letter hint was slower yet but the 12- and 24 letter
| hints were faster than the four-letter hint. Ope simple hypothesis that
can explain why latencies were glower afier the four;letter hint than
efter the 12- and 2L4-letter hints depends upon differing search processes.
Suppose the subject in the abseﬁce of a hint engages_io "norma;ﬁ search,
or N-search. When given the first letter, however, we will assume the
eubject switches to a first lepter searoh, or L-seareh, consistiog of a
deeper exploration of memory bhased upon the first letter. This L—search
mlght consist of forming POSSlble sounds beglnnlng with the approprlate
letter, and matching them against possible city names. When the size

of the hint increases, the subject must apply the L-search to each of
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the letters in turn, obviously a time consuming procedure. In fact, for
twelve.ér twenty;four leﬁter hinté the probabiliﬁy is high that thé
'subjeét would use uﬁ the entire thirty«gecona gearch period Wiﬁhout
carrying out.an L-gearch oﬁ the correct first ietter. Cleariy a stage

is reachéd, in terms of hinf sizé, where the subject will switéh from

an L-search tc N-search in order o maximize performance. .In the present
experiment 1t seems clear that the gwitch in strategy occurred between
the L4- énd 12-letter hints. |

Tn the above experiment there were two search-stopping events, one
subject controlled and the other determined by the thirty-second time
1imit. It is instructive to consider some of the possible subject-.
 controlled stopping rules. One possibility is simply’an internal time
limit, beyonﬁ which the subjéct decides further search is uselesgu.
-.Related to this would be an evenf-counﬁer stopping rule that would halt
the subject when a fixed number of pre-specified events haduéccurfed,
The events could be total number of distinct "searches," total number of
incorrect traces found, and so on. A third possiblility is dependent on
.a consecutivé;evenﬁs counter. TFor example, search could be stopped
whenever x cohsecutive searches recovered traces that had beén found in
pfevious searches.

It was noted earlier that seérches may vary in their apparent order-
:liness.. Since 1ong~term memory 1s extremely large, any truly fandom
search Woﬁld invariably be doomed to failure. The search must alwsys be
made along some dimengion, or on the basis of some available cues,
Nevertheless searches do vary in thelr degree of order; a letter by

letter search is highly structured, whereas a free assoclative search
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thét proceeds frem point o pointlin a seemingly afbitrary ﬁanﬁer will

be considerably less restrained,‘even.to the point whére the same ground
may be covered many times. One other possible featufe of ﬁhe.seérch
‘process is.not as desirable.as the ones previously mentioned. The

search itself might prove destructive to fhe sought after trace. That

is, Just as new infermation trénsfefred to the long-term gtore migﬁt inter-~
fere with prefious matefial storéd.thére, the generation of traces during
the gearch might orove to have a similar interfering effect.

A.soméwhat different perspéctive én search ﬁrocedures is obtained
5yrconsidering the typeé of experimental tests that tyﬁically are used.
Soﬁetimes the very nature.of the task presumeé a specific éearch procedure.
.An exémple ig found in the free-verbal-recall task in which the subjJect
_must identify aisubset of -a larger well-learned group of ﬁords. A search
of smaller écope is made in a paired~agsgociate task; when the set of
possible responses ig large, the search for the answer is Similér to
that ﬁade in free recall, with a search component and a recognition
éomponént to identify the recovered tréce as thé appropriate one; When
the éet of responses in a paifed—assoeiate tagk is quite small, the |
task becomes one of recognition alone:-the subject can generate each
_possible response in order and perform a recognition test on each. The
recognition test présumably probes the trace for information identifying
if.as being from the cérrect list and being assoéiated with the correct
stimulus. | |

It waé said that the primary compbnent of thé search process is
locating the desired memofy trace in LTS. The secondary component ig

the recovery of the trace once found. It has been more or less assumed
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for simplicity in the above discussions that the trace is all-or-none.
This may not be the case, and the result of a search might be the
recovery of a partial trace. Retrieval would then depend either upon
correctly guessing the missging information or performing a further
search to match the partial trace with known responses. It is possible,
therefore, to divide the recovery procegses into a sgearch component and
retrieval component, both of which must be successfully concluded in
crder to output the correct response. The two components undoubtedly
are correglated in the sense that stronger, more complete traces will
both be eagier to find and easier to retrieve having been found,

One final problem of some importance should be mentloned at this
time., The effects of trace interference may be guite difficult to
separate from thosge of search failure. Trace interference here refers
elther to less of information in the trace due to succeeding inputs or
“to confuéions cauged by comﬁetition among multiple traces at the moment
of test, BSearch failure refers to an inability to find the trace at all.
Thus a decrease in the probability of a correct response as the number
of items intervening between study and test inéreases could be due to
trace interference generated by those items. It could also be due to
an increased likelihood of failing to find the trace bhecause of the
inecreaging number of items that have to be searched in memory. One way
_ these processes might be separated experimentally would be in a comparison
of recognition and recall meagures, agsuming that a fallure to find the
trace is less likely in the case of recognition than in the case of recail.
At the present, research along these lines hag not given us a definitive

answer to this guestion.
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SECTION L, EXPERIMENTS CONCERNED WITH
SHORT-TERM PROCESSES

Sectionsg 2 and 3 of this paper have outlined a theoreticsl frame-
work for human memory. As we have seen, the framework is extremeLy
-generéi,_and there are many alternstive choices that can be made in
fofmulating models for particular experimental Situations._ The many -
cholce points make it impossible for us to examine each process experi- -
mentally. Instead we shall devote our attention to a number of processes
universally agreed to occur in experiments on memory, namely rehearsal
énd‘search processes. In Section 5 the LTS search processes will be
examined in detail; in the preéent gection the major emphasis will be
on STS mechanismg, particularly the control process designated as the
fehearsal buffer, The zensory registration systeﬁ ig not an important
factor in these models; the experiments are designed so that all items
enter the sensory register énd then are transferred to STS. The long-
term sftore will be presented in the models of this section butl only in
the simplest pdssible manner. We now turn to a series of experiments
desigﬁed to establish in some detall the.workings of the buffer

mechanism.

L1, A Continuous_Paired—Associate Memory Task (Experiment 1).

| This study is the protolype for a series of experiments reported in
this section designed specifically to study buffer processes. The buffer
ls a fixed-size rehearsal scheme in 3T8; conditions which prompt the
subject to make use of a buffer include difficulty in using long-term
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store, a large number of ghort study-test intervals, and a presgentation

rate slow enough that cognitive manipulations in STS are not excessively
rushed. The task that was developed to establigh these conditions is
described below.*® |

The gubject was reguired tc keep track of constantly changing responses

associated with a fixed set of stimuli.*¥ The stimuli were two-digit numbers
chosen from the set 00 - 99; the regponses were letters of the alphabet.

At the start of s particular gubject-session a set of é stimuli was chosen
randomly from the numbers 00 to 99; these stimulli were nct changed over

the course of that day’'s session. To begin the session each stimulus was
.paired with a letter chosen randomly from the alphabet. Following this-
initial peridd, a continuocus sequence of trials made up the rest of the
session, each trial consgisting of a test phase followed by a study phase.
During the test phase, one of the s stimuli was randomly selected and
presented alone for tegt. The gubject was required to respond with the

most recent responge palred with that stimulus; o feedback wag given %o
the subject. Following his response the study portion of the trial began.
During the study portion the stimulus Jjust presented for test was paired with
a4 new response selécted randomly from the alphabet; the only restriction was
that the previocus response (thé correct response duriﬁg the immediately

preceding test phase) was not used during the study phase of the same trial.

* The reader may consult Atkinson, Brelsford, and Shiffrin (1967) for
detalils of the experimental procedure and theoretical analyses that
. . are not covered in the present discugsion. Also presented there is an

account of the mathematics of the model,

*¥% The tagk is similar to those used by Yntema and Mueser (1960, 1962),
Brelsford, Keller, Shiffrin, and Atkinson (1966), and Katz (1966).
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-The subject was instructed to forget the previous pairing and try to remem-
ber the new péiring currently being pfesented for study. ¥ollowing the
study period, a stimulus was again selected randomly from the set of s
stimuli and the test portion of the next trial began.

The result of this procedure is as follows: =& partiéular stimulus-
response pair is presented for sgtudy, followed by a randomly‘detefmined
number of trials involving other gtimuli, and then tested. Having been
-tested, the pair is broken up and the stimulus 1g paired with & different
response; in other words, no stimulus-regponse pair 1is ?feéentéd for
study twice in succession. It is easy to imagine the effects.of.this
pfocedure on the subject's long-term memory processes. .If any particular
pair isg étrongl& stored in long-term memory, it will interfere with sub-
-seQuent pairings involving that same stimulus. In additién, the nature
of the stimull and responses used makes cdding a.difficult tagk. For
thesé reasons, the subject soon learns that the usual long-term starage
.operations, such as coding, are not particularly useful; in fact, the
subject is forced to rely heavily on hisg short-term store and his rehearsal
capacity. The experimental procedure also was designed so0 that it would
bé possibie to carry out extensive parametric analyses on data from
individual subjects., This was accomplighed by running each subject for
twelve or more days and collecting the data ﬁn a system.under the control
of a time-sharing computer, a procedure which made the precise sequehce
of events during each session available for analysis.

Method. The subjects were nine students from Stanford University

who received $2 per experimental session. This experiment, and most of
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the others reported in this paper, was conducted in the Coﬁputer;Based
iearning Laboratory at Stanford University. The control functioﬁs were
performed by computer pregrams run on a modified FDP-1 computer manufactured
by the Digitel Equipment Corporation, and under coﬁtrol of a.time-sharing
system, The subject was seated.at a cathode-ray-tube display terminal;
there were gix terminals each located.in a separate 7 x 8 ft. Soﬁn&-
shielded room. S8timuli were displayed on the face of thelcathode ray
ﬁube (CRT); responses were made on an electric tyepwriter keyboard located
immediately below the lower edge of the CRT.

For each session the subject was assigned to cne of the threé experi-
ﬁental conditiénsn The three conditions were defined in terms of s, the
siée of the set of stimull fo be remembered, which took on the values
b, é or 8,. An attempt was made to assign subjects to each condition once
..in consecutive three-session blocks. Bvery sessioﬁ 5egén wlith a series
. bf study trials: one study trial for each stimulus to be used in the
session. On a study trial the word "study" appeared on the upper face of
thé CRT. Beneath the word "study" one of the stimuli (a two—digit number)
appeared along with a randomly-selected letter from the algphabet. Subjects
_ﬁere ingtructed to try to remember the stimulus-resgponse pairéa Fach of
. these initial study trials lagted for 3 seconds with a 3-sscond intertrisl
interval. As soon as there had been an initial study trial for each stimu-
lus to be used in the session, the session proper began,

Each subseqﬁent trial involved a fixed series of events. (1) The word
_E§§§ appeared on the upper face of the CRT. Beneath the word test a ran-
domly selected member of the stimulus set appeared. Subjects were instructed

that when the word test and a stimulus appeared on the CRT, they were to
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respond with the last response that had been associated with that stimulus,
guessing 1f necessary. This test portion of a trial lasted for 3 seconds,
(2) The CRT was blacked out for 2 seconds. (3) The word study appeared

on the upper face of the CRT for 3 seconds. Below the word gtudy a stimulus-
response palr appeared. The stimulug was the same one used in the.preceding
test portion of the trial. The response wasg randomly selected from the
letters of the alphabet, with the stipulation that it be different from

the immediately preceding response assigned to that stimulus. (&) There
was & 3-second intertrial interval before the next trial. Thus a com-

plete trial (test plus study) took 11 seconds. A subject was run for 220

such trials during each experimental session.

Theoretical Analysis. In order that the reader may visualize the

sequence of events which occurs in this gsituation, a sample sequence of

18 %trials is illustrated in Figure 3. Within the boxes are the displays
seen on the CRT screen. In this session the stimﬁlus get includes the

four stimuli 20, 31, 42, and 53 (i.e., s = 4). On trial n, item 31-Q

is presented for study. On trial n+l, 42 is tested and 42-B presented

for study. Then on trial n+2, 31 is tésted; the correct answer 1is Q as is
seen by referring to trial n. After the subject answers he is given 31-8
to study. He is instructed to forget the previcus pair, 31-Q, and rememn-
ber only the new pair, 31-8. The responsé letter S was selected randomly
from the alphabet, with the restriction that the previous response, Q, could
not be used. A previcusly used response may through chance, however, be
chosen again later in the session; for example, on trial n+7, 31-Q is again
presented for gtudy. It is aléo possible that two or more stimuli might

be paired with the same response concurrently; as an example, on trial
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Figure 5 A sample sequence of trials for Experiment 1




n+15, 20 is paired with C and on trial n+l6, 42 also is paired with C,

The stimulus presented on each trial is chosen randomly;-fof this resson

the number of trials intervening between study and test is a random.variable
distributed geometrically. In the.analysis of the results, a very impor—
tant variable is the number of trials intervening between study and test

on a particular stimulus-response palr; this variable is called the lag.
Thus 20 is tested on trial n+h at a lag of O because it was studied on
trial n+3. On the other hand, 42 is tested on trial n+lh at a lag of 12,
because it was last studied ¢on trial n+l.

Consider now the processes the subject will tend to adopt in this
situation. The obvious difficulties involved in the use of LTS force the
Subject to rel& heavily upon rehearsal mechanisms in STS for optimal
performance.* A strategy making'effective use of STS is an ordered rehearsal
échéme of fixed size called the buffer in Bection 3.2. lThe fixed size re-
quirement may not be necessary for maximal ufilizatibn of STS, buﬁ is indi-
cated by the following coﬁsiderations. Keeping the size of the rehearsal
set constanf gives the subject a great deal of control over the situation;
each rehearsal cycle will take about the same amount of time, and it is
easier to reorganize the buffer when a rew item is introduced. TFurthermore,

an attempt to stretch the rehearsai capacity to its limit may result in

* The usual examples given for the usefulness of a distinct short-term
gtore do not stress the positive benefits of a memoyy decaying qﬁickly
and completely. Without such a memory, many minor tasks such as
édding a long column of numbers might become far more difficult. The
current experiment, in which associative bonds are frequently broken
and reformed, is an example of a class of operations for which a

short-term store ig almost essentizal.
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qgnfusion which causes the entire rehearsal éet‘to be disrupted; the
copfgsioh regul£§ from the va;iable time that must be allowed qu opera-
rtioﬁs Such as ;esponding at the keyboard and progessing the new Incoming
items. The hypothesis of an ordered fixed-size buffer is given‘sgpport
by the subjects’ reports and the a.u'-thors‘i observations whileracting'as
:éﬁbjegtso Therreader is not asked, however, to takeIOur word on this
matter;‘the analysis_of-the :esults will provide the.sﬁrongest support
for the hypothesiso ”

It must be decided next qut what 1s being rehearsed. Thg obvious
capdidate, and the)oné reported h? subje;tsris the stimulus-response.pair
to be remerbered. That is, fhe unit- of rehéarsal i; the two-digit stimulus
’Qum#é¥ plué_fhé associated::esponse lettern_ Under ;ertain conditiqns,

_ however)‘the_gubject may adopt a more optimael strategy in which only the

',__responses are rehearsed. This strategy will clearly be more effective

‘ becapse many-mgre_itgms may be encompassed with the same rehearsal effort.
Thelgtrategy.depegds uanlordering the stimuli (usually in numerical order
| iﬁ £he present case)_and rehearsing_the responges in an order‘correqunding
to‘ﬁhe stimulus order; in this way the subject may keep track of which
response goes with Which.stimulus. For a number of reasons, the scheme

is ﬁost effectivé whén the size of the stimulus set is small; for a large
set the subject maey have difficulty ordering the stiﬁuii; énd diffiéﬁlty
‘reorganizing the rehearsal as each new item is presented. When the number
of StimglﬁsQreépqnse pairé to 5e"remembefed is léfge,.the sﬁbject.ﬁay
‘élter this.scheme in order to make it feasible. ihe-alteration_might
consist’of'reheéféing only the responses associsted With a' portion of

the ordered stimuli. In a previous experiment (Bfelsford, Atkinson, Keller,
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end Shiffrin, 1966) with a similar design, several subjects reported using
such a strategy when the stimulus-set size was four, and an exemination of
théif results showed betfer performance than the other subﬁects. Subject
reporté lead s to believe that this strategy is used infreqpently in the
present experiment; conéequently, our model agsumes that the uﬁit'of re-
hearsal is the stimulus~response pair, henceforth called an hitem.”

Figure 2 outlines the structure of the model tc be applied to the
 data, Degplte the emphasis on rehearéal, a small amount of long-term
storage occurs during the pericd that an item regides in the buffer. The
information stored in LTS is comparatively wezk and decays rapidly as
succeeding items are presented. In accord with the argument that the
long-term process 1s uncomplicated, we assume here that information stored
in LTS increases linearly with the time an item resides in the buffer.
Once an item leaves the buffer the LTS trace is assgumed to decrease as
éach gucceeding item is presented for study.

Every ifem ig assumed to enter first the sensory register and then
815, At that point the subject must declde whether or not to place the
new item in the rehearsal buffer. Theré are a nurber of reasons.why every
incoming item.méy not be placed in the buffer. For one thing, the effort
involved in reorganizing.the buffef on every trial may not always appear
worthwhile,especially'when the gaiﬁs from doing so are not immediately
'evident; for anoﬁher, the buffer at some particular time may consist of a
combination of items especially easy to rehearse and the subject may not
wish to.destroy the combination. In order to ke more specific ébout which
items enter The buffer and which do not, two kinds of items must be dis-

tinguished. An O-item is an incoming stimulus-response pair whose stimulus

65



is éurrently in the buffer. Thus if 52-L is curreﬁtly in the buffer,

52 1s tested, and 52-G is presented for study, then SE;G ig said to be

an O-item., Whenever an O-item is presented it ig automatically entered

into the buffer; this entry, of course, involves replacing the old response
by the appropriate new regponse. Indeed, if an O-item did not enter the
buffer, the subJect would be forced To rehearse the now incorrect previous
response, or to_leave a useless blank spob in the buffer; for thesge reagons,
the assumption that O-items are always entered into the buffer seems reason-
able. The other kind of item that may be presented is an N-item., An
‘N~item is a stimulus-response pair whose stimulus currently 1s pqt in the
buffer, Whene#er an'N-iﬁem.is entered into the buffef, cne item currently
Iin thé Buifer mugt‘be”removed to mgke room for.the new itgm (i.e., the
_buffgr ig assumed_to be of fixed _si;e3 r, meaning that the number of items
being rehearsged ét ény.one time is constant). The assumpﬁion is made that
o en N-item enters into the buffer with probability; ¢y whenever an N-item
ig entered one of the items currently in the buffer.;s randomly selected
| .an@ removed to make.roomAfor it. :

The model uéed fo describe the present experiment is now almost com-
plete. A factor gtill not‘specified' is the response rule. At the mbment
_of test any item which is in the buffer is responded to correctly. If
tﬁe gtiﬁulus tested is not in the buffef; a searéh is carried out in LTS
- with the hope of findiﬁg the trace. The probability of refrieving the

. qorrect response from 175 depends upon_the current trace strength, which
lin turn, depends con the amount of information transferred to LTS.
Specifically we assume that information is transferred to LTS at a constant

rate € during the entire period an item resides in the buffer; © is
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the transfer rate per trial.. Thus, if an item remains in the rehearsal
:buffer'fbr exactly j trials, then that item accumulated an amount of
information equal to jé. We alsc assume that each trial following the
triél cn which an item is knocked out of the buffer causes the information
stored in LTS for that item to decrease by a constant proportion . Thus,
if an item were knocked out of the buffer at trial j, and 1 trials
intervened between the original gtudy and test on that item, then the
amount of information in LTS at the time bf the test would be jBTi"j.

We now want to specify the probability of a correct rétrieval-of an item .
from LTS, If the amount of information in LTS at the moment of test is
zero, then the prbbability of a correct retrieval should be at the guessing
level. As the amount of information increases, the probability of a
cqrrect retrieval should increage toward unity. We define}:pij as the
probability of a correct response from LTS for an item that was tested

at lag i, and resided in the buffer for exactly J trials. Considering

the above specifications on the retrieval process,

pyg = 1= (1= @expl- 39( )]

where g 1s the guessing probability, which is 1/26 since there were

26 response alternatives.¥

* Lestthe use of an exponential function seem entirely arbitrary, it
.should'be noted that this function bears a close relation to the familiar
linear model of learning theory. If we ignore for the moment the decay
featqre, then Py =.l - {1 - glexp(-38). It is eésily seen that this
is the linear model expression for the probability of a correct response

~after J reinforcements with parameter eﬂe._ Thus, the retrieval

function pyy con be viewed as a linear model (Cont'd on next page)
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The basic dependent variable in the present experiment is the proba-
‘alllty of a correct response at the time of a test glven lag i. rin order
to derive this probability we need to know the length of tlme that an
item rcaldes in the memery buffer,_ Therefore, def'ine
ﬁj probablllty that an item resides in the buffer for

exactly J trials, given that it is tested at a lag

greater than Jo
Ihe probability of a correct response_to an item tegted atllag imcan now
be written in terms of tha ﬁjfs, .Let‘ ”Ci”.rcpresent the occarepcc of a

. correct response to an item tested at lag i. Then

Pr(cy) = |2 - Z Z Bl | v

The first bracketed term i1s the probability that the item is in the buffer
at the time of the test. The second bracket contains a sum of preobabilities,
each term representing the probability of a correct retrieval from LTS of

an item which remained in the buffer for exactly k trials and was then lost,**

* CCoﬁt‘d from previous page) with time.in the buffer as the independent
variable, To be sure, the decay process complicates matters, but the
. reason for chogsing the exponential function beComes somewhat less
:arbitrary A decay process is needed so that the probability of a
- correct retrieval from LTS w1ll approach chance as the lag tends to-
_.wadlmhmmy .
. e Orie factor which the mcdel as outlined ignores 1s the probablllty of"
recovering from LTS an old, 1ncorrect trace In the interest of sim-
pl1c1ty this process has not been 1ntroduced 1nto the model, although

it could be appended with no major changes.
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There are four parameters in the model: r, the buffer size which must be
an integer; «, the probability cof entering an N-item into the buffer;
g, the transfer rate of information to LTS; and <7, the decay rate of
information from LTS after an item has left the buffer.

One final precess must be considered before the model is complete.
This process is the recovery of information from STS which is not in the
buffer. It will be assumed that the decay of an item which has entered
and then léft the buffer_is very rapid, so rapid that an item which has
left the buffer cannot berrecovered from STS on the succeeding test.*
The only fime in which'a‘recover& is made from STS, apart from the buffer,
occurs_if an item is tested immédiately following its study (i.e., at a
lag of O).i In this caée there ié virtually no time between étudy and test
and it is éssumed therefdre_that.the recovery probability is one, regardless
of whether the item was entered into the buffer or not. In oéher words,
the probability correct is one when the lag is zero.

Date Analysis. Figure L presents the probability of a correct

response as a function of lag for each of the three stimulus set sizes
examined. It can be seen that the smaller*the stimuius set size, the
better the Qverall performance. It is important to note that the theory
predicts such a difference on the following basis: the larger the size of

the stimulus set, the more often an N-item will be presented; and the

* Clearly-ﬁhis assumption depénds on the time intervals involved. 1In the
present experiment the trials were guite zlow; in experiments where a
Taster presentation rate is used; the model probably would need to be
modified slightly to allow a non-zerc probability of recovefy'of an

item from STS on the test following its removal from the buffer.
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more often N-ltemg will be presented, the more often items in the.buffer
Willrbe knﬁcked oﬁt;  Récali that only N-itemg can kﬁoCk iteﬁstffom.the
bﬁffer; O-iteﬁs.merély'replace'ﬁhemsélves; ' .. | - “

| itrcén be séen that ferformance is almost pérfect for lag 0 in all
fhree conditions. This was éxpected becéuse‘lag 0 means that.theriﬁem LEE
fested immediaﬁeﬁy fbllowing its study, and was theféféré availabie in STS.
The curveé drop sharply at first and siowly thereafter, but havé.nof yetb
‘féached the;chance level at lag 17, the largeét leg plottéd. The chance
'levelrghoﬁld bé'l/26 Sinéé there were 26 response'altérnatives;

| The‘foﬁr paraméters bf the model were estimated by fitting‘the model
to fhe lag cur{es in Figure ¥ using a'minimgm“chi-équare as a.beét Tit
criterion.* The solid lines in Figure 5 give the best Tit of the model
which occurred when the paraﬁeter values were: r = 2, o = ,39; 6:= Ao,
'éhd T_=-.93, It_cén”be geen that the observed data aﬁd thé.prédictions
frbm‘the:model are iﬁ close agreement. It should be emphasized.that the
£hree curves are fit simultaneously using'thé same parameter values, and
the differences between the curves depend only on the value of s (the stimulus
set size) which, of éourse, ié determined by thenexperimeﬁter; The.predicted
'probébilities of a correct responée weighted and summed.overnali lag posi-
tions are .562, AB69, and 426 for s équal to 4, 6, and 8,'fésﬁectively;
the observed values are .5u48, ;h72, and 421, . |

The estimaﬁed value of r might séem surprising'at firgt glance; two

" items appear to be a rather small buffer capacity. But there are a number

% See Atkinson, Brelsford, and Shiffrin (1967) for details of the estimation

procedure and a statistical evaluation of the goodness—of—fit.



. of_considerations Which render_this estimate reasonable._ it_seems clear

that the-capacity.estimated_inia task where.theﬂsubject is constantly
interruptedkfor tests must be lower than the capacity estimated, for example,
in a_typical digitfspan task. This_is so because‘part of the attention
time‘that_nould be othernise alloted to rechearsal mnst:be usedito search
memory in order.to‘responduto‘the continuous sequence“of testsr Qonsider~
__ing that two items in this situation consist of four.numbers and two

letters, an estimate of T equal to two 1s not particularly surpr1s1ng

_ The_estimated value”of_ o _1nd1cates that only 39 percent of the N-items

:actually.enterhthe buffer.(remember_that intems almeys enter the buffer).
,_ffhis‘lomzvaiue mey indicate that a good_deal:of_mental effort is involved
inlkeeping an item in the:buffer Via reheersal;iieading to_a reiuctance to
7. discard an item from the buffer uhich has not.yet been.tested | A similar
reluctance to discard 1tems would be found 1f certain combinations of items
- were particuiarly casy to‘rehearse. _Finally, ote that the theory predicts
that?.if there.mere”no‘longeterm_storage, the subJect_s overall probability

of.a correct response uould be.independent of d Thus 1t might be ex-
‘.pected that o _would be higher the greater the effectiveness of long -term
: storage. In accord With this reasoning, the low value‘of a found would
-result from the weak long.term storage aSSOCiated w1th the present situation.

) In addition to the 1ag curves in Figure h there are a number of other
predictions that can be examined One aspect of the.theory-maintains that
O-items always enter the buffer and replace themselves, while N-items enter
'the buffer w1th probability % and knock an 1tem out of the buffer whenever
they do so. The effects of different stimulus-set sizes displayed in Fig-

ure 5 are due to:.this assumption. The assumption, however, may be
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examined in other ways; if it is true, then an item's probability of being
correct will be affected by the specific items that intervene between its
initial study and its later test. If every intervening trial uses the same
stimulus, then the probability of knocking the iltem of interest from the
buffer ig minimized. This is so because once any intervening item enters
the buffer, every succeeding intervening item is an O-item (since it uses
the same stimulus), and hence also enters the buffer. Indeed, 1f o were
one then every_intervening item after the first would be an O-item, and
hence only the first intervening item would have a chance of knocking the
item of interest from the buffer;'if ¢ = 1 and there were no long-term
decay, then the lag curve for this condition would be flat from lag 1 on-
wards ., In thié case, however, C 1is ﬁot equal to one and there is long-term
decay;'hence the lag curve will decrease somewhat ﬁhén the intervening
items all have the same stimulus, but not to the extent found in Figure 4.
This lag curve, called the "all-same" curve, is shown in Figure 5; it
plots_the_prdbébility of a correct fesponse as a function of lag, when all
the intervéning trisgls between study and‘test involve the same stimulus.
The parameters previously estimated were:used to generate predictions for
thege curves and they are displayed as golid lines. If seems clear that
the predictionsg are highly accurate.

 A convefSelresult, called the "all-different” lag curve, is shown in
Figure 6. In this condition, every intervening item has a different stimu-
lus, and therefore the probability of knocking the item of interest from
the buffer is maximized. The lag curvés for this cdndition, therefore,
should drop faster than the unconditional lag curves of Figure 4, Pre-

dictions were again generated using the previcus parameter values and are
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represented by the solid lines in Figure 6. Relatively few observations
were avallable in this condition; considering the instability of the data
the predictions geem reagonable.

The procedure used ir this experiment is an excellent example of what
has been traditionally called a negative transfer paradigm. The problems
inherent in such & paradigm were mentioned earlier as contributing to the
subjects' heavy reliance upon the short-term store. To the extent that
there is any use of L?S, however, we would expect intrusion errors Irom
previously correct responses. The model could be extended in several
obvious ways to predict the occurrence of such intrusions. TFor example,

- the subject could, upoﬁ failing %o recover the most recent trace from LT3,

continue hig gearch and find the remains of the preViQus; q@w incorrect,

 trace. In order to examine intrusion errors, the proportion of errors which
were the correct response-fbr the previous presentation of the stimulus in
:questiqn were calculated for'éach lag and each condition. The proportions

"were gulte stable over lags ﬁith mean valueg of .065, .068, and .073 for
the 4, 6, and 8 stimulus conditions, respectively. If the previously

.correct response to an item is generated randomly for any given error,
these values should not differ sigﬁificantly from 1/25 = 04, In both

the s = 4 and s = 6 conditions seven of the nine subjects had mean

"values abové chance; in the s = 8 condition eight of ﬁhe'hine subjects were
ebove chance., Intrusion errors ﬁay therefore be considered a reliable

~ pPhenomenon in this situation; on the other hand, the relatively low
.frequency with which they occcur indicates a rather weak and guickly decay-
ing long-term trace.

A second error category of inferesgt includes those responses that are
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members of the current set of responses to be remembered but are not the

‘corredt respoﬁses. This set; of‘course, includes the set of réspbnsés.
in the buffef.at'ahy one time; if the subject ﬁends-to'give as a guess a
regponge currently in the buffer (éﬁd thereforé highly availabie), then
the probability of giving as an error a responge in ﬁhe current to-be~
remembered set will be higher than chance, Since fesponses may hbe
assigned to more than one stimulus simultaneously, the number ef
responges in the to-be-remembered set is bound by, but may be less
than, the size of the stimulus set, s. Thus, on the basis of chance the
error probabilities would be bounded below ,12, .20, and .28 for s =4,

: 6, and &, respectively. The actual values found were .23, .28, and .35,
-respectively. This finding suggests that when the gubJect cannot retrieve
the response from his buffer or LTS and is forced to guess, he has a somewhat

- greater than chance likelihood of giving a response currently in the re-
hearsal set but assigned to another stimulus. It is not surprising that a
subject wili give ag a guess one of the responges in his buffer since they
are immedlately available.

Other analyses have been performed on the data of thig experiment,
 but the results will not be presented until a second experiment has been
described.. Before considering the second experiment, however, a few words
shouid be said about individual differences. One of the reasons for
running a single subject for many sessiong was the expectation that the
model could be applied to each subject's data separately, Suech analyses
nave been made and are reported elsewhere (Atkinson, Brelsford, aﬁd
Shiffrin, 1967). The.results are too complex to go into here, but they

establish that individual subjects by and large conform to the predictions
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of the model quite well. Since our aim in this paper is to present a
non-technical‘digcussign,of_the model, to simplify matters we: will make

most of our analyses on group data.

4.2,  The "All-Different" Stimulus Procedure (Experiment 2). "

" In the preceding experimen%, the number of stimuli used in a given
experimental ‘session snd the size of the to-be-remembered set were identi-
cal, These two factors, however, can be made'independent;?‘Spécifically,
a gset of all-different stimuli could be used while keeping the size of the
to-be-remembered set congbant, - The name,-all4different,*for?this experi-
ment results from the use of all-different stimuli; ile., -once a-given
~ stimulus-response pair is presented for test, that stimulus is ot used
‘again.  In-other respects the experiment is identical to Experiment 1.

© . One’ reason for carrying out. an’ experiment Qf-thisityﬁe is to gain
 some  information about the-réﬁlatement hypothesis for O-items. In Experi-
“ment’ 1 we agsumed that a new item with a stimulus the same' as an item

currently in the buffer automatically replaced that item 4in ‘the buffer;

" thatiis, the response switched from old to new. TITh the all-different

' experiment subjects are instructed, as in Experimeiit 1, to forget each
“item once it has been tested. ' If an item currentiy in the buffer is
‘tested {say, 52-G) and a tiew item is then presented for study (say 65-Q),

we might ask whether the tested item will be automatically replaced by the

. new item (whether 65-Q will replace 52-G in the buffer)}. -This replacement

strategy is clearly optimal for it does no good to retain an’ item in the
‘puffer that already has been tested. Nevertheless, if the reorganization

of the buffer is difficult and time consuming, then the replacement of
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a tested item currently in the buffer might not be carried out, One
simple éséuﬁptidn aléhg these lines wogld.postﬁlate that every item has
én independent provability o of entering the buffer.

| The all-different exﬁefiment'was identical ﬁo Experiment 1 in.all
regpects except the foilowing. In Experiment 1 the s stimuli were the
same through6u£ an experimental session, with only the associafed fesponses
béing bhaﬁged on each trial, whereas in the all—differeﬁt experiment 100
‘stimuli ﬁeré available for use in each séssion. In fact, evefy stimalus
. vas effectively new since the stimulus for each study trial was selected
rahdomly from the éét of éll.ioo stimuli under the restricfion that no
stiﬁulus could be used if it had been tested or studied in the previous
fifty trials, There were still three experimental conditions with s
equal to h, 6, or 8 denoting the number of items that the subject was
reguired to .try tolrémember at any point in time. Thus a session began
with'éither 4L, 6, or 8 study triale on different randomly selected
sfimuli,each of which was paired with a randomly selected response (from
tﬁe 26 letters). On each trial a stimulus in the current to-be-rememvered
set was presented for test. After the subJect made his response he was
.instrucﬁed to forget the item he had just been tested on, Since he-would
not be tesﬁed on.it again, Foliowing ﬁhe test a new stimulus was
selected {one that had not appearéd for at least® fifty trials) and ran-
dbmly paired with a response for the sﬁbject to study. Thus the number
of i1tems to be rémembered at any one time stays constant thréughout the
seésion. However, the procedure is quite different from Experiment 1L
where the study stimulus was always the one Jjust tested.

Denote an item presgented for study on é trial as an O-item (old item)
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1f the 1tem Just tested was in the buffer. Denote an 1tem presented for
study as an N 1tem (new 1tem) 1f the 1tem aust tested was not ln the buffer.
This termlnology conforms pre01sely to that used to descrlbe Experlment 1.
If an 0- ltem is presented there will be at least one spot 1n the buffer
.ocoupled by a useless 1tem (the one Just tested). If an N-ltem is pregent-
:ed the buffer w1ll be fllled w1th 1nformatlon of the same value as that
before the test If we assume that an N- 1tem hasrprobablllty @ of enter-
| 1ng the buffer, and that an 0- 1tem will always enter the buffer and knock
‘out the ltem Just made useless, then the model for Experlment 1 w1ll
apply here_w1th no change whatsoever. In thls case we agaln expect that
thenlag curves for's - 4. 6 and 8 Would be separated In fact, glven
the same parameter values; exactly the same curves would be predlcted
.for the all- dlfferent experlment as for Experlment l - |
| H As noted earller however, there 1s gome doubt that the assunptlons
regardlng N-ltems and O 1tems w1ll stlll hold for the all- dlfferent experi-
ment. In Experlment 1 the stlmulus Just tested was re-palred Wlth a new
response, v1rtually fercing the subJect to replace the old response with
a new one.if the item was in the buffer, Put another uaj, if an.item is
'Jin the.huffer when tested, only a minor change need.be nade in the buffer
.to enter-the sueceeding study item: a single response isureplaced b&
:another. In the all- dlfferent experlment however, a greater change needs
7 to be made in order to enter an O-item; both a stlmulus and a response
lmember have to be replaced. Thus an alternative hypothesls mlght nalntain
that erer& entering item (whether.an ﬁ-item.or.anio-item) has the same
_probability‘ Q@ of enterlng the buffer, and w1ll knock out any item

currently in the buffer w1th equal llkellhood In this cage we predict
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no differences among the lag curves for the s =4, 6, and 8 conditions,

Resultg., The observed lag curves for Experiment 2 are digplayed in
Figure 7. It should be emphasized that, except for the procedural changes
described above and the fact that a new sample of subjects was used,
the experimental conditiong and operations were identical in experiments
1 and 2, The important point about this data is that the lag curves for
the three conditlons appear to overlap.* Tor this reason we lump the

- three curves to form the single lag curve displayed in Figure 8.

Because the three curves overlap, it is apparent that the theory
used in Experiment 1 needs modification. The hypothesis suggested above
will be used: every item enters the buffer with probability «. If an
item enters the buffer it knocks out an item already there on a random
bagis. This model impliés that useless items are being rehearsged on
occasion, and subjects reported doing Jjust that degpite instructiens
to forget each item once tested.

The curve in Figure 8 was fit using a minimum X2 procedure; the
parameter estimates werer =2, ¢ = .52, 8 = .17, and v = .90, It can be
seen that the fit is excellent. Except for r, the parameters differ gome-
what from thoze found in Experiment 1, primarily in a slower transfer
rate, 6. In Experiment 1 the estimate of 6 was .40, This reduction in
long-term storage 1s not too surprising since the subjects were on occagion
rehearsing useless informatien. It could have been argued in advance of

the data that the change away from a strong "negative-transfer' paradigm

* To determine whether the three curves in Figure 7 differ reliably, the
proportions correct for each subject and condition were calculated and
then ranked. An analysis of variance for correlated means did net yield
significant effects (F = 2.67, af = 2/16, p > .05).
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Data from the s = 4, 6, and 8 conditions have been pooled (Experiment 2)




in Experiment 2 would lead to increaged uge of LTS; that this did not

oceur is indicated not only by the low & value, but also by the low
probablility of a correct response at long lags. One outcome of %his

result is the possibility that the all-different procedure would give
superior long-term memory in situationg where subjects could be induced

to attempt coding or other long-term storage strategies. It seems apparent

that LTS was comparatively useless in the present situatiom.

Some Statistics Comparing Experiments 1 and 2., In terms of the

model, the.only differencs bgtween Experiments 1 and 2 lies in the
replacement asgumption governing the buffer. In Experiment 1, én item
in the buffer When'tested is éutomatically replaced by the immediately
succeediﬁg-study item; if the tested item is not in the buffer, thé succeed-
ing study item entefs the buffer with probability &, rancdomly displacing
an item already there. In Experiment 2, every study item, independent
of the contents_of the buffer, enters the buffer with probability o,
randomly displécing an item already there, While these assumptions are
given credence by the predictioqg of the various lag curves of Figures 4
and 8, there are other statistics that can be examined to evaluate their
adequacy. Yhese statisticeg depend upon the fact that items var& in their
probabilitj.of entering the buffer. Since items which enter the buffer
will havé a higher probability corréct than items which do not, it is
relatively easy to check the veracity. of the replacement assumptions in
the two experiments.

In Experiment 1, the probability that an item will be in the buffer
at test is higher the greater the number of consecutivé_preceding trials

that involve the same stimulus. Thus if the study of 42-B is preceded,
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for example, by six consecutive trials using stimulus 42, there is a
very high probability that 42-B will enter the buffer, This occurs because
there is a high probability that the stimulus 42 already will be in the
buffer when 42-B is presented, and if so, then 42-B will automatically
enter the buffer. In any series of consecutive trials all with the same
stimulus,lonce any item in the series enters the buffer, every succeeding
Ltem will.enter the buffer. Hence the longer the geries of 1ltems with the
same stimulus, the higher the probability that that stimulﬁs will be in
the btuffer. TFigure 9 graphs the probability of a correct response to the
last stimulus-response pair studied in a series of consecutive trials
involving the same stimulus; the probability correct is lumped over all
possible lags at which that stimulus-response pair is subsequently tested.
This probability ig graphed as a function of the length of the consecutive
run of trials witﬁ the same stimulus and is the line labeled Experiment 1.
These curves are combined over the three experimental conditions (i.e.,
s =4, 6, 8)., We see that thé probability of a correct regponse to the
lagt item sﬁudied in a series of trials all involving the same stimulus
increases as the length of that series inéreases, as predicted by the
theory. |

In Experiment 2 stimuli are not repeated, sohthe above statistic
cannot be examined. A comparable statistic exists, however, if we consider
a geguence of ifemsg all of which are tegted at zero lag (i.e., tested
immediately after'presentation). One could hypothesize that the effect
displayed in Figure.9 for Experiment 1 was due to a consecutive seguence
of zero-lég tests, or due to factors related to the sequence of correct

answers (at zero-lag an item is always correct). These same arguments
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would apply, however, to the sequence of zero-lag items in Experiment 2.
In Figure'9; the line labeied Experiment 2 represents a probability
measure comparable to the one displayed for Experiment l. Specifically,
it ig the probability of a correct response on the eventual test of the
last S-R pair studied in a consecutive geguence of trials all involving
5-R pairs tested at lag zéro, as a function of the length of fhe sequence.
The model for Experiment 2 with ite scheme for entering items in the
buffer, predicts that this curve should be flat; the date seem to bear
out this prediction.

The close correspondence between the predicted and observed resulis
in Experiments 1 and 2 ﬁroﬁides'étrong support for the'théory. The: assump-
tions justified most strongly apbear t0 be the fixed-size rehearsal buffer
containing number-letter pairs as units, and.the.replacement assumptions
governing 0- and N-items. It is difficult to imagine a consistent system
lwithout these assumptions that would give'rise to siﬁilar effects. BSome
of the predictions supﬁorted by the data are not at all intuitivé. For
'examplé, the phehomenon displayed in Figﬁre 9 seéms to be conﬁrary to
" predictions based upon coﬁsiderations of négative transfer.‘ Negative
tfansfer would seém to prediet thaf a sequence of items haviﬁg the same
stirmilus bﬁt different responses wouid lead to largé amounts of inter-
ference and hence feduée the ﬁrobability correct of the lést.item in the
sequence; howe#er, Jjust the opposite effect was fouhd. Furthermore; ﬁhe
lack of‘an_effeét in Experiment 2 seems to rule out explanations based
on successive correct responses or successive zero-lag tests, Intuition

. notwithstanding, this effect was predicted by the model.
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b,3. A Continuous Paired-Associate Memory Task with Multiple

Reinforcements (Experiment 3).

In confrast to a typical short-term memory task, the subjects'
strategy in paired-agsociate learning shifts from 2 reliance on rehearsal
processes to a heavy cmphasis on coding schemes and related processes that"
facilitate loﬁg—term storage. There are many factors, however, that con-
tribute to such = shift, and the fact that items are reinforced more than
once in a paired-assoclate learning task is only one of these. In the
present experiment, ail factors are kept the same as in Experiment 1,
except for the number of reinforcements. It is not surprising, then, that
subjects use essentially the same rehearsal strategy found in Experiment 1.
It is therefore oficonsiderable interest to examine the effects associated
with repeated reinforcements of the same item.

In Experiment 5 only one stimulus set size, s = 8, was used. BRach
session began with eight study trials on which the eight stimuli were
each randomly paired with a response. The stimuli and responses were two
diglt numbers and letters, respectively. After the initial_study_trials
the session involved a series of consecutive trials each consisting of a
test phase followed by a study phase. O0On each trial a stimulus wasg ran-
@omly selected for testing and the same stimulus was then presented for
study on the latter portion of the trial. Whereas in Experiment 1, during
the study phase of z trial, the stimulus was always re-paired with a new
response, in_thé present experiment the stimulus was sometimes left
ﬁaired with the ©ld regponse. To he precise, when a particular S-R pair

was presented for study the first time, a decision was made as to how
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many reinforcements {study periods) it would be given; it was given either
1, 2, 3, or 4 reinforcements with probabilities .30, .20, .40, énd .10
respectively. When & particular S-R pair had received its assigned number
of reinforcements, its‘sfimulus was then re-paired with a new response on
the next study trial, and this ﬁew item was assigned a number of reinforce-
ments uslng the probability disgtribution specified zbove. In order to
clarify the procedure, a sample sequence from trials n to nt+l9 i1g shown in
Figure 10. On trial n+2 stimﬁlus 22 is given a new response, L, and
assigned three reinforcements, the first occurdngion'trial n+2. The second
reinforcement occurs on trial n+3 after a lag of zero. After a lag of O,
the third reinforcement is pregsented on trial nt+tld. After a lag of 8,
gtimulus 22 ig re-paired with a new response on trial n+l9. Stimulus 33
is sampled for test on trial n+6 and during the study phase is.assigned the
new response, B, which is to receive two reinforcements, the second on trial
n+9. Stimulus 44 is tested on trial n+h, assigned the new response X which
is to receive only one reinforcement; thus when 4it is presented again on
triel n+l6 it is assigned another response which by chanée.also'is to re~
celve only one reinforcement, for on the next trial b4 is studied with
response Q. The subject 1s instructed, és in Experiments 1 and 2, to
respond on the test phase of each trial with the letter that was last
studied with the stimulus being tested.

The game digplay devices, control eguipment, and timing relations
used In Experiment 1 were used in this.sﬁudy, There were 10 subjects,
each run for at least 10 sessions; a session consisted of 220 trials,
Detalls of the experimental procedure, and a more extensive account of

the data analysis, including a fit of the model to response protocols
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Figure 10 A sample sequence of trials for Experiment 3



of individual subjects, can be found in Brelgford and Atkinson (1967).

The medel for Experiment 1 may be used without change in the! present
situation. There 1s some guestion, however, whether it is reasonable
to do 80, The assumptions concerning LT3 storage and decay may be applied
to items which are given multiple reinforcements: information is transferred
" to LTS at a rate & whenever the item resides in the buffer, and decays
from LTS by the proportion 1 on each trial that the 1tem is not present
in the buffer. The assumption regarding O-items also may be applied:
since the stimulus alfeady is in the buffer, the new response replaces
the o0ld one thereby entering the item in the buffer (if, as is the case in
thisxexperiment, the ¢ld response is given yet another study, then nothing
changes in the buffer). N-items, however, are not so easily dealt with.
N—items, remember, are items whose stimuli are not currently represented
in the tuffer, In Experiment 1, the stimulus of every N-item also was
beiﬁg paired with a new résponse, In the current experiment this is not
always the case; somé N-items, although not in the buffer, will be receiv-
ing their 2nd, 3rd, or Yth reinforcement when presented for study. That
ig, some N-items in this experiment, will slready have a substantial amount
“of information stored on them in LTS, It seems reasonable that subjects
may not rehearse an item which has just been retrieved correctly from LTS,
The agsumption regarding N-items is therefore modified for purposes of
the present experiment as follows. If a gtimulus is fested and is not
in the buffer, then a search of LTS is made. If the response is correctly
retrieved from LTS, and if that stimulus-response pair is fepeated for
study, then that item will not be entered into the buffer (since the

subject "knows" it already). If a new item is presented for study
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'.(iqeu, the response to that stimulus is_changed), or if the correct
response is not retrieved from LTS (even though the subJect may have made
the correct response by guessing), then the study;item-enters the buffer
with probability . This slight adjustment of the replacement assumption
allows for_the fact that some items presented for study may already be
known and will not enter the rehesrsal buffer. This version of the model
is the one used later to generate predictions for the data.

Regults., Figure 1l presents the probability of a correct response

,és a function of lag for items tested after their first, second, and third
.:r'einf'or(:t::m&trl’c,s_a The number of observations is weighted not only toward
:the short lags, but also toward the smaller numbers of reinforcements.
ﬁhis occurs because the one-reinforcement lag curve contains not only the
data from the items given just one reinforcement, butb also.the data from
the first reinforcement of items given.twoé three, and four reinforcements.
Similerly, the lag curve following two reinforcements contains the data
from the second reinforcement of items given two, three, and four rein-
forcements, and the three reinforcement curve conteins data from the third
reinforcement of items given three and four reinforcements. The lag curves
in Pigure 11 are comparable to those presented elseﬁhere in this paper.

.Wﬁat is graphed is the probability of & correct response to an item that

. received its ;jth reinforcement, and was then tested after a lag of n
trials. The graph presents data for n ranging from O to 15 and for
J equal to i, 2, and 3. Inspecting the figure, we see that an item which

received its first reinforcement and was then tested at a lag of 8 trials
gave & correct response about 23 percent of the time; an item that re-
ceived its second reinforcemenf and was then tested at lsg 8 had sbout.

i percent cdrrect.responses; and an item that received its third rein-

forcement and was then tested at lag 8 had about 61 percent correct.
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The curves in Figure 11l exhiblt & consistent pattern. The probability
correct decreases regularly with lag, starting at a higher value on lag 1
the greater the number of prior reinforcements. Although these curves
sre quite regular, there are a number of dependencieg magked by them, TFor
example, the probability of a correct response to an ltem that receilved
its second reinforcement and was then tested at éome later trial, will
depend on the number of trials that intervened bétweén the first and

second reinforcments. To clarify this point cénsider the following

diagram
lag a ' i lag b
2L s, 22 f| 22-2 | sy 22
T \
(1®° stuay) (lst test)(End study) (2nd test)

Item 227 is given its first reinforcement, tested at lag a and given a
seéond reinforcement, and then gi#eﬁ a gecond test at lag b, For a fixed
lag E,.the probability of a correct fesponse on the 2nd tesgt will depend
on lag a. In tefﬁs of the model it is easy to see why this 1s so. The

probability correct for an item on the second test will depend upon the

amount of information about it in LTS. If lag a is extremely short, then
there will have been very little time for LTS strength to build up. Con-
vergely, a very long lag a will result in any LTS strength decaying and
disappearing. Hence the probability oﬁ a correct response on the second
test.will be maximal at some intermediate value'of lag a; namely, at a

lag which will give time for LTS strengtﬁ to build up,'but net so much

time fthaft excessive decay will occur. For this reason a plot of probability
correct on the second test as a function of the lag between the first and

second reinforcement should exhibit an inverted U-sghape. Figure 12 is
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such a plet. The probability corfect on the second test 1s graphed as

a function of lag a. Four curves are shown for different values of lag b.
The four curves have not been lumped ever all values of lag b because we
wish to indicate how the U-shaped effect changes with changes in lag b.
Clearly, when lag b is zero, the probability corréct is one and there is no
U-ghaped effect. Conversely, when lag b is very large, the probability
correct will tend toward chance regardless of lag a, and again the U-ghaped
effect will disappear. The fﬁnctionérshown in Figure i2 give support to
the assgumption that informabtion is being transferred to LTS during-the
entire period an item resides in the huffer. If information is transferred,
for example, only when an item first enters the buffer, then it ig diffi-
culﬁ to explain thé rise in the functions of Figure 12 for lag a gbing
from zero to about five, The rise is due to the additional information
transferred'to LTS as lag a increases. |

Theoretical Analysig. A brief review of the model ig in 6rder. O-items

(whose stimulus is currently in the buffer) always enter ﬁhe buffer. N-iftems
(whose stimulus is not currently in the buffexr) entex the buffer with proba-
bility « if they are also new items (i.e., receiving their first reinforce-
ment). However, N-items do not enter the buffer if they are repeat items

and were correctly retrieved from LTS on the immediately preceding test;

if they are repeat iltems and a retrieval was not made, then they enter the
buffer with probability «@. An O-item entering the buffer occuples the
position of the item already there with the same stimulus; an enftering
W-item randomly replaceg one of the items currently in the buffer., During
the peried an item resides in the buffer information is transferred to

LTS at a rate & wper trial, This information decays by a proportien T on
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each trial after an item has left the buffer.* The subject is always
correct at a2 lag of gzero, or if the item is currently in the buffer. TITf

~ the item 1s not in the buffer = search of LTS is made, and the correct
respoﬁse is retrieved with a probabllity that is an exponentiél function
of the amount of information currently in LTS (i.e., the same function
specified for Experiments 1 and 2). If the subject fails to retrieve from
LTS, then he guesses. There are four parametefs for this modél: r, the
ﬁuffer Size; @, the buffer entry probability; 6, the transfer rate of in-
formation to LTS; and 1, the parameter characterizing the.LTS decay rate
once en item hés left the buffer.

Estimates of r, @, €, and 7 were made using the data presented in
Figures 1L and 12. We shall not go into the estimation procedures here
for they are fairly complex; in essence they involve a modified minimum
.XE procedure where the theoretical values are hased on Monte Carla runs.
The parameter estimates that gave the best fit to ﬁhe dats dispiayed in
‘Figures 11 and 12 were as follows: r = 3; @ = .65; 6 = 1.24k; and
T = .82, Once these.estimates had been obtained they were then used to
geﬁerate a large-gcale Monte Carlo run of 12,500 trials. The Monte Carlo
procedure invoived generating pseudo-data following precisely the rules
specified by the model and consulting s random number generator whenever

an event occurred in the model that wag probabilistically determined,

*.In thisg experiment an item receiving x reinforcements may enter the
buffer as many as x times. When the item is in the buffer the
@-process is activated, and when not in the buffer the T-procegs

takes over. .
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Thus the pseudo-uata from a Monte Cerlo run ie au-erample.of_hew real
.deta would iook if tﬁe medel.was correct, aud the perameters had.the
values used in tﬁe Monte.Carlo coﬁputation. In all subsequent dlscu831ons
of Experlment 3, the predicted values are based on the output of the Monte
Carlo run. - The ruu was very long S0 that in all cases the theoret;cal
”curves are quite Smcoth,and we doubt if they'refiectrfluctuations'due_to
sampliné error. A aétailedraccount.of the eeti@atiou aud predietien pro-
-.cedures for this experiment-is given in Brelefordranu:Atkinson (i96f).

The predicticns from the theory arelshewn‘es the.smeoth.curves'in .
Figures 11 and 12, It'sheuld be evident.thut_the predicted valuesrare
qulte close to the cbserved ones. Note'aiso that tte seven.curvee in the
two flgures are fit 31multaneously w1th the same four parameter values,
the fact that the spac1ng of the curves 1s accurately predlcted 1s partlcu-u
larly 1nterest1ng o | | ) |

We now examlne.a.number:of etatisticerthat were not.used_in making
parameter estimates. First cousiuer the ali—same and ell—different:curves

Shewnlin Figure 13; these are'the eame functions displayed-in Figures-S
and 6 fer Exﬁeriment l.. For the all-same curve, ve compute the prebability
of a correct response &s a.functlen off the lag, When all the 1ntervenlng
1tems between study and test 1nvolve the same stlmulus, There-ere.'
three such curves dependlng on whether the study was the first, Second
~or third reinforcement of the particulsr £-R pair. The model predicts

that once the intervening Stimulus.enters'the buffer; there will be no
further chance of any other item being knocked out ef‘the buffer. Hence
.these curves sghould drop at z much slower rate than the unconditional lag

curves in Figure 11L. The all-different curve plots the probability of a
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correct response ag a function of lag, wheh the intervening items between
study and test all involve different stimuli. Again there are three curves
dependéng on whether the study was the first, second or third reinforcement
of the S-R palr. The all-différent sequence maximizes the expected number
.of intefvening ﬁ-ifems and therefore the curve should héve a much faster
drop than the.unconditional lag curveg in Figure 11. The predictionsg are
shown. in the figure as solid lineg. The correspondence betweesn predicted
and observed values is resgomnably good., It 1s particularly impressive when
it is noted that the parameter values used in making the predictions were
estimated from the previous data.

We next examine the data displayved in Figure 14. Consider a seguence
of congsecutive triaslg all involving the same stimulus, bubt where the res

‘ponse paired with the stimulus on the study phase of the last trial in the

. gseguence lg different from the response on the immediately preceding trial,

Then, the theory predicts that the longer this sequence of consecutive
trials, the higher will be the probability of a correct response when the
~lagt item studied in the gequence is éventuall& £ested. This 1ls so because
the probability.of the lagt item entering the buffer increageg as the
“length of the sequence increases: once any item in the seguence enters
‘the buffer, every succesding one will. The data is shown in Figure 1k,
What 1s graphed is the length of the sequence of trials ell involving the
..game Stimulus versus the probability of a correct response when the last
item studied in the sequence is eventually tested, In thisg graph we have
lumped over all lags st which the eventual test of the lagi item is made.
The predictions generated from the previously estimated parameter values

“are shown asg the smooth line. The predicted values, though not perfect,
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are surprisingly'close td the observed proportions correct., It is
worth reemphasizing that~considerations:of negative trangfer make this
fesult somewhat unexpected (see page 87).

We next exsmine another prediction of the theory that ran counter to

our initial intuitions. To make matters clear, conglider the following

diagram:
lag a = lag b .
PR 22 || =22-X : 5 22
(study) {test)  (study) (test)
Item recelves D Aséignment
its jth -of new
~réirnforcement : response:

Ttem 22-Z is studied for the jth time and then tested at Iégsgg on this
trial 22 is paired with a new response X, and tested next at lag b. Accord-
ing to the theory, the shorter lag a, the better pefformancé shﬁpld be
when the item is tested after lag b. This prediction is based on the
.fact.thét the mofé fecentiy a stimuius had appeared, the.more likely that
it was still in the buffer when the nextritem'usiné it was preéented for
‘~study; if the stimulug was in the buffer, then the item using it would
automatically entef the buffer, In the present analysis, we examine this
effect for three conditions: the preceding item using the stimulue in
guestlion could have Jjust recelved its 1st, Ehd or 3rd reinforcement.
Figure 15 presents the appropriate data. In terms of the above diégram,
what ig plotted is the value of lag a on the abscissa versus the proba-
bility of a correct responge lumped over all values of lag b on the

ordinate; there ig a separate curve for j = 1, 2, and 3.
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‘The predicted curves are baged upon the previous paramefer estimstes.
The predictions and observations coincide fairly well, but the effect
is not ae dramatic as one might hope.* One problem ig that the pre-
dicted decrease is not very large. Considerably stronger effects may
be expected if each curve is seﬁarated into two components:.one where
the preceding item was correct at test and the otﬁer where the preceding

item was not correct. In theory -the décreaéé predicﬁed in Figdfé 15 is due

to a lessened_probability of the'relevant stimuius: being in the buffer

ag lag a increages. Since an item in the buffer is always responded fo

correctly, conditionalizing upon corfect responses or errors (the center

test in the above diagrams) should magnify the effect31  To be precise,

the decreaseiwill be accentuated for the curve conditional upon correct

Tresponses, whereas no decrease at all is predicted for the curve condition-
Cal uponjerrbis, If an error is ﬁade, the relevéhﬂ_étimﬁlus cénhbt be
in thé’buffer and hence the;new item enters theibﬁffer with probability

0 independent of lag a. Figure. 16 gives the céhditionai curﬁes and

the predictiong. The decreasing'effect is fairly evideﬁt for- the

- "correct" curves; as predicted the "error curves are quite flat over

"% A curve comparable to the one displgyed in Figure. 15 for. the 6ne-

reinforcement condition was obtained from the daté of Experiment 1.
* This curve ghowed a slmllar but more pronounced drop and wasg well

predicted by the model,
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Figure 16 Observed and theoretical probabilities of a correct response as & function
of lag a conditionalized on errors or successes on the test at lag a

{Experiment 3)



lags.* Concelvably one might argue that the effects are due to item
gelection: correct responses indiéating eagier stimull and incorrect
‘responses indicating more difficult ones, This ébjecfioh; however, seems
' contra-indicated in the present case, It ig difficult to imagine how
.item selection could explain the crogsing of the cdirect énd error curves
.found in eéch_of the three diagrams;¥* Indeed, the model does not ex-
.plain the crossover -- the model predicts that the two curves should
meet. The model is ip error at this point because it has not bheen extended
:to include gegativé transfer effeétsé an exteﬁsion'which would nect be
difficult té iﬁplement, An item rgsponded to correctly at a long lag
. probably has é strong LIS trace; this strong trace would then interfere
with the LIS fiace of the new item which, of course;'uses the game stimulus,
- A11l inrail, these curveé and predictions may bg conéidergd to provide

~fairly strong support for the details of the model, even to the extent

| % The astute reader will have noticed that the predicted decrease be-
comes smaller as the numbér of reinforcements increases. The fact that
the data support this prediction is quite interesting, for it sheds
light uﬁon the buffer replacement assumptipns used in this study. The
decreasing effect as reinforcements increase is predicted because the
probability of entering the buffer is reduced for an item receiving lts
third reinforcemeht; remember, an item recovered from LIS is not entered
into.the buffer, Thus azs reinforcements increase the probzability of
being in.ﬁhe buf fer decreases, and. the normally increased probablility
of being inh the buf fer as-a result of a short lag a is partially

_ counterbalanced,’ 0 |

Cex Undoubtedly there are some selection effects in the data graphed in
Figure 16, but their magnitude is difficult to determine. Thus, these

data should be regarded with some wariness.
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of illuminating the one agpect omitted, albeit intentionally, from the
assumptions.

The aspect left out is, of course, that of LTS response competition,
or negative transfer. The model fails to take account of thig effect
because it fails to keep track of residual LTS strength remaining as a
regult of the previousg items uging -the same stimulus. This lack 1s most
clearly indicated by the occurrence of intrusion errors; particularly
errors which were correct responses on the preceding occurrence of that

stimulus. For example, consider the following sequence:

lag g lag b
207 | _ ol o2 | eenx | N 20
(study) o (test) (EEG&&Y (test)
Item receives Asgignment
its jth , of new
" reinforcement response

ITttem 22szzi$ Studied for the jth time and then tested at lag aj; on this
trial 22 is paired with a new responge X and next tegted at lag E. By

an intrusion erraf we mean the occurrence of response 2 when 22 is tested
at the far fight of the diagram. The model predicts that these intrugion
errors will be at chapce level {1/25), independent of lag and number of
reinforcements. In fact, these predictions fail. Figure 17 presents the
probability of intrusion errors as a function of lag b; where the data
have been lumped over all wvalues of lag a, three curves are plotted for
3= 1, 2 and 3. This failure of the model ig not very distressing
because it was expected: the model could be extended in a number of

obvious ways to take account of competing LTS traces without appreciably
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changing any of the predictions so far presented. The extension has not
been made because of our interest in this study is centered upon ghort-
term effects.

.Judging by the agreement between theory and data for each of the
effects examined, the accuracf of the model is extremely good. It is
interesting to note that the multiple-reinforcement procedure is not
sufficient by itseif to cauge the gubjects to switch their strategies
from rehearsal to coding. The major emphasis still appears to be on
rehearsal manipulations in 8T8, a not entirely surprising resulf since
the situation is identical to that used in Experiment 1 except for ﬁhe
number of reinforcements given. The comments previously made concerning
the difficulty associated with LTS storage in Experiment 1 apply here
also. Because the emphasis 1s upon short-term mechanisms, this experiment
is not to be considered in any strong sense as'a.bridge to the usual
palred-associate learning situation. Nevertheless, a number of long-
term effects, such as intrusion errors and interference caused by
previously learned items on new items with the same stimulus, demonstrate
that LTS mechanisms cannot be ignored in the theory. In Section 5
we consider experiments that are designed to provide a sharper picture
of the workings of LTS; experimentally this is accomplished by systemati-
cally varying the number of itemg in LTS through which searches must be
made. Before considering this problem, however, there are other features
of ﬁhe 8T8 rehearsal strategy to be explored., We turn next to an
experiment in which the probability of entering an item infto the buffer

is manipulated experimentally.
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L4, Overt vs. Covert Study Procedures {(Experiment by,

The statistics considered in the previous section leave little doubt

about the role of O-items, N-items, and the buffer entry parameter <,
But 0ne question we have not considered 1s whether o 1s amenable to
experimental manipulation; if the process is really under the_con§rol
) of the subject, such manipulation would be expected. We now turn to a
study by Brélsford end Atkinson (in press) which was aesigned_to answer
© this quesﬁion, | |

In Bxperiment 1, the proporticns of O-items and N-items werervaried
by chgnging}thg size of the stimulus set, and the predicted differences
were foundf Manipulating &, however, 1g a_somewhat morelsubtle task
since it 1is thersubject‘s strategy that must.be affected. _One'experi-
men@al device which seems likely to increase the probability of an ltem's
entering the buffer is to have the subject recite the item alogd_és it
4 is.presented for study; this will be referred to as the ”ove@t? study
procedure. .The ”cqvert” study procedure is simply a replication of
4the procedure uged in Experiment 1 where the subject was not ;equired to
reéite the item aloud when 1t was presented for study, but simply told
_to gtudy it.
- Method. The method was identical to that used in Experiﬁent”l except

for the following changes. The gize of the stimulus set was fixed at 6
forlall subjects and sesgions, _Each séssion consisted of 200 trials
divided into four 50-~trial blocks alternating between the overt and
covert conditiong., The initial 50 trial block was randomly chosen to be

elther an overt or a covert condition. The covert condition wag identical
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in all respects to Experiment 1; when the word "study" and an S-R pair
appeared on the CRT (the display screen) the subjects were told to silently
study the item being presented. In the overt blocks, insfead of the word
"study" appeariﬁg on the CRT during the study portion of a trial, the

word "rehearse' appeared. This was a signal for the éubject to recite
aloud twice the item then being presented for study. This was the only
difference from the procedure used during the covert trials. It was hoped
‘.chat' the act of repeating the items aloud would raise the subject's
probablility of entering the item into his rehearsal huffer.

Results. In order to allow for the subject's acclimation to =
change in study conditions, the first 15 trials of each 50-trial block
are not included in the data analysis. Figure 18 presents the lag curves
for the overt and covert conditions. It is evident that performance
is superior in the overt condition. Furthermore, the overt lag curve is
S~shaped in form, an effect not observed in earlier curves. BSince the
parameters of the models will be estimated from these curves, the model
ig presented before considering additional data.

The model for the covert condition is, of course, identical to that
used in the analysis of Experiment 1. I% has the four parametérs
r, &, 6, and 1. Since it was hypothesized that @ would be raised
in the overt condition, we might try estimating @& separately for that
condition., This version of %he model will not -fit the overt data,
however, because of thé pronounced S-shaped form of the lag curvé.
Although setting @ equal to 1.0 will predict better performance in
the overt condition, the lag curve will have the form of an exponentially

decreasing function, which is clearly not found in the data. 1In order
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“to account for the S-shaped curve, we need to assume that in the overt
condition the subject tends to knock the oldest items out of the buffer
first. In the model for the covert case, an entering N-item ig said to
knock out at random any item currently in the buffer. It will be‘assumed
for the overt case that an entering N-item tends to replace the oldest item

in the buffer; remember O-items are items whose stimulus is currently in

the buffer and they éutomatically replace the item with that stimulus.
- This probability of knocking the oldest items from the buffer first is
specified as follows: 1f there are r items 1n the buffer and they are

numbered so that item 1 is fthe oldest and item r 1is the newest, then the é

probability that an entering N-item will knock the jth item from the
wuffer is
-1
8(L - 3)°
1-(1 - 8)"

This eguation is derived from the following scheme, The oldest item is
knocked out with probability 8. If it is not knocked out, then the next
oldest is knocked out with probability &. The process continues cyclically
until an item is finally selected to be knocked out. When & approaches
zero, the knockout probabilities are random, as in the covert case. When
& is greater than zero there will be a tendency for the oldest items to
be knocked out of the buffer first; in fact if & .&guals one, the cldest
item will always be the one knocked out. It ghould be clear that the
higher the value of &, the greater the S-ghaped effect predicted_for
the lag curve,

The model for the curvesg in Figure 18 is therefore structured as

follows. The parameters r, &, and 7 will be assumed to be the same
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for the two conditioﬁs; the parameters a and % will be assumed to be

" affected by the experimental manipulation. To be precise, in the covert

. case O wili be estimated freely and & will be set equal to zero, which
“is precigely the model used in Experiment L, In the overt cage, ¢ will

be set equal to 1.0, which means that every item enters the buffer, and

& will be estimated freely. The parameter values that provide the best

X* it to the data in Figure 30 were T =3, 6 = .97, T = .90; for the

covert conditiorn the estimate of @ was .58 (with 5 equal to zero) and

for the overt condition the estimate of 3 was .63 (with o equal to

" one). The predictions for this set of parameter values are shown in

Figure 18 as smooth curves. The improvement in performance from the
covert to overt conditiong is well predicted; actually it is not obvious
that variastions in either « or 8 should affect the overall level of
performance. The principal reagon for the improvement is due to the
value of Q3 @1acing every item inte the buffer means that an item
entering the buffer will bé expected to stay there for a shorter period
than if some items did not enter the buffer. This shorter period in the
'buffer, howe#er, is ouEWeighed by the advantages resulting from the entry
of every item in the first place. L% is not easy to find statistics,

" other than the gross form of the lag curve; which reflect changesg in 5;
“thus the aséumption that the oldest items are lost first is not easy to
.Verify in a direct way. Nevertheless, it is quite common to find
‘experiments that yield S-shaped recency curves and these results can be
fit by agsuming that the oldest items in the buffer tend to be knocked

" out first. Other'ekamples will be presented in Section 5.

A number of additipnal agspects of the data will now be examined,
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First we consider the "all-same" and "all-different” lag curves. Figure 19
gives the "all-same" lag curves qu'the overt and covert conditions. This
curve gives the probability of a correct respense for an item when all of
the intervening items (between its study and test) have the same stimﬁlus.
.This curve will be Quite flat becguse the items following the first inter-
vehing item tend to be O~-items which will not knock other items from the
bﬁffer (for the overt case, EZEEZ item following the first intervening
item is an O-item, since all items enter the buffer). Figure 19 also
presents the "a11-different™ lag curves. This curve 1s the probability
of making a correct response to a given item when the other items inter=-
vening between its study and test all iﬂvolve different stimuli. The
'predictions generated by the previous rarameter values are'given by the
.smooth curves; they appear to be quite accurate.

” We now look for an effect that will be sharply dependent upon the
value of « and hence differ for the overt aﬁd eoeert conditions. Buch
an effect 1s given in ﬁigure 20; graphed there is the probabilityudf-a
correct response &g a function of the number of immediately preceding
items having the same stimuluS'ee the item in question. This is the sanme
statistic thet is plotted in Fygures 9 and 1h; it is not a lag curve
because the probability correct is given as an average over all possible
lags at which the item was tested. If « is less than one, then the
ifength of the preceding sequence of items with the same stimulus will be
an important variable; since any item in_the'sequence which enters the buffer

will cause every succeeding item in the sequence to enter the buffer, the
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probabllity that the item in question enters the buffer will approach

one as the length of the preceding sequence of items all using the same
stimulus increases. For @ equal to one (overt condition), every item
enters the buffer and therefore no change would be expected., As indicated
in Figure 20, the data and theory are in good agreement. The slight

rise in the data points for the overt condition may indicate that an

estimate of @& a little below 1.0 would improve the predictions, but

the fit as 1t stands seems adequate.

4.5 Additibnal Variables Related ‘to the Rehearsal Buffer (Experiments

Bl
e

5, 6, and 7).

Know

n Items and the Buffer (Expériment 5). In this section we shall

conglder briefly a number of other variableéﬁthgt relateito the rehearsszl : g
buffer. The overt manipulation in the preceding éthiOﬂééﬁceéeded in %
raiging to near 1.0 the probability.of entering an iﬁém in the buffer.

As an alternative, one would like an eXperimental manipu}atidh.which would

cause the entry probability to drop to near zero for some items, W. Thomson

at Staﬁford'Uniﬁérsitytha§‘§érfdrmed an experimént that satisfies this
requirement, The. experimentsal :manipulation..involves interspersing some
extremely Well—knowﬁfitéﬁS'aﬂéhé‘a’éeriés of items never seen before,

The assumption is that a*wellfkﬁqwn it%m'ﬂilllﬁbt enter the rehearsal

buffef,."Ehe‘experimeht'Was performed using”giquification of the 4
"all-different” stimulus procedure emﬁloyed in Experiment 2. The stimuli
were cengonant-vowel-congsonant trigrams and the responses were the digits
0-9. For each subject twe stimull were chosen at the gtart of the first

sesslon and assigned responses. Thesge S-R pairs never changed throughout %j ;
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the geries of sessicns. Ixcept for these two items all other 1tems were
presented just once. The size of the to-be-remembered set (s) was 6
which included the two "known" items. The preséntation schedule was as
follows: on each trial with probability .5 one of' the two known items would
be presented for test and then given yet another study period; otherwige
cne of the four items in the current to-be-remembered set would be tested
and a new stimulus-response pair then presented for study. Thus, the
task was like that used in Experiment 2, except that on half the trials
the subject was tested on, and then permitted to study, an S-R paif
which was thoroughly known. - The aata_from the first session in which
the known items were being learned will not be congidered.

The simplest asgumption regarding the two known items is that their
probability of entering the buffér is gzero. This assumptién is the
cne used in the multiple-reinforcement study (Experiment 3); namely,
that an item successfully recovered from LTS is not entered into the
buffern* In contrast to Experiment 3, in this study it is easy to
identify the iﬁemskthat-are known since they are experimentally corn=
trolled; for this resson we can look at a number of statistics depending
upen the likelihood of entering known items into the buffer. The one
of particular interest is preseﬁﬁed in Figure 21. Graphed there is
the unconditional lag curve, the "all-known-intervening” lag curve
‘and the "all-unknown-intervening" lag curve. By known items we

mean the two S-R pairs that repeatedly are being studied and tested;

* Underwood and Ekstrand (1967) have found that insertion of known
items from a previously learned list into a succeeding list improves
performance on the learning of unknown items on the second list,

although list length was a confounded variable.
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by unknown items we mean those pairs that are studied and tested only
once. The unconditional lag curve giyes the probability correct for
unknown items as a funétion of lag, independent of The Type of items inter-
vening between study and test; of course, the corresponding curve for
known items would be perfect at all lages since subjects never make

errors on them, The all-known-intervening curve gives the probability
correct as a function of lag, when all of the items infervening belween
study and test are known items., If none of the known items enter the
buffer, this curve should be level from lag ene on and egual to & , the
probability that the item entered the buffer when presented for study.

At the opposite extreme is the all-unknown-intervening curve; when all
the intervening items are new, the probability of knocking the item of
interest from the buffer increases with lag and therefore the curve
should decay at a_rapid rate. It may be seen that this curve indeed
drops at a more rapid rate than the unconditional lag curves. The marked
difference between the all-known and all-unknown curves in Figure 21
ieads us %o conclude that known and unknewn items clearly have different
probabilities for entering the rehearsal buffer., IiIf the all-known

.curve were flat after lag 1, then the probability for entering a Known
item into the buffer would be zero. Another possibility is that «

ig indeed zero for known items, but that the subject occasionally picks
an item from LTS for additional rehearsal when a known item is presented,

Response Time Measures {(Experiment 6). We now turn to a considera=

tion of some latency results, Potentially, latencies offer an avenue
of analysig that could be more fruitful than the analysis of cheoice

regponse data; we say this because the latencieg should reflect search
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and retrieval times from both STS and LTS. A detailed latency analysis

igs beyond the scope of this paper,'but one simple result will be congidered.

'Figure 22 presents the average latencies as a function of lag for correct
and incorrect réspohses in & sﬁudy by Brelsford, Keller, Shiffrin and
Atkinson (1966)., This experiment employed the game procedure described
earlier in our discussion of Experiment'l except that only 6 raﬁhérrthan
‘26 responses were used, As in Experiment 1, this study used three
different stimulus-set slzes; .i.,ef,3 s equalled 4, 6 or 8, For each
stimilus set in Figure 22 it méy be seen that the correct and iﬁcorrect
laténcy curves convérée at long lags.' This convergence.would be expected-
gince the probability of & correct résponse is dropping tbward chance

.at long lags. 'The theoretical curves are based on an extremely simple
latency model which assumes that lateﬁcies for fesponses correctly
retrieved.ffom either LTS or STS have.a fixed méan value A, whereas a
failure to retrieve and a subsequent guess has a fixed mean value of A'.
Thus erfor responses always'have a mean latency A'j however; a correct
respouse may occur as a result of a retrieval from memory or a correct
guess, and consequently its latéhcy is a weighted average of A and AT.
We can estimate A7 as the average of the polnts on the laﬁéncy lag curve
for errors, and A can be set equal to the latency of a correct response
at lag zero siﬁce all responses are due to retrievals from memory at thilg
lag. In order to predict the remaining 1atency data, we make use of the
observed probability of a correcﬁ response as a function of lag; these
values are reported in Brelsford, Keller, Shiffrin and Atkinson (1966),

ir 12 ‘ig the observed probability of a correct response al lag i, then _
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i
pi = A,Xi + (3_-)(1)6

where X; ig the probability of fetrieving the regponse from memory and
(l-xi)é ig the probability of making a correct response by guessing.
Estimating X, in this way, we predict that the mean latency of a correct
‘response at lag i is simply X, N +_(l-xi)k' . Using this equation
and estiméting A and A' as indicated above, leads to the theoretical
curves displayed in Figure 22, The error latency curve is predicted to
be equal te A" for all lags, whereas the correct latency curve is A
at lag O and zspproaches A’ over lags as the egtimate of X goes to
zero, This latency model is of course bversimplified, and fails to

take into account differences in.latencies due to retrieval from ST3

as compared to retrieval from LI3; the results neverthelesgss indicate
that further analyses along these lines may prove fruitful,

‘Time Egtimation (Experiment 7). One factor related to our model

© that has not been discussed ig temporal memory. It seems clear that there
is some form of long-term temporal memory; in a negative transfer para-
digm, for.example, there must be some mechaniém by which the subject can
distinguisﬁ between tﬁe most recent response paired wiih a stimulus versus
some other response paired with that stimulus at an esarlier time. This
temporal memory undoubtedly involves the long-term store; somehow when

an event is stored in LTS it also must be given a time tag or. stored

in such a way that the subject can date the évent (albeit imperfectly)

at the time of retrieval. In addition to long-term temporal gtorage,
there is evidence that a subject's estimate of elapsed time depends upon

an item's length of residence in the buffer. An experiment by R. Freund
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and D, Rundus at Stanford University serves to 1llustrazte the dependence
of temporal memory upon the buffler.¥ The study employed essentially the
same procedure uged in Experiment 2, There was a continuous sequence of
test-plus-ghtudy trials snd the stimuli kept chenging throughout each
sessioh; each stimulus appeared only once for study and test, The stimuli
were consonant-vowel-consonant trigrams and the responses were the 26
letters of the alphabet; the size of the to-be-remembered get of iltems

wag fixed at 8. Wﬁen a stimulus was tesied the subject first gave his
best guess of the response that had been previously studied with the
gtimulug and then gave an estimate of the number of trials that inter-
vened between the item's initial study and final test; this estimate could
range from O to 13; if the subject Felt the lag was greater than 13 he
responded by pressing a key labeled Llit+.

The unconditional lag curve for the probability of a correct response
is presented in Figure 23, The solid Lline represents the predictions that
were generated by tﬁe model used to fit Experiment 2, The parameter values
providing the best fit to the lag curve were r =2, ¢ = .57, & = .13,

7 = 1.0, The data of interest is presented in Figure 24. The average
lag judgment 1s plotted as a function of the actual lag. The solid dots
are the average lag Judgmente for those i1tems to which a correct fesponse
wag given; the open circleg are ﬁhe average lag Judgments Tor those items
to which an incorrect response was given. If lag judgments‘were perfeact,

they would fall on the RSO diagonal; 1t may be seen that the correct curve

* This study employs a time-estimation procedure similar to one developed

by L. R, Peterson (personal communication).
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is fairly aceurate to about lag 5 and then talls off. The lag judgments
assoclated with;incorrect responses seem to be virtually unrelated %o

the actual lag. This indicates that the retriéﬁal of a correct response
and temporal estiﬁation ére cioSely"?elated. An extremely simple model
for this data aSsﬁmes that the mean lag judgmen£ for an item in the buffer
is the true lag value; any itém ﬁot'in the buffe; is given a lag judgment
at random from a distribution thét ié unrelated to fhe true lag. The
predictions using the above parameter estimates éré shown in Figure 2k,
Freund and Rundtig have developed more elaboralte models which Include
both a long- andishort-term temporal memory and have obtained quite
accurate predictions; but these models will not be examined here. The
point we waﬁﬁ tdrmake by introducing these data is that temporal memory
may be ﬁied to:the short-term system even more strongly than to the

long-term s&étem;
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© * SECTION 5. EXPERIMENTS CONCERNED WITH
IONG-TERM SEARCH AND RETRIEVAL.

The major @urpose of this éection is to examiﬁe:a series of experi-
ments concerned with search and retrievéi processes in LTS. .These éxperi-
mentg differ from thosé of the pfeceding gection in that tﬁe memory tasks
are not continucus; rather, they involve‘a series of discrete.trialé
which ére meant.to be relatively independeﬁt from one to the nekt,. On
ééch trial & new ligt of items is presented sequentially to fhe subject
for study; following the presentation a test is made on some agpect of
the list. Using this proceduré the size of the list, d, can be sys£ematical~
1y manipulated,' Variations.in list size afféct the size of thé memory
set through Which the subject mﬁst‘search when tested, and consequently
search and retrieval. pfocesses can be examined in more detail‘than:ﬁas
previously possible. The title of this section is not meént tonimply,
however, that the short-term processes involved in these ékpériﬁehts are
different from those appearing in the continucus-presentation siéuations;
in fact, the models ﬁsed to describe‘the experiments'of'ﬁhis section will
be bagsed upon the same STS reheargal buffer introduced.earlier. The
difference 1s one of emphasis; fhe long-term processes will be elaborated
and exploréd in greater depth in this section. This.exploration of
long-term models will by no meang be exhaustive, apd will be less exten=-
sive than that carried out for the short-term processes.

Prior.to an examinatlon of particular experiments, a few remarks

need to be made about the separability of ligts. In any experiment where
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a series of different lists is presented, we may ask just what information

ip LTS the subject is searching through at test. The same problem arises,

though less seriously, in experiments where the subject is tested on only

one listj Clearly the information relevant to the current list of items
lbeiné tested must be kept separéte frem the great mass of other informs-
Vtion iﬁ TS, _This problem is accentuated when individual lists within a

session must be kept separated., How this is managed is éomewhat ef a
mystery, Oné possible explanation would call for a search along a temporal
~ memory dimengion: the 1ndividual ltems couid be assumed to be temporally

ordered, or to have "time tags."

.It is not enough to propose that search
is made through all items indiscriminately and that items recovéred from
previous lists are recognized as such and not reported; if this were trﬁe,
_therduration and difficulty of the search would increase dramatically

over the session. In fact, the usual result i1s that there ig little
 éhange in performance over a gession except for effects concentrated at
the very start. On the of%her hand, Judging from such factors as intrusion
errors from.previous lists,.the subject.is not able to resgtrict his

search solely to thg current list,l In the experiments to follow, we

will make the siﬁplifying_assumption, without real justification, that

- the lists are en?irely separated in LTS, and that the subject searéhes only

through information relevant to the list currently being tested.

5.1.° A Serial Digsplay Procedure Involving Single Tests (Experiment 8)}.

Thig experiment invelved a long series of discrete %rials. On each
trial a new.display of items was presented to the subject. A display

congisted of a random seguence of playing cards; the cards varied only
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in the color of a small patch on one side; four colors (black, white, blue,
and green) were used. The cards were presented to the subject at a rate

of one card every two seconds. The subject named the color of each card as
it was presented; once the color of the card had been named it was turned
face down on & table so that-the color was no longer vigible, and the next

card was presented. After presentation of the last card in a display, the

cards were in a straight row on the table: the card presented first was

to the subject'’s left and the moest recently presented card to the right.
The trial terminated when the experimenter pointed to one of the cards
on the table and the subject attempted to recall the color of that card.
The subject was instructed to guess the color if uncertain asnd te qualify
the response with a confidence rating., The confidence ratings were the
numerals 1 through %, The subjects were told to say 1 if thej were posi-
tive; 2 if they were able to eliminate two of the four possible colors
&8s being incorrect; 3 if one of the four colors could be eliminated'as
incorrect; and 4 if they had no idea at all as to the correct response,

It is important to note that only one position is tested in a display
on each trial. The experiment involved 20 female:subjects who participated

in five daily sessions, each lasting for approximately one hour. Over the

‘course of the five gsessiong, a subject was given approximately 400 trials.

The display size, d, was varied from trial te trial and took on the
following values: d'=‘3, 4, 5, 6, 7, 8, 11 and 14. Details of the experi-
mental procedure are presented:in Phillips, Shiffrin and Atkinson (1967).

| Figure 25 presents the prebability of a cerrect respgﬁse at each
serial pesitien for displays of size 5, 6, T, 8, 11 and 1%, TFor displays

of sizes 3 and 4, the prebability .correct was 1.0 at all positions. The
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circles in the figure are the observed points; the solid lines are pre-
dicted curveg which will be explained shortly. The serial positions are
numbered so that item 1 designates the last item presented (the newest
item), and item d designates the first item presented (the oldéét'item).
The most apparent features of the curves are é fairly marked S-ghaped
recency portion and a smallér; quite steep primacy portion. For all
display sizes, the probability of a correct response 1s 1.0 at serial
pesition 1.

Theory. We must first decide whether a subject will set up and use é
reheargal buffer in this situation.. Desplte the fact that the continuous_
procedure has been dropped, it is still unlikely that the subject will
engage in a significant amount of long-term coding. This is true because
the task is still one of high ”negétive transfer'; the stimuli, which are
the positions in the display, are constantly being re-paired with new
responsés és a session continues. Too mﬁch LTS encoding would undoubtedly
lead to a high degree of interference among lists. It is only for a
relatively weak and decaying LTS trace that a temporal search of long-term
memory may be expected to keep the various lists separate. Thig difficulsty
in LTS transfer leads to the adoption of short-term Strategies. Another
reagson for using a rehearsal buffer in_this task depends upon the small
list lengths employed;.for small list lengths, there is a high probability
that the item will be in the buffer at the moment of test. Thus the
adoption of a rehearsal buffer is an efficient strategy. There ig come
question concerning Just what the unit of rehearsal is in this situation.
For ekample, the subject could assign numbers to positions in the display

and then rehearse the number-color pairs. Most likely, however, the
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~subject uses the fact that the stimuli always remain before her to combine
STS rehearsél Wiﬁh some_form of Visﬁalnmnemonic. That is, the unit of
rehearsél is the;reéﬁonse‘alonegras the subject reheérses fhe responses,
she ”mentally” placeéreach reéfonse upon tﬁe appropriate card before her.
This might therefore be a situation where the a-v-1 and visual short-term
stores are used in conjunction with each other. In any case; it seems
reasonable that the units of rehearsal are the names {(or perhaps %he
abbreviations) of the colors.
We might.ask how the bulfer will act in this situation. As noted

eérlier,rin reference to the "overt-covert" experiment, the faét that items
are read aloudras they are presented wiil tend to cause the subject to

enter each item into -the buffer. Furthermore, an S-sghaped recency effect

would not be unexpected. Indeed, 1If the units of rehearsal are the responses

tﬁemselves? then the subject might tend to keep them in consecutive order
ﬁq ease the visual memory task; if all 1ltems enter the buffer and are kept
in consecutive order, fhen the oldest items will-tend to be deleted first.
That is, when a new:item enters the bqffer there will be a tgndency to
eliminate the oldest 1tem from-the buffér te make rocm for it. One other
_ quéstion that should be considered is the size of the buffer the subject
_wquld be éxpeéﬁed tp use in this tagk. There are a number of reasons why
the buffer size Shquld bé larger here than in the continuous tasks of
Section k4. First, the subject is not continually being interrupted for
Ltesté‘as in the.previqus studies; more of the subject’s attention may
therefpre be élloted to rehearsal. Second, rehearsal of color nameé

(or their abbreviétions) is congiderably easier than number-letter com-

binstions. Equivalent to rehearsing "32-G, 45-Q" might be "Black, White,
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Black, Green" (or even a larger set if abbreviations are used). The
magniﬁude of fhe difference may not be quite asliarge as this argument
would lead us.to expect because undoubtedLy sbme‘ﬁime must be alioted to
keéping track of which response goes on which.position, but the estimate
of the buffer gize nevertheless.should be larger in fhis sitﬁation than
‘in £he coﬁtinuous tasks.
The S8TS part of the model for this experiment is similar to that
uged in the “overt" experiment in Section 4.4 in that ever& item is
‘enﬁered in the buffer when it is pregented. There is one new factor,
however, that must be considered. BSince each trial starts with the buffer
eﬁpty, it will be assumed that the firgt items pregented enter the buffer
in succéssion, without knocking any.item out, until the buffer is filled.
.Once the buffer is.filled, each item enters the buffer and knocks cut one
of the items currently there. If the mo;t recently presented item is in
slot ¢ of the buffer, and the oldest item is in sl@t 1, then the proba-
.bility that the item in slot .i of the buffer will be the one eliminated
is
6(1f6)i-l |
1 - (1-3)°
This is the same equation that was used to describe the knock-out process
for the cvert-covert study (Experiment L). The iarger &, thé greater the
tendency to delgte the oldest item in the.buffer when making room for a
new one.
The first set of long—term.stbrage and retrieval assumptions that
.will be considered afe essentially identical to those used in the previous

sections. Information will be assumed to enter LTS during the entire
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ﬁﬁeriod éﬁ item fesides in the bﬁffer at & rate @ per inter-item
‘intérvai. .This procéss.must be qualified.ﬁith regard'to.the first few items
p;ésenféd 6n eaéﬁ triai béfore tﬁe bﬁffér is filled; 1% is assumed that
ﬁhe subjééﬁé aivide.their attention equaiiy ameng the itemsnin‘the buffer.
Thus,lifithé rate of fransfer ig 6 when there is onlj Qne item in the
buffer, and the buffer sgize is r, then the réte of transfef will be
é/r Wﬁeﬁ the bufferris fiiled, That is, since éttention mﬁst be
diviaed.aﬁbng f- items_ﬁhen the bﬁffer ig full,réach item receives only
i/rth astmﬁéh Eraﬁéfer ag when the buffer bnly holds a siﬁgle iteﬁ. In
genegéi;‘infofmatibn oﬁ each iﬁem will be’tfansferred ﬁo LTS-at rate
re/jr during thé interfal in which thefé are .j items iﬁ the buffer., The
efféct 5% thiélassgﬁptioﬁ is that more information is traﬁgferred te LTS
.ébéut‘éheliteﬁsffiréé pfesented.in a 1ist than.abouﬁ later items-that

are preseﬁted once thé‘buffef is‘fﬁil,

| The LTS decay.ana retrievai progessesﬂmust nbw be examined. In
eériiér experimenté wé assuméd tﬁat infofmétion.decayed solely as a

result of . the number of items intervening between study and test; in other
words, only the retrocactive intérfereﬁce effect was considered. Because
the previous tasks were continuous, the number of 1ltems preceding an item's
presenta£ion was éffecﬁively infinite in all-césés. For this.reason
'.the.proactive effecté ﬁere assumed to-bé constanf ovef conditions and
-didrnot need expiicit-inclusion iﬁ fhe model. VIn the present experiment.
the variation in list size makes it clear that proactive interference
.effeéts within a trial will be.an important.variable. The assumption

that will beluséd is.perhaﬁs thé simplést vergion of interference theory

pessible: each preceding and each succeeding item has an equal interfering
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effect. To be precise, if an amount of information I hag been transferred
to LTS for a given item,rthen every other item iﬁ the 1list will interfere
.ﬁith thig iﬁformation to the extent of reducing.if by a proporﬁion T.
Thug, if there wefe d idtems in the list, the itém of interest would have
aﬁ amount of information in LTS at the time of test equal to I(Td-l).
Clearly the longer the 1ist the greater the interference effect.
The modél can novw be completed by specifying the response process

which works as follows. rAn item in the buffer at the time of ﬁest is
respondéd to correctly. If the item is not in the buffef, then a search

is made in LTS, The probability of retrieving the appropriate response is,
as in our other models, an exponential function of this information and
equais 1 - exp[-I(Td-l)]; if a retrievel is not made, then the subject
guesses.

Data Analysis. The parameter values that gave the best fit to the

data of Figure 25 using a minimum X? criterion were ag follows: r = 5,
.é = .38, 8 =2.0, and T = .85.% Remember that r is the buffer size,

8 determines the probability of deleting fthe oldest item in the buffer,

é. is the trangfer rate to LTS, and T 1is the proportional lossiofiinforma-
tlon caused by other i1temg in the list.  The theoretical curvesg generated
by these parameﬁer estimafes are shown in Figure 30 as solid lines. The
predictions are guite accurate as indicated by a & value of 44,3 based
on 42 degrees of'freedom. It should be emphagized that the curves in the
figure Weré ail £it simultaneously - with the gsame parameter values.

The primacy effect in the.curveé of Figure 25 is predicted becauge

more information ig transferred to LTS for the firgt items presented on

¥ For .details on the.method of parafieter estimdtion see Phillips, Shiffrin
 and Atkinson (1967). o '
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each trial. There are two reagong for this. First, thé fransfer rate on
ény given item ié higher the.fewer items tThere afe in the buffer; thus

the initial items, which enter the buffer before it is filled, accumulate
=more informaticon in ITS. Secénd, the initial items éannét be Knbcked
: out of the buffer until thé buffer is‘filled; thus the time peribd that
~initial itemé reside in the buffer is longer oh.the éveraée than the time
for.later items. The recenéy éfféct ié.predictéd because the.last items
presénted in a iist tend to be still in the buffer at the time oflfest;

the 5-shape érises because the estimafe of B indicates.a fairly étrong
tendency for the oldest items in the rehearsal buffer to be eliminated First
when making room for a néwritem.

Having éstimafed a set of parémeter values that.characterizes the

data in Figure 25, we now uge thege estimates fo predict the éonfiaence
..rating data. Aétually, it is beyond the-séope of this ﬁéper fo analyze

the confidence ratings in detall, but somé'of these data will be considered
in order to illustrate the.genérality of the model and the stability of the
parameter estimates. The data that will be-édnsidered are pfesented in
| Figure 26; gréphed is £he probability of giving.coﬁfidence rating Rl
(mést céﬁfident) for each list® size and sach serial poaitibn; The observed
data 1g represented by the open circles. It is.clear that these results
are similaf in form to the probébility correct curves of Figure 25. The
model used to fit these'déta is gquite gimple. Any item in the buffer

ig given an R, . If the item is not in the buffer, then a search is made

1
of LTS. If the amount of informabion in LTS on the item is I(v®™) then

the probability of giving R1 is an exponential function of that informa-

tion: namely the function 1 - exp[—cl;(Td-l)], where ¢

1 iz a parameter
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determining the subject's tendéncy to give confidence rating Rl° This
assumption is consistent with a number of different viewpoints concerning
the subject's generation of confidence ratingsn. It could be interpreted
egually well as an assigmment of ratings to the acﬁually perceived amount
cof information in LTS, or as a proportion of the items that are recovered
in an all-cr-none fashion.¥ In any event, the predictions were generated
using the previous parameter values plus an egtimate of Cype The pre-

dicted curves, with ¢, egual to .66, are shown in Figure 26. The

1
predictions are not 25 accurate as those in Figuie 25; but, considering
that only che new paramefer was estimated, they are quite good.

| Discugsion. In developing tThig model a nqmber of decisions were

made somewhat arbitrérilyn The choice peints involved will now be con-
sidered in greaﬁer detail. The assumption that the amount of transfer to
LTS is dependent upon the Aumber of items currently in'the buffer needs
elaborafionﬁ Certainly if the subject is engaged in coding or other active
transfer strategies, the time spent in attending To an item sh@uld be
directly related to the amount of transfer to LTS. On the other hand,
the passive type of transfer which we assume can occur in situstions where
the subject mskes use of a rehearsal buffer may not be related to the

time spent in rehéarsing an iltem per se, but rather to the total period

the item resides in the buffer. That ié, direct attention to an item in
STS may not be necessary for some transfer to take place; rather a passive
form of transfer may occur as long 25 the item remains in ST3. Thus in

situations where the rehearsal buffer is used and active transfer strategies

* ZThe various posé;bilities may be differentiated through an analysis
of conditional probabilities of thé ratings given correct and lncorrect
responses, and through ROC curve {Type IT) analyses (Murdock, 1966;
Bernbach, 1967 a) but this will not be done here.
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such as coding do not cccur, it could reasonably be expected that the
amount of information trangferred te LTS would be related solely to the
total time spent in the buffer, and not to the number of items in-the
buffer at the time. In practice, of course, the actual transfér'process
may lie somewhere between these two extremes. Note that even if the
transfer rate for an item is assumed to be a constant (unrelatéd'to the
number of items currently in the buffer) the first items pfesented for
study still would have more information transferred to LTS than later
items; this occurs because the items at the start of a ligt will not be
knocked .out of the buffer until it 1s filled and hence will reside in

the buffer for a longer time on the average than later 1ltems, For this
reason, the primacy effect could still be explained. On the other'hand
the primacy effect will be reduced by the constant transfer assumpifion;
in order to fit the data from the current experiment with this assﬁmption,
for example, 1t would be necessary to adjust the retrieval scheme accord-
ingly. In modeling the free verbal-recall data that follows, a constant
transfer assumption is used and zccordingly a retrieval scheme is adopted
which amplifies more gtrongly than the pregent one small differences in
I TS strength.

We now congider the decay assumptiocn in greater detail, .The agsumption
is that the information transferred to LTS for a particular item is reduced
by a proportion 1 for every other item in the ligt., There are a number
of possgibilities for the form of this reduction. It could be actual
physical interference with the ftrace, or it could be a reduction in the
value of the current information as a result of subsequent inceoming informa-

tion. An example of this latter kind of interference will be helpful.
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Suppose,.in a memory experiment the first item is GEX-5, and the subject
_ stores_”G?_-S" ip P?S. _Ifrtggted_nowhon_GEX, the subject would give

the correct response 5. _Supppse a second item GOZ-3 is presented and

the subject stores "G_”;3”_in LTS, If he ig now tested on either GEX

or GQZ his_probability of a correct regponse will drop to %. Thus the
actual informgtion:stored'is not affected,‘but ite value is markedly
cﬁanged,

The assumption that every other item in a list interferes equally

is cpen to guestlon on two counts. Firgt of .all, 1% would be expected
.that an item about wh;ch_a large amount of information is transferred
_would_interfere more strongly w;th other items in LTS than.an item about
_lwhichrlittle informgtion is trensferred. Certainly when no, transfer occecurs
~ for an_item,_tﬁat item cannot interfere with other LTS traces. However,
Hﬁhe equal_interfeqence asgumpticn usedlin our analysis may net be a bad
approximation, The seqpnd.failing of the equal interference assumption
“has to do with separation of items. If the list lengths were very long,

it might be expegted thatrthe numbe; of items separating any two items
would affect their mutual interference; the greater the separation,

~the less the interference, The-list lengths are short enough in the

present experiment, however, that the separation 1s probably not an im-

portant factor.

'Somg Alternative Models., It is worth considering some alternatives
to fhe interference process of the model Just presented, henceforth
referred to as Medel I in this subsection., In particular it is important
to demonstrate that the effects of the interference-decay agsumption,
which could be viewed as a structural feature of memory, can be duplicated
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by simple search processes. For example, any limited search through the
information in LTS will give poorer performance as the amount of that.
information increases. In order to make the concept of the search process
clear, Medel II will adopt an all-or~none-transferséheme. Thet is, a
gingle copy of each item may be transferred to LTS on a probabiligtic
basis., If a copy is transferred, it i1s a perfect copy to the extent that
it always produces a correct response if it is retrieved from LTS. The
short-term feaztures of the model are identical to those of Model I: each
item enters the buffer; when the buffer is filled each succeeding item
enters the buffer and knocks out an item already there according to the
8-process described earlier.

The transfer assumpticn for Medel IT is as follows. If an 1tem is

one of the j items in the buffer, then the probability that a copy of

that item will be placed in LTS between cne item's presentation and the

next is %, Therefore, the transfer depends, as in Model I, upon the
number of other items currently in the btuffer. No more than one copy
may be placed.in IT8 for any one ltem. The retrieval assumptions are

the following. A correct response ig given if the item 1s in the buffer
when tested. If it is not in the buffer then a search is made in LTS.

If & copy of the item exists in LT8 and is found, then a corfect response
is given; otherwise a random guess iz made, As before, we assume that

the information pertinent to the current list is distinguishabie from

that of earlier ligts; thug, the search is made only among those coples:

of items in the current list. The central assumption of Model IT is that
exactly R  selections are made (with replacement) from the copies in

ITS; if the tegted item has not been found by then, the search ends,
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The restriction to a fixed number of searches, R,.is_perhaps too .
:Strong, but can be justified if there 1is g fixed time pericd allotted
to the subject for responding. It should be clear that for R fixed, the
probability'of retrieval decreageg asg thellist_length_increases; the longer
_the list the more copies in LTS, and the moré copies.the less the proba-
bility of finding a particular copy in R selectiong. Model II was fit
to the data in the same fashion as Model I. Thé parametér values that
gave the best predictions were r =5, & = ,39,.Q_¥ ;72; and R = 3.15.
The theoretical curves generated by these parameﬁersuare 80 gimllar to
those for Model I that Figure 25 adequagely represgnts them, and they will
not be presented separately. Whereas-the X? was %hj3 for Model I, the
X2 value for Model II was h6.2,.both_based:on:&Bjdegrees of freedom. The
: similarity of_the predictions serves to iliustrate the primary point of
introducing Model II: effects prediéted.by'search proéeéses.and by
_interference prbcesses are éuite similar and gonéequently.they.are diffi-
cult to separafe experimentallya
The gearch process described above is jﬁst crie of a“vafiety of
~such mechanisms. In generél there will be a group of posSiﬁLe gearch
- mechanigms associated with each tranéfer_and storage assumption;-a few
of these processes will be examined in the next section on free verbal;
recall. Before moving on to these experiments, however, we should likgf
_.ﬁo present briefly a deeay and retrieval process_combiﬁing some of the
featuregs of interference and search mechanismé. in this process the
interference does'hot occur until the gearch begins and is then caused
by the search process itself. The model (designated as Model III) is

identical in gll respects to Model IT uﬁtil the point where the subject
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beging the search of LTS for the correct copy. - The assumption is that

the subject sémpleS'copies with replacement, as before, but each unsuccess-
ful search may disrupt the sought-after copy with probabilitity R'. The
search does not end until the appropriate copy is found. or until all copiles
in LTS have been examined. If the copy does exist in LTS, but is dis-
rupted at any time during the search process, then when the item is
finally retrieved the stored information will be such that the subject
will not be able to recall at better than the chance level. The para-

- meter values giving the best fit for this model were r =5, 8 = .38,

0 = .80, and R' = .25, The predicted curves are again guite similar fo
those in Figure 25 and will not be presented. The predictions are not

" guite as accurate, however, as those of Models I and II, the Xg'value

being 55.0.%

2.2. Free-Verbal-Recall Experiments

The free-verbal-recall situation offers an excellent opportunity for
examining retrieval processes, because the nature of the tasgk forces the
subject to engage in a lengthy search of LTS. The typical free-verbal-
recall experiment involves reading a list of high-frequency English words
to the subject (Deese and Kaufmsn, 1957; Murdock, 1962). Following the
reading, the subject 1s asked to reczll as many of the words as possible.

Quite often list length has been a variable, and occasionally the presenta-

tion time per item has been variled. Deese and Kaufman, for example, used

* For a more detalled account of Models I, II and III, and a comparigon

among models, see Atkinson and Shiffrin (1965) .
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. lists of 10-and 32 items at one second per item. Murdock ran groups of
10, 15,.and 20 items at two seconds per item, and groups of 20, 30, and

4O items at one second per-item. The results are typically presented in

the form of serial posgition curves: the probability of recall is plotted

. against the item's position in the 1ist. The Murdock (1962) results are
representative and are shown. in Figure 27. It should be made clear that
the numbering of serial positions for these. curves is opposite from the
. &cheme used in the previous section; that is, the first item presented
(the oldest item at the time of test) is labeled serial position 1. This
mumbering procedure will be used tThroughout. this section to conform with
the literature on free-verbal-recall; the reader should keep this in mind
- When comparing results here with those presented elsewhere in the paper.
The primacy effect in Figure 27 is the rise on the lefthand portions of
_the curves.and the recency effect is the larger rise on the right hand
portions of the curves. The curves are labeled with the 1ist lengtn
andlthé"presentatioh rate per itémur Note that thé curves are gquite
'similér to those found in Experiment 8 of thé previous section; an effect
not ceen in Experiment 8 (because of the short list lengths used) is the
- level asymptotic portions of the curves which appear between the primacy
and recency effécts.for the 1onge? 1istéa

~ The form of the curves suggesis that a buffer prddess could explain
the resulf%; with the words themselves being the units of rehearszl.
“The recency effect would be due to the probability that an item is still
in the buffer at test; this Probabiiity goes to near zefo after 15 items
or so and the recency effect accordingly extends no further than this.
The primacy effect would arise because more information accrued in IS

for the first few items presented in the list. Whether a buffer strategy
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Figure 27 Probability of correct recall as a function of serial
position for free verbal recall (after Murdock, 1962)
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is reasoﬁable in the free-recall éituation, however, isg worth further
digcussionu It can hardly be maintained that high-frequency English
words are difficulﬁ;to code; on the other hand the task is not a paired-
associate one and cues must be foundlwith which to connect the words. One
.possibility is that upon seeing each word the subject generates a number
of associates (from LTS) and tries to store the group of words; later
during testing a search which retrieves any of the agsoclates might in
turn retrieve the desired word. We tend to doubt that this strategy, used
by itself, will greatly improve performanceu¥ To the extent that coding
occursjit probably involves connecting words within the presented list
:to each other. This technigue would of course require the consideration
of a number of.words simultaneously,in STSland therefore might be character-
ized reasonably well by a buffer process° Whether or not coding. occurs
in the free-recall sifuétion, there are other reasons.for expecting the
Subjécts to adopt a buffer strategy. The most important'reaéon is un-
doubtédly the improvement iun performance that a rehearsal buffer will
engender. If the capacity of the buffér ié; say, 4 or 5 words, then the
-use of a buffer will assure -the subjects of a minimum of fbur.or five
items.correcﬁ on each:list (assuming that all of the items may be read
out of the buffer corfectly)n Considering that subjects repcrt on the
average onlj about.S or 9 itéins3 even for long lists, the items stored in

the buffer are an important component of performance.

* Cohen (1963) has presented free-recall lists containing closely related
categories of words, i.e. North, Bast, South, West. Indeed, the re-
covery of one member of a category usually led to the recovery of other
members, but the total number of categories recalled did not exceed the

number of separate words recalled from non-categorized lists.
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It will be assumed, then, that the subjects do adopt a_rehearsal
strategy. The comparabllity §f the curves in Figqre 25 tp thqsé.;n
?igure 27.might'indicate thét a model similar tolaﬁy of théwmodels
presented iﬁ fhe previou$ section could be applied ﬁé fhe current data.
Ihere are, however, importént diffepgnces between the ?wo expgrimeqtal
pafadigms which must bé considéred; the free—recéll situationﬁdoes‘not
invoive palring a response wiﬁh & stiﬁnlus for each lisp.positién, énd
has the requirement of'multiple recall at the time Qf test. The fact that
explicit stiﬁulus.cues are not provided for each of fhe feééonses desired
would be expected to affect the form of.the searéh process. The multiple-
résponse requirement-raises-more serious problems. In particula;, it is
poseible that each responge thaﬁ is cutput méy interfere witﬁ cther items
not yet recalled. The probleﬁ may be most acute.for thejcase of %tgms still
in the buffer; Waugh and ﬁorman (1965) have proﬁoseﬁ.thaﬁ eéch response out-
fﬁt at the time of test has the same dis%upting.efféct upbﬁ chér items
in the buffer as the arrival“of.a new ifem during gtudy. On the oﬁher
hand, it is not clear whether a regponse eﬁifted during tést disrupts
items in LES. It might be,eipected that.the act of recalling an item
from LTS would raise that itém}s strengﬁh in LTS3 ﬁhis increase in strength
is probably not associated, however, with the transfer of any new_informa—'
tion to LTS.. For this reason, other traces will ﬁost iikély.not be..
interferred with, and it shall be asgumed that.retrieval of an item from
LTS has no effect.ﬁpon other items in LTS. o o |

Beéause there 1s some questibn concerning tﬁe effects of‘multip}e
recall ﬁpon the contenté of the buffer, and becaﬁse this section.ié pri—

marily aimed at LIS processes, the part of the free-recall curves which
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.arlse from the buffer w1ll not be con51&ered in further analyseb. This
means that the models in this sectlon'w1ll not‘be concerned w1th the part
of the curve maklng up the recency effect, since the data in Flgure 27
;lndlcates that the recency effect is contained in the last 15 items (to the
rmght in the flgure) of each llst these p01nts w1ll e ellmlnated from

‘ the analysesu Unfortunately, the ellmlnatlon of the last lS items means
"that the short llst lengths are ellmlnated entlrely The problem of
obtalnlng data fon short llst lengths not oOﬂfamlnated bylitems in the
buffer at the time of test has been 01roumvented e&pexlmentally by a
'varlatlon of the countlng backwards teohnlquea ihat is, the contents of
the buffer can be ellminated experimentally‘by usiné an inﬁeffering task
”lneerted-oetneenrthe end of the liet and the sfart of reoalln We now

' turn to a conolderatlon of these exper_mentea

A representatlve experlment is that by Poetman and Phllllps (1965
';Words were plesented at a rate of one per second in all condltzonsn In
.one set of conthlons three llst lengths (lO 20, -and 30) were used and
recall was tested 1mmed1ately follow1ng presentatlon° This, of course,
'1s.the usual free recall proceduree The serial pobltlon ourves are shown
in the top panel of Flgure 28 in the box labeled "0 SECOndo The same
.llSt lengths were used for those condltlons employlng an 1nterven1ng task;
1mmed1ately following pnesentatlon of the llst the subgecﬁs were requlred
noloountlbaokwande b& thféoo and fours for 30 seconds. wFollowing this
_1nterven1ng task, they were asked to reeall the llsto .The results ere
:shown in the lower panel in Flgure 28, If the 1nterven1ng task did not
affect the contents of LDS but dld w1pe cut all 1tems 1n fbe buffer,

then the recency effects would be =xpected to dlsappear with the curves
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Figure 28 Probability of correct recall as a function of serial

position for free verbal recall with test following
O geconds and 30 seconds of intervening arlthmetlc
(after Postman and Phillips, 1965)
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otherwise unchanged. This ls exactly what was found. The primacy
effects and asymptotic levels remain unchanged whiie the recency effect
disappears. It is clear, then, that normal free recall curves (without
;ntervening arithmetig) from which the last 15 points have been deleted
§hould be identical té curves from éxperiments using intervéning arith-
ﬁétic, The following data has therefcore been accumulated: Murdock's data
Wifh the last 15 points of each list deleted; data reported by Deese and
Kaufman (1957) using & free-recall paradigm, btut again with the last 15
pointszof each list deleted; the data reported by Postmén and Phillips
(1965); énd some data collecteéd by Shiffrin in which an intervening task
ﬁas used td'eliﬁinaté.the coﬁﬁeﬁts ofhﬁhe_buffern* A1l -cf these serial
position curves have the same formg they showta"primgcyleffecﬁ followed
ﬁy_a:level,agymptote. For thils reason the results have been presented in
fable 1. The first three points of each curve, which make up -the primacy
éffect, are glven in the table. The level porticns of the curves are
fhen averaged and the average shown in the column labeled‘asymptote,

fhe column labeled "number of points' is the number of points wailch have
been averaged to ayriVe at thé.aéymptotic level.** _The cdlumn labeled
ﬁlist” gives the abbreviation of the experiﬁenter, the list length,

and the presentation rate for each of the serial position curves.

tM‘= Murdock;:l962; D= ﬁéese éﬁd Xaufman, 1957; P = Postman and Pnillips,

19653 8 = Shiffrin.)

* The Shiffrin dats are reported in more detail in Atkinson and Shiffrin

(1965)

**¥Tor the Postman—PhillipS and Shiffrin.lists ﬁhe ﬁumber of pointg at

- asymptote are simply iist length, ¢, minus 3. For the Murdock and the
Deege-Kaufman lists the number of points is 4@ - 15 - 3 because the

last 15 points in these lists have been eliminated.
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Theoretical Analysis. Heving accumulated a fair amount of para-

meﬁric data in_Table 1, we should now like to predict the results. The
first model to ke considered is extremely simple. Every ltem presented
enters the subject's rehearsal buffer. One by one the initial items fill
up the buffer, and thereafter each succeeding item knocks cut of the
buffer a randomly chosen item. In corditions where arithmetic is used
following presentation, 1t is assumed that the_arithmetic operations knock
items from the buffer at the same rate as new incoming -items. This is
only an approximation, but probably not too inaccurste. Information is
assumed to be transferred to LTS as long as an item-rémains Lhothe buffery in
fact as a linear function of the total time spent in the buffer (regardless
of the number of other items concurrently in the buffer). If an item
remains in the buffer for J seconds an amount of information equal to

6 times J i1s transferred to LTS, Call the amount of information trans-
Terred tc LTS for an item its strength. When the subject engages in a

- search of LTS during recall it is assumed that he makes exactly R
searches into LTS and then stops his search (the number of searches made
might, for example, be determined by the time allowed for recall). On
each search into LI® the prebability that information concerning a par-
ticular item will Be found is just the ratio of that item's strength to
the sum of the strengths of all items in the‘list° Thug, items which
have a greater LTS strength will be more likely to be foundron any one
search. The probability that the information in LTS will produce a
correct recsll, once that information has been found in a search, is

assumed to be an expcnential function of the strength for that item.
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There are just three parsmeterg for this model: -, the buffer
gize; @, the parameter determining the rate per second at which informa-
tion on a given item is transferred to LTS while the item resides in the
‘rehearsal buffer; and R the number of searches made.¥ The probability
- of a correct respense from the buffer iz zero-for the results in Table L
- because the contents of the buffer have been emptied experimentally by
intervening arithmetic, or because the recency data (which repregents
recovery from the buffer) has been omitted. The parameters giving the
best fit to the data were as follows: r =4, 0 = .04, and R = 3k.
‘The predictions also are presented in Table 1. The predictions are
- rather remarkable considering that Jjust three parameters have been used
- to predict the results from four different experiments employing differ-
~ent list lengthg and different presentation rates. - Some of The polnts
are not predicted exactly but this 1s largely due to the fact that the
‘data. tends to be somewhat erratic; the predictions of the asymptotic
values (where a larger amount of data is averaged) is especlally accurate.

Some Alternative Models. A number of decisions were made in Tormu-

lating the free-recall model that need fo be examined in greater detall.
‘First congider the effect of an arithmetic task upon items undergoing

rehearsal. If the arithmetic caused all rehearsal and long-term storage

* It is important to remember that €& for this model is defined as

the rate per second of information transfer, and thus the time

measures listed in Table 3 need to be taken into account when apply-
ing the model. For example, an item that resides in the buffer for
three item.:presentations will have 36 amount of information in.
LTS if the presentation rate is one item pef.second, and 7.58 if

the pregentation rate is 2.5 seconds per item.
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.opgrations to .ceage immediately, then the probability of recalling
ﬁhe iaS£ item presented should decrease toward chance (since its LIS
strength will be negligible, having had no opportunity to accumulate).
The serial position curve, however, remains level and¢ dcoeg not drop
toward the end of the list. One possible explanation ig that all trans-
fer to LTS takes place when the item first enters the buffer, rather
than over the period the ifem remsins in the buffer; in this case the
onget of arithmetic would not affect the formation of traces in LTS.
While this assumptlon could handle the phenomencn under discussion, we
prefer to consider the LTS trace as bullding up during the period the
item remaing in the buffer. Recall that this latter assumption is borne
out by the accuracy of the earlier models and, in particular, the U-shaped
functions presented in Figure 12 for the multiple-reinforcement experiment.
.The explanation of the level serial position curve implied by ocur model
is that the arithmetic operations remove items from the buffer in a
manner similar to that of new entering items. Two sources give this
assumption credibility. First, Postman and Phillips (1965) found that
short periods of arithmetic (15 seconds) would leave some of the recency
effect iIn the serial position curve, suggesting that some items remained
. in the buffer after brief periods of arithmetic. Second, the data of
Waugh end Norman (1965) suggest that output operations during tasks such
as arithmetic act upon the ghort-term store in the same manner as new
incoming ipems.

Another choice point in formulating the model occurred with regard
to the amount of LIS transfer for the first items in the list. The

assumption used in an esrlier model let the amount of transfer depend
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upon the number of cother items concurrently undergoing rehearsal, as if
the attention allotted to any given item determines the amount of
transfer. An alternative possibility is that the amount of transfer is
determined sclely by the length of stay in the buffer and is therefore
independent of the number of items currently in the buffer. Ancther
assumption resulting in this same independence effect is that the
subjeect allots to items in the buffer only encugh attention to keep
them "alive"; when the number of iftems in the buffer is small, the

" subject presumably uses his spare time for other matters, A free-
verbal-recall experiment by Murdock (1965) seems to support a variant of
this latter assumption. He had subjects perform a rather easy card-
sorting task during the presentation of the list. The gerial position
curve seemed unaffected except for a slight drep in the primacy effect,
“-THis would be understandable if the card-gorting task was sasgy enough
that the buffer was unaffected, but distracting enough that extra
attention normally allotted to the first few items in the list (vefore
~the buffer is filled) is instezd allotted to the card-sorting task. In

any case, it ‘is not clear whether the transfer rate should or should not

be tled to the number of items concurrently in the buffer. The model
that we have proposed for free-recall (henceforth referred to as Model I
in this subsection) assumed a constant transfer process) .a model -
using a varisblie transfer assumption will be consldered in a moment; .

The search process used in Model I is only one cf many possibilities.
Suppose, for example, that the strength value for an item represents the
number of bits of information stored about that item (where the term "bits”

'is used in a non-technical sense). A search might then be construed as a

~
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Table 1
Observed and Predicted Serial Position Curves

for Various Free-Verbal-Reczll Experiments

Agymptote

List Point 1 - Point 2 Point 3 :
_ Fumber of

Obs. Pred. Obs. Pred. Obs. Pred. Obs. Pred. Points
M-2C-1 46 LS .27 .37 .20 .29 A6 e 2
M-30-1 - . .38 .35 .30 28 .21- .22 L1900 .17 12
M-20-2 55 L6L J2 L5l .37 Gk .31 .32 2
M-40-1 - .30 .29 .20 .23 .13 .18 'i12 L1 22
M-25-1 38 .39 .23 .32 21 .25 L1500 .19 7
M-20-2.5 .72 .66 6L .56 N5 M6 .37 .35 2
D-32-1 M6 .33 .3 .27 .27 .2l 16 16 1l
P-10-1 66 62 ke 5235 e L3 L3 7
P-20-1 AT LS bé7 .37 ;23- .29 L2 22 17
P-30-1 A1 .35 | .34 Dgé ' a7 Le2 20 .17 27
8-6-1 71 L 7h .50 .6k | 57 .52 A2 Lho 3
§-6-2 82 .88 82 .79 .65 .66 66 .52 3
§-11-1 48 60 43 .50 27 o 31 .31 8
8-11-2 72 .76 .55 .66 .52 L5k 00 i S 1T 8
§-17-1 :55 Ao .33 Rty .26 ,32; CoLe2 ,24 14

8-17-2 68 .66 .65 .56 BT b5 43 .35 0 1k
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random choice Of one bit from all those bits stored for all the items
in the list. The bits of information stcred for each item, however, are
asgociated to some degree, so that the choice of 6ne bit results in the
. uneovering of a proportion of the rest of the iﬁformation stored for that
item. If this proportion 1s small, then different searches Tinding bits
asséciated with & particular item will result in essentially independent
:probabilities of retrieval. This independent retrieval assumption was used
in the construction of Model I. Cn the other hand, finding one bit in =
search might result in sll the bits stored for that item becoming avail-
able at once; a reasonable assumption wcould be that this information is
either sufficient to allow retrieval or not, and a particular item is
retrieved the Tirst time it is picked in a search or 1s never retrieved.
This will be called the dependent retrieval assumption.

It is interesting tc see how well the slternate assumptions regard-
ing transfer and search discussed in the preceding paragraphs are able

Lo fit the data. For this reason, the following'four models are com-

pared:¥*
Model I: Transfer to LTS is at a constant rate € regardiess
of the number of octher items concurrently in the
b;;;;r, and independent retrieval.
Model IT: Transfer to LIS is at a variable rate % where

J is the number of other items currently in the

buffer, and independent retrieval.

* These models and the related mathematics are developed in

Atkinson and Shiffrin (1965).
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Model IIT: Constant LTS transfer rate, and dependent retrieval.
Model IV:  Variable LTS transfer rate, and dependent retrieval.
Model I, of ccourse, is the model already presented for free-verbal-recall,

The four models were all fit to the free-verbal-recall data presented
in Tgble 1, and the best fits, in terms of the sums of the squared deviag-
tions, were as follows: Model I: .81k; Model II: 2.000; Model III: .925;
Model IV: 1.602 {+the lowest sum meaning the best predictions). 'These
results are of interest because they demonstrate once again the close
interdependence of the search and transfer processes, Neither model
employing a variable transfer assumption is a gocd predictor of the data
and it seems clear that a model employing this assumption would require
a retrieval process quite different from those already considered in
order to fit the data reascnably well.

Perhaps the most interesting facet of Model I is its ability to
pfedict performatice as the presentation rate varies. A very simple
assumption, that transfer to LTS is & linear function of time spent in
the buffer, seems to work quite well. Waugh {1967) has reported a
series of studies which casts some light on this assumption; in these
.studies items were repeated a variable number of times within a sgingle
free-recall 1list. The probability of recall was approximately a linear
function of the number of repetitions; this effect is roughly consonant
with an assumption of LTS transfer which is linear with time. It should
be ncted that the presentation rates in the experiments we znalyzed do
not vary teco widely: from 1 to 2.5 geconds per item. The aésumption
that the subject will adopt a buffer strategy undoubtedly breaks down
| if a wide enough range in presentation rates is considered. - In particu-
lar, it can be expected that the subject will make increasing.use of
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coding strategies as the presentation rate decreases. M.:Eiari and
G. Bower (personal communication) for eXample,lhavé shown thét subjects
proceeding at their own pace (about 6-12 seconds a wora) can‘learn a list
of ten words almost'perfectly. This memorizatiocn is.éccdmplished by
having the subject make up and vigualize a sfory‘inclﬁding the Worﬁs
that are presented. It would be expected:thatlvery slow presentation
rates in free-recall experiments ﬁould leéd ﬁo coding strategies
similar to the one above.

One last feature of the models in this section needs further examina-
tion. Contrary to our assumption, it is net true that successive lists
"can be képt éompletely isclated from each other ét the time of tesf.
The demonstration of this fact is the common finding bf intruslon errors:
items reported during recall which had been presented on a liét ?revious
to the one being testéd,' Occasionélly an intrusion error ig evén reperied
which had not been reported'correctly during the test of its.own liéﬁ.
Over a segsion uéing many iists,'it might be éxpected ﬁhat the inter-
ference from previous lists would stay ét a more or less constant level
af'ter the pregentation of the firgt few lists of the session. Feverthe-
less, the primacy and asympﬁotic levelé of the freenrecail Serial.position
curves should drop somewhat over thé first.féw lists. A&n effeéf of ﬁhis
sort ig reported by Wing and Thompson (1965) who examined serial poéition
curves for the firétg second, and third presented lists of a Session;
Thig effect ig undoubtedly similer to the one reported by Keppel.and
Underwood (1962); namely, that performance on the task used by .
Peterson (1959} drops over the first few trials of a session. The effects
in both of these experimeﬁts may be caused by the increasing difficulty

of the search process'during test.
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5.3, Further Congiderations Invelving LIS

The models presented in the last section, while concerned with
search and retrieval processes, were nevertheless based primarily upon
the cotncept of z rehearsgal buffer. This should not be taken as an indi-
cation that rehearsal processes are universally encountered in all memory
experiments; to the contrary, a number of conditions must exist before
they will be brought into play. It would be desirable at this point
then tc_examine some of the factors that cause a subject to use a
“rehearsal buffer. In addition, we want to consider a number of points
of thecoretical interest that arise naturally from the framework developed
here., These points include posgible extensions of the search mechanigms,
relationships between search and interference processes, the usefulness
of mnemonics, the relationships between recognition and recall, and
coding processes that the subject can use as alternatives to rehearsal
. schemes.

Consider first the possible forms of search mechanisms and the
factors affecting them., Before beginning the discussion two components
of the search process should be emphasized: the firgt component involves
locabting information about an item in LTS, called the "hit" probability;
the secend component is the retrieval of a correct response once informa-
tion has been located. The factor determining the form of the search
1s the nature of the trace in long-term store. The models considered
thus far have postulated two different types of traces. One is an
all-or-none trace which allowg perfect recall following a hit; the

other is .an unspecified trace which varies in strength. The strength
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notion has been used most often because 1t 1s amenable to a number cf
possible interpretations: the strength could represent the "force"

with which a particular bond has been formed, the number of bits of
information which have been stored, or the number of copies of an item
placed in memory. It should be emphasized that these different possi-
bilities imply search processes with different properties. For example,
. Af the strength represents the force of a connection then it might be

- assumed that there is an equal chance of hitting any particular item in
a search, but the probability of giving a correct answer following a
hit would depend upon the strength. On the other hand, the strength
might represent the number of all-or-none coples stored in LIS for an
item, each copy resulting in & correct response i1f hi%. In thie case,
 the probability of a hit would depend upon the strength {the number of
copies) but any hit would automatically result in a correct answer,

A possibility intermediate to these two extremes i1s that partial coples
of information are gtored for each item, any one partial copy allowing
a correct response with an intermediate probability. In this case, the
probability of a hit will depend on the number of partial coples, and
the probzbility of a correct regponse following a hit will depend on the
particular copy that has been found. A different version of this medel
would assume that all the partial coples for an item become avallable
whenever any one copy is hit; in this vergion the probabllity of a correct
answer sfter a hit would depend cn the full array of coples stored for
that item. In all the search processes where the retrieval probability
following a hit is at an intermediate level, one must decide whether

successive hits of that item will result in independent retrieval
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-probabilities. It could be assumed, for example, fhat féilure to un-
cofer & correct response the first time‘an item is hit inrthe séarch
would mean that the correct response coula not be recovéred on‘gubn
geguent hits of that item.¥ This outline of some selected éearch prb—
.cesses-indicates the %ariety of possibilities; a variety which makes it
extremely difficult to isolate effects due to search processes from
those éttributable to interference mechanisms,

Other factors affecting the form of the search are aﬁ.least par-
tially éontrolled by the subject; a possible éxample cbnéerﬁs Whétﬁer or
not the searches are made with replacement. Queétions of this:sbrf are
basedrupon the fact that all searches are madé‘in a8 more oY less ordered
faghion; memory ig much too large for a completely random search to be

feagible, One ordering which is commonly uged involveskassociationst
eagh item recovered leads ﬁo aﬁ associéte which in turn leads to _
another agscociate. The subject presumsbly exercises conﬁrol.over which
assoclates are-chosen at each stage of the search and also injects a

new starting item whenever a particular seguence is not profing success-
Ful.¥* An alfernative to the associate method is a search.along some

‘partially ordered dimension. Exemples are easy to find; the subject

* For a discussion of partial and multiple copy models see Atkinson
and Shiffrin (1965). _ ;

** Associative search schemes have been examined rather extensively
uging free-recall methods. Clustering has been examined by Deese
(1959), Bousfield (1953), Cofer (1966), Tulving (l962j,-and others;
the usual technigque is to determine whether or not closely sassoci-
ated words tend to be reported together., The effect certainly
exists, but a lack of parametric data makes it difficult to specify

. the actual search process involved.
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éﬁuld generate letterg of the alphabet,.considering each in turn as a
possible first letter of the desired response. A more general orderad
search 1ls one that is made along a temporal dimensgion; items may be
.time-tagged or otherwise temperally ordered, and the subject searches
only among those items that fall within a particular time span. This
hypothesis would explain the fact that performance does not markedly
deferiorate even at the end of memory experiments employing many dif-
ferent lists, such as in the free-verbal-recall paradigm., In these
cages, the subject is required to respond only with members of the most
.recent list; if performance is not to degenerate as succeséive lists
are presented, the memory search must be restricted along the temporal
‘dimension to those iltems recently stored in LTSG Yntema and Trask (1963)
have.demonstrated that temporal information is available over relatively
long time periods (in the form of "time-tags™ in their formulation) but
fhe gtorage of such information is not well understood.
we now turn to a brief diséussion cf scome issues related to inter-
ference effects. It is difficult to determine whether time alone can
result in long-term interferéncea Nevertheless, to the extent.that
Sﬁbjects engage in a search based upon the temporal order of items,
interference due to the passage of time should be expected. Inter-
ference due to intervening material may btake several forms. Fifst,
there may be a reduction in the value of certain information already
“in LIS as a result of the entry of new information; the loss in this
case does not depend on making any previous information less accessible,
An example would be if s subject first stores "the gtimulus beginning
with D has response 3" and later when another stimulus beginning
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with D is presented, he stores "the stimulus beginning with D has
response 1." The probability of a correct response will clearly drop
following storage of the second trace even though access to both traces
may occur at test. Alternatively, interference effects may involwve

destruction of particular information through interaction with succeeding
input. This ﬁossibility is often’examined experimentally using a palred-
aggociate paradigm where the game stimulug is agsigned gifferent responses
at different times. DaPolito (1966) has analyzed performance in' such a
situation. A stimulus was presented with two different responses at
different times, and at test the subject was asked to recall both
“responses., The results indicated that the probability of recalling the
first response, multiplied by the probability of recalling the second
~ Trespouse, equals the Jjoint probability that both responses will be glven
correctly. This result would be expected 1f there was no interaction of
the two ftraces; it indicates that high strengths of cne trace will not
automatically result in low strengths on the other. The lack of an
interaction in DaPolito's experiment may be due to the fact that subjects
~ knew they wouid be tested on both responses. 1t ils interesting to
note that there are search mechanisms that can explain this independence
effect and at the same time interference effects. For example, storage
for the two items might be completely independent ag suggested by DaPolito’s
data; however, in the typical recall task the subject may occasionally
terminate his search for information about the second response prematurely
as a result of finding information on the first response.

Within the context of interference and search processes, it is

interesting to speculate about the efficacy of mnemonics and special
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coding techniques. It was‘reported, for example, that forming a visual
Image of the fwo words in a paired-associabe item is a highly effective
memory device; that is, one envisages a situation involving the two
words. Such g mnemonic gains an immediate advantage through the use of
two long-term systems, visual and auditery, rather than one, ﬁowever,
- this cannot be the whole explanation. Another possibility is that the
Image performs the function of a mediator, thereby reducing the set of
items to be searched; that is, the stimulus word when presented for test
leads naturelly to the image which in turn leads to the response. This
eXplanation is probsbly not relevant in the case of the visual-image
mnemenic for the following reason: the technigue usually works best if
‘the image is a very strange one. For example, "dog-concrete' could be
imaged as-a dog buried to the neck in concrete; when "dog" is tested,
~there 1g no previocusly well-learned association that would lead to this
image. Anocther explanation involves the protection of the stored informa-
‘tion over time;'as opposed to the originel word pairs, each imége may

-be stored in LTS as a highly distinct envity. A last possibility is that
the amount of information stored is greatly incressed through the use

of imagery -- many more detalls exist in the image fthan in the word

pair. Since the image is highly cohesive, the recovery of any informa-
‘tlon relevant to it would lead to the recovery of the whole image. These
hypotheses are of course only speculations. At the present time the
relation of the various search schemes and interference processes to
memonic devices is not well understood. This state of affairs hopefully
will change in the near future since more research is being directed
toward these areag; mediation, in particular, has been receiving extensive

consideration (e.g., Bugelski, 1962; Runquist and Farley, 1964).
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Search processes seem at first glance to offer an eagy means for
_ taﬁ analysis of differences between recognition and recall. One could
assume, for example, that in recall the search component which attempts

to locate information on a given item in LIS is not part of the récognition
process; that is, one might assume that in recognition the relevant
_information in LTS is always found and retrieval depends solely on -
_‘matgh;ng the stéred”information”against.thenitem presented for test.--
Our_analysis of free-verbal recall depended in part upon the search compon-
ent to explain the drop in performance as list length increased. Thus if
the freg recall task were modified so that recognition tests were used,
_the decrement in performance with list length might not occur. That

this will not be the case is indicated by the position-to-color memory
study (Experiment 8) in which the number of responses was small enough
that the task was essentially one of recognition; despite thig fact, the
_ performance dropped as list length increased. One possible explanation
~would be that gearch is necessary even for recognition tasks; i.e., if

the word "clown" is presented, all previous times that that word had

been stored in LTS do not lmmediately spring to mind. To put-this another
way, oﬁe may be asked if a clown was a charecter in a particular:book

and it is necessary to search for the appropriate information, even
though the question is one of recognition. On'fhe other hand, we cannot
rule out the possibility that part of the decrement in performance in
free recali with the increase of list length may be due to‘search
_phénges, and part to other.intgrference mechanisms. Obviously a -

great deal of extra information is given to the subject. in a recognition '
. test, but the effect of this information upon search énd'intgrference

mechanisms is not yet clear.
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We now turn to a consideration of LTS as it is affected by short-term
procesges other than the rehearsasl btuffer. It has been pointed out that
. the extent and structure of rehearsal depends upon a large number of
. Tactors such as the immedizcy of test and difficulty of long-term storage.
When rehearsal schemes are not used in certain tasks, often it is because
long-term coding operations are more efficacious. These coding processes
gre pregumably found in most paired-sasociate learning paradigms; depend-
ing upon conditions, however, the subject will probably divide his atten-
tion between coding;and rehearsal. Atkinsén and Shiffrin (1965) have
_presented a paired-agsceiate learning model basged upon a rehearsal-buffer,
Whether a.reheargal strategy would be adopted by‘the subject in a given
paired-associate learning experiment needs to be determined in each case.
The answer ig-probably no feor the typical fixed-list learning experiment,
‘becauge the 'items .are usually amenable to coding, because the test pro-
cedure emphasizes the.importance of LTS storage, and because short study-
test intervals are so infrequent “that maintainance of an item in STS is
not a particulariy effective device., If these conditlons are changed,

- however, then a pailred-agsoclate model bhased upon a rehearsal buffer
might prove applicable.

It is important to note the distinction between coding modelg and
rehearsal modéls, Rehearsal models actually encompass,. in a rough sense,
virtually all short-term processes. Coding, for example, may be con-
gidered as. a type of ‘rehearsal involving a single item. The buffer -
process is a specilal type of rehearsal in which a fixed number of items
-are rehearsed for the primary purpose of meintesining them in STS., A

pure coding process. is.one in which only a single item is considered at
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a time and in which the primary purpose is the generation of & strong LTS
Itrace; almost incidentally, the item being coded will be méintained in
STS through the duration of the coding period, but this is not a primary
purpose of the procesé. These ﬁarious processes, it should be emphasized,
are under éubject control and are brought into play as he sees f£it; cone
éequently there are many variations that the subject.can employ undér
appropriate conditions. One could have a coding model, for example,

in which more than cne item is being coded at a time, or a combinatibn
model in which several items are maintained via rehearsal while.one of
the items is selected Tor special coding.

At the other extreme from the buffer strategy, it might be instruc-
'five to consider a coding process that acts upon one item ét a time.
Although such a process can be viewed as a buffer model with a buffer
containing only one item, the emphésis will be upon LTS storage rather
than upon the maintenance of the item in STS. The simplest case dccﬁrs
when the presentation rate is fairly slow and the subject attempts to
code éach item ag it is presented for study. However, the case thaf
seems most likély Tor the typical paired-associate experiment, is that
in which not every item is coded, or in ﬁhich it takes several presenta-
tion periods to code a single item. The first case above could be éon—
ceptualized as follows: each item ie given a coding attempt during its
presentaticn interval, but thé ﬁrobability of finding a code is g; The
second case is a bit more complex. One version would have a single
‘item maintained in STS over trials until & code is found. It could be
supposed that the probability of a code being found during a single
presentaticon interval is ¢; having once coded an item, coding attempte
are focused on the next presented item. This model has something in
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comton with the buffer models in that some items will remain in STS over
é period of several trials, This wlll produce a short-term decey effect
és_the interval between presentatiqn and test ils increased. | s
It is worth considering the form of the usual short-term effects

that are found in a paired-zssceiate learning.. Figure 29 presents:data
from a pazired-associate experiment by Bjork (1966). Graphed is the
probability of a correct response for an item prior to 1lts last error,
 as a function of the number of other items intervening between its study
énd subsequent test. The number of intervening items that must occur
before this curve reaches the chance level can be taken as a measure of
the extent of the short-term effect. It can pe seen that the curve does
not reach chance level until after about 20 items have been presented.

If the coding model mentioned‘above were applied to this data, a short-term
effect would be predicted due to the fact that some items are kept_in
.STS for more than one trial for coding. It hardly seems likely, however,
fhat any item will be kept in STS for 20 trials in an attempt to code it.
ansiderations of thig soft have led a number of workers to considgr
éther sources for the ”shqrt-term" effect. One possibility would be
that the effect is based in LTS and is due to retroactive interference.
A model in which this notion has been formalized was set forth by

.Restle (1964) and subsequently developed by Greeno (1967). For our pur-
poges Greeno's presentation is more appropriate. He proposes that a
particular code may be categorized as “good" or "bad." A good code is
fermanent and will not be interfered with by the other materials
presented in the experiment. A bad code will be retrievable from LTS

for a time, but will be subject fo interference from succeeding items
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and will eventually be useless. Employing this model, the short-term
effects displayed in Figure 29 are due to those items that were assigned
bad codes (i,e,,-codes that weré éffective for only. a short period of
time). The interesting feature of this model is its inclusion of =a
short-term memory effect based not upon featureg of STS, but upon pro-
cesses in LTS .* dne‘other ugeful way in which this LTS interference
Process has been Viewed employs Estés’ stimulus fluctuation theory_(Estes,
1965, &, b}, In this view, elements of information in LIS sometime become
unavgilable; it aiffers from the above models in that an unavailable
element may become_available again.at a later time. In this sense,
fluctuatioh theoryfparallels 2 muber of the processes that are expected
from search cqnsédérationsu In any case, the theory has been éucceSS—
fully apﬁlie@ intéf#ariety of situations (Izawa, 1966). There is a

great deél méféiﬁhat can be gald about paired-asscciate learning énd
longuterm-br;césses:in general, butiit beyond the scope of this paper

to enter into these matters. Weehoui& like to re-emphasize, however, the
point thétAhasrjﬁst been made; namely,:that short-term decay effects may
arise frdm.processes baged in LTS as well ag mechanisms in STS; consider-
able care'must be taken in the analyéis of each experimental situation in

order to make a correct identification of the processes at play.

* It is this short-term effect that is probably captured by the intermediate
state in varioustérkov models for paired-associate learning (Atkinson
and Crdthers, 1964 ; Bernbach, 1965; Bjork, 1966; Calfee and Atkinson,
1965; Kintsch, 1965; Young, 1966). Theorists using these models have
been scmewhat noncommital regarding the psychological ratiocnale for
this intermediate state, but the estimated ﬁransition probabilities to
and from the state suggest to us that it represents'effect$ faking

place in LTS,
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SECTION 6. CONCLUDING REMARKS

The first three sections of this paper outlined a fairly compre-
hensive theoretical framework for memory which emphasized the role of
control processes -- processes under the voluntary gontrol_of the subject
sﬁch as réhearsal, coding, and search strategies, It was argued that
these control procegses are such a pervasive and integral component of
human memory that a théory which hqpes to achieve any degree- of general-
ity must take them into.accoﬁnt,. Qur theoretical éystem has proven
pro&uctive.of experimental ideas. In Sections 4 and 5 = particular
realization of the gengral system involving a rehearsal buffer was
appliéd to data frqm.a variety.of_exberiments. Thé theoretical pre-
dictions wére,.for the mos£ part, quite accurate, proving satisfactory
even when based upon'previouslj estimated parameter values. It was
possible to predict data over a range of experimental tasks and a wide
variety of independent variables such as stimulus-set size, number of
reinforcements, rehearsal procedures, list length, and presentation
rate. Perhaps even more impressive are the number of predictions
generated by the theory which ran counter to our initial intuitions but
were subsequently verified,

It should be emphasized that the specific experimental models we
heve congidered do not represent a general theory of the memory system
but rather a subclags of possible models that can be generated by the

framework proposed in the first half of the paper. Paired-associate
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learning, for example, might best be described by modelg emphagizing
control processeg other than rehearsal. These models could be fofmu—
.lated in directions.suggested by stimulug sampling theory (Estes, 1955a;
1955b; 1967), models stressing cue selection and coding (Restle, 196h;
Greeno, 1966), or queuing models (Bower, in press).

Finally, it should be noted that mosﬁ of %he ideés in thig paper
" date back many years to an array of investigators: Eroadbent (1957, 1958)
and Estes (1967) in particular have influenced J;:hé developmenﬁ of our
models, The major contribution of this paper probably liéé in thé
"orgaQization of results and the aﬁalysis of dataj; in fact,'ﬁheoreticél
regearch could ﬂbt have been carried out in the manrmer reported here
as little as 12 years‘égo; Although conceptually the fheorj isg ndf
very difficult to understand, many.of our anélyses would have.ﬁroved
too complex o inveStigatérwithout thé.use of modern,.high—sﬁeea |

computers,
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ABSTRACT

A brief outline of the memory system is followed by somewhat specu-
lative proposals for sitcrage and retrieval processes, with particular
care being given to distinguishing structural components from control
processes set up and directed by the subject. The memory trace is
concelved of as. an ensemble of information, possibly stored in many
places. For a given set of incoming information, the questions dealt

with are whether to store, how to store, and where to store; the last
 guestion in particular deals with storage along various dimensions.
Retrieval consists of a search along storage dimensions utilizing avail-
able cues to limit the search area and provide gppropriate entry points.
Both storage and retrieval are considered to take place 1n two steps,
che consisting of a highly directed process under contrel eof the subject
and the other consisting of a pseudo-random. component,
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This paﬁer will take a fairly speculative look at the structure of
long-term memory, at the storage and retrieval processes by which infor-
mation is placed in and recovered from long-term memory, at the joint
operation of the short- ana long-term stores, and at the control
processes governing these various mechanisms. While the discussion wiil
be primerily theoretical with no attempt made to document cur assumptions
by recourse to the experimental literature, some selected experiments
will be brought in as examples. We will begin by outlining the overall
conception of the memory system, a conception which emphasizes the
importance of comtrol processes. Long-term storage and refrieval will
ther be discussed in terms of the basic assumption thait stored informa-
.tion is not destroyed or erased over time. This assumption may of
course be relaxed, but we.employ it to demonstrate that forgetting
_phenomena can be satisfactorily explained by peostulating that decre-
ments in performance occur as a result of a decreasingly effective
gearch of Jong-term memory.

The primary distinction in the overall system is between structural
features of memory and control processes (Atkinson and Shiffrin, 1967).
Structural features are permanent and include the physical structure
and built—in-processeé that may not be varied. ZExamples are the various
memory stores. Control processes, on the other hand, are selected, con-
structed, and modified at the option of the subject. The use of a
particular control process at some time will depend upon such factors
as the nature of the task, the instructions, and the subjeect's own
nistory. ZExamples are coding technigues, rehearsal mechanisms, and

certain kinds of searth processes.




The main gtructural. components of the system are the three major
memory stores: the sensory register, the short-term store, and the long-
- term store. Each of these stores may be further subdivided on the basis
of the sensory modality of the sitcred information; such evidence as is
available indicates that memory processes may differ somewhat depending
on the sense modality involved (Posner, 1966). The sensory register
acecepts incoming information and holds it falrly accurately for a very
brief period of time; a good example is the brief visual image inves-
tigated by Sperling (1960) and others, which decays in several hundred
milliseconds. The short-term store (STS) is the subject's working
memory in that the various control processes are besed in 1t and directed
from it. Information is selectively entered into 'ST8 from bath-
the sensory register and the long-term store (LTS) and will decay from
this store in about 30 seconds, except for control processes {such as
rehearsal) which permit the subject to maintain the information in STS
as long as desired. The long-term store is a permanent repository for

information, information which is transferred from STS.

PROCESSES IN IONG~TERM MEMORY

The remzinder of this paper will deal primarily with LTE, and also
with S8 in its capacity for handling LTS storage and retrieval. It
would now be appropriate to outline our theory of long-term memory and
define the most Ilmportant terms that will be used. Long-term memory

processes are flrst divided into storage and retriewval processes. These

two processes are similar in many ways, one mirroring the other. Stor-

age consists of three primary mechanisms: transfer, placement and image




production. The transfer mechanism is based in the short-{term store

and includes those control processes and mechanisms by which the subject
decides what to store, when to store, and how to store information in
IT5. The placement mechanism determines where the ensemble of informa-
tion under consideration will be stored in LTS. It in turn will consist
of directed and random components. Having decided finally where to

store the ensemble of information, the image production process determines
what parts of that ensemble will be permanently stored in that location
of LTS, 1In general, not &ll the information desired 1s stored, and
conversely, some unwanted information may be stored. The fiﬁal ensembie
of information permanently stored in LTS is called the image. This image
ig assumed to remain intact over time and during storage of other infor-
metion. Retrieval, like storage, consists of three primary mechanlsms:

search, recovery, and response generation. BSearch is the process by

which an image is located in memory, and like placement, consists of

 directed and random components. Recovery is the process by which some

‘or all of-the information in a stored image is recovered and made avall-
~able to the short;term store, and response generatlon consists of the
processes by which the subject translaetes recovered information into a
specific response. We shall now turn to a detailed consideration of
each of the processes outlined above.

Storage: Transfer

Trangfer refers to the mechanisms by which information that has
entered 8TS is manipulated there prior to placement in the long-term
store. These mechanisms include a number of control-processes having

to do with deciding what information to attempt to store, when to




attempt the storage operations, and what form of coding or cther storage
procedure should be employed. Before describing these control processes
further, 1t should be pointed out that iransfer involves at least one
unvarying structural characteristic: whenever any information resides
in the short-term store, some transfer of this information can take
place to long-term store. The strongest evidence for this comes from
studies of incidental learning (Saltzman and Atkinson, 1954}, and from
experiments first carried out by Hebb (1961) and Melton (1963). In
these latter experiments subjects are given a series of digit spans to
perform: for each span the subject is required to repeat back in order
a short sequence of digits just presented. Unknown to the subject, a
particular segqguence is repeated at spaced intervals. Performance on
the repeated sequence improves over trials, indicating that information
about that sequence is being stored in LTS, even though the nature of
the task is such that the subject does not attempt to store information
about the individual spans in ITS. This assumption, of course, implies
that images are being stored not only during "study” periods, but when-
-ever information is input to the short-term store: during test, during
rest periods, during day dreamiﬁg, and so forth. (Most laboratory
experiments are designed to ilnsure that essentially all storage takes
place during study pericds, but this is not always the case.)

In many situations, especially the typical experimental paradigms,
a large amount of information is being input seguentially to the short-
term store. In such a situation, the short-term store will act as a
time-sharing system and the subject will select some subset of the

presented information for special processing in STS such as rehearsal




or coding. The information not glven special attentlon will decay and
be logt from 8TS fairly quickly; LTS storage of this information will
therefore be weak and undirected. If information is maintained in STS
via simple rehearsal, but no special storage procedure such as coding is
used, then the ITS image will be stronger than in the absence of re-
hearsal, but its placement will be guite undirected and thus the item
Will be difficult to retrieve at test (see Atkinson and Shiffrin, 1967).
The selection of particular items for active attempts at storage will
depend upon a number of factors. ITtems already felt to be retrievable
from LTS will be dropped from active consideration; time would be bettef
spent storing new, unknown information, There are many storage strat-
egies the subject can adopt which result in the selection of particular
items for processing: for example, in a paired-associate experiment with
all Tesponses being either X or ¥, the éubject might decide to store
only the essociates with the response X and to gﬁess Y as a response to
any unknown stimulus at test. Differentisl payoffs can alse 1lnduce
'_selection:.items withh higher payoffs being selected for storage. This
_phenbmenon.is illustrated in studies of reward magnitudes {Hurley, 1965).
If two separate lists contain items With different payoffs, performance
does not differ between the lists. If items within & list have different
payoffs, however, the items worth more are preferentially selécted and
performance is better for them. Finally, in experiments-where no great
demand is made on the short-term system, all items can be given special
storage procgdures even i1f there is no need to do so.

Whet to transfer is dependéﬁf_not only on the items presented for

study, but also upon varying strategies the subject may adept. Thus
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the subject may attempt to cluster several iiems currently in STS and
store them together. . This obviously occurs in serial learning tasks,
and often in free~verbal recall. Scmetimes all the information in the
presented item is not necessary for correct responding; in these cases
the subject may decidé to store only the relevant characteristics of

the input. Most often the subject will select relevant characteristicé
of the input.and then add to this informstion other information fr@m LS.
In coding a palred-assoclate for example, the subject may recover a
medietor from LTS and then attempt to store the paired-associate plus
mediztor. DNote that the ensemble of information that the subject :
attempts to store and the ensemble that is actually placed in LTS are
by no meaﬁs identical; the latter may contaln a large amount of informa-
tion that the subject would regard as fihqidental" or useless.

How to store the selected_inférﬁéfion reférs la:gely to the contrbl
process adopted. In most caseé a ddhsisﬁentrsffategy Wiil'bé adbptéd
and used throughout an experiment. These gtrategies include rehearsal,
mnemonics, imagery, and other forms of coding. The level of performence
will be greatly affected by the stfategy used, the TEAsoNs for this
becoming evident later in the-paper,

'Sfdrage: Placement

Placement and search are two procésses fhat have received little
systematic consideration in the memory 1iterature.but are nevertheless
extremely important. Placement refers to where in LTS storage of a
particular information ensémblé is attempted, By "where" we do not

refer to a physical location in the cortex, but to & positlon in the .




?rganization of memory along various informational dimensions.® These
dimeﬁsions“include sensory characteristics of the input (e.g., visual,
auditory, or tactile storage), meaningful categorizations such as noun
ve verbk, or animal vs vegetable, and other characteristics such as the
syntactic and temporal aspects of an item. These and other dimensions
ol storage will be elaborated further in the succeeding discussion;
There are twe components to the placement mechanism; these will

be called directed and random. Directed refers to that component of

the placement mechanism which is specified by the control processes the
subject is using, thé information ensemble being stored, and the sub-
Ject's past history of placementu Givén ﬁhese same conditions at a

later time, the dlrected component w1ll dlrect placement to the same

- LTS location. Furthermore, the search process durlng retrieval can
follow the.directed compoﬁent to the same area of ILTS. The-seccnd
component of placement is random; it will occur as a resuli of local
factors.wﬁich change from ohe mqmentifﬁ_the next and'can be regarded as
essentizlly random in nature. Thus at certain branéhes in the placement
processes a succeeding storage attempt might select ét random a dlfferent

memory dimension and multiple stofedlimagés-of the same information

:

¥ pnatomical evidence such as the Hubel and Wiesel (1962) explorations

of information abstraction in the visual cortex of the cat, or the work
of Penfield and Roberts (1959), or the older work on motor areas of the
cortex, suggests that there may be a topographic placement mechanism.

If one 'is trying to use a visual image to store a noun-noun pair (rather
than, say, an auditory-verbal code) it would not be surprising if storage
took place roughly in the areca of the visual cortex. However, the form
of the correspondence of the subject's informaticnal organization of

LTS with the physical structire of the Hervous system is tangential to
the discussion of this paper.




ensemble could result. Furthermore, during retrieval each of the random
branches of placement would have to be explored via search in order to
locate the stored image.

Note that the directed-random distinction.is not the same as the
structure-control process distinction; although random placement is not
under the control of the subject, part of directed placement is zalso
not under the subject's conscious direction. The directed component
has. three major determinants that will be considered in turn. The first
is the kind of information in the item presented for study {and also in
the ensemble selected for storage). Thus presentation in a free-recall
task of a card with LIGN printed con it in black capital letters might
lead to placement in locations determined by any or all of the dimen-
sions: black, capitals, letters, words, animals, printed words, and sc
forth. In this free-recall example, as in other situations, certain
storage locations will be.more effective than others; storage in an
"animal"™ location is not effective if at test the subject does not
recall that he stored any words in the "animal" region. On the other
.hand, if the task was one ofrcategorized free recall, in which there
were a number of enimais in the list to be recalled, then placement in
an "animal" dimension might be very effective, especially since the
first animal word recovered is likely to cause the zubject to search
-in the "animal" region.

The second directe&.placement determinant is that induced by
strategies the subject may select. If the étrategy involves the forma-
tilon of a natural language mediator for a paired-.associate, then the

informational content énd origin of the mediator may indicate placement



dimensions for storage of the pair plus mgdiatbr, perheps in the "natural’
language™ area. On the other hand, the formation of a visual imaée for.
coding purposes might lead to placement in the "visual area." If a
cohesive strategy is used which encompasses many items, {for example,
the placing of coded paired associates in the successive fooms of an
imaginary house), then the placement of different items might be directed
roughly to the same location.

The. third placement determinant is that induced by the subject's
pre-existing organizational structure and history of pla;ement of
similsr information in the past. This kind of placement may often occur
not under conscilous control of the subject, but may nevertheless be con-
sistent over irials. These three determinants of directed placement are
necessary in order that the subject may be able to "retrace" his path
and find s stored image during retrieval and search.

Either at the will of the subject or.not; placement of an informe-
tion ensemble may occur in more than one location in LTS. For example,
- the subject may encode.an. associate in two different ways and then store
both resulting codes in eéch of the two locations defined by the ccdes.

Muitiple placement of this kind is saild to result in multipie images or

‘multiple copies in LTS8. The extent to which multiple placemeni occurs

. in the ugual experimental tasks is open to question. In some tasks,
Hsuch as those in which the one-elemert model hes been applied success-
fully (Bower, 1961), it would appear that a single copy assumption best
Tits the data. Even in these cases, however, the multiple copy models
may be applied if the very first copy stored is always capable of allow-

ing a correct response: in this case the effects of multiple storage

9



are not observable if only correct and incorrect response data are
recorded.™

It is too much te ask of a memory system that placement be entirely
directed. This would be akin to a library with a complete and accurate
filing system, but there are a number of reasons why such a high accu-
racy system would be unfeasible for the type of memory system outlined
hefe, These ressons include the drastic consequences of small failures
in such a system, and considerations of access times. Furthermore, we
are assuming that placement and search are parallel processes and there
is evidence that search processes at times operate more or less randomly
(see Atkinson and Shiffrin, 1965). Consequently we assume that there
is a considerable. component of placement which is also essentially
random.. That is, if placemeni were completely directed, there would be
no reason for search to be random to any degree. (We shall consider
random search. processes 1ater.) Sometimes part of the directed storage
may be.unavailable during'retrieval; that portion of the placement is
then essentially random since the subject must initiate a random search
to find the right storage location.

ctorage:. Image. Production

An ensemble of information having been placed at some location for

storage, the image production process determines what portion of this

*& number of interhemispheric animel studies {Sperry, 1961) have in-
dicated that at least twe copies are normally made, one in each hemis-
phere, but this may not involve placement. Rather, it seems that once
an image has been produced, the corpus callosum is invelved in an
after-the-fact transfer of the image fc the other hemisphere.

10



. information. is permanently stored as an image there. We cannot say
~much. about. this process §x¢6£$‘that it cccurs in some partial cr proba-

. bilistic manner:. at test, subjects can often recall incidental material
which ig correect but irrelevant, even when the required answer cannct
be recalled. Actually it Is difficult to separate the effects of image
production. from those of its retrieval counterpart, recovery. Recovery
refers to the extraction of information from a stored image which has
teen located. A conccivable method for separating these processes is
based on the fact that 1t is sometimes possible to use cueing.to elicit
from & stored image information not recoverable in a first attempt.

‘We next consider the contents of the image: the range and form of
the stored. information. A single image may contain a wide wvariety of
information. including characteristics of the item presented for study
(its sound, meaning, color, size, shape, position, etec.) and charac-
teristics added by the subject (such as codes, mnemcnics, mediators,
images, associations, ete.). In addition, an image most probably con-
tains links to other images (other information which was in the sghort-
term store at the same time); these links can be regardéd as a set of
directions to the locations of related images in ITS. There is some
guestien as to whether temporal information in the form of some sort of
internal clock reading may be part of the image. It is our feeling
that the ability_tb make temporal discriminations can be explained on
the basis of contextual infermation and coﬁnting processes, rather than
on the basis of a clock reading recorded on the image.

We make the assumption that images are essentizlly permanent; they

do not decay or disintegrate over time.glven an intact, physiologically
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normal. organism. This assumption is made for simplicity. We feel it

is .possible to.propose appropriate search.and storage mechanisms. that
explain.decreases in.performance over time. Some ways in which this

may be. done.wlll be suggested when the outline of the system is completed.

ﬁetrieval:‘Search‘,

(At test the subject is given certain cues specifying the nature
and form of the required response. Assume that the information neces-
sary to generate a response is not at that time in the short-term store.
The subject will then attempt to locate the relevant imasge, or images,
iﬁ LTS. This attempt is called the search process. The search will be
monitored by the shori-term store. That is, at any moment the short-
term store will contain a limited amount of information such as the
search strategy being employed, part of the information recovered so
far in the search, what locations in IS have been examined already,
and some of the links to other images that have been noted in the search
but not yet examined. The short-term store will thus azct as a "window"
upon LIS, allowing the subject to deal sequentially with a manageable
amount of information. In addition to the directed search monitored
by STS there is a random, diffuse component engendered by the informa-
tion currently in STS. Thus when, say, the stimulus member of a paired-
assoclate is presented for test, it will enter 5TS and at once a diffuse
-search is initiated by this member: as a result a number of images will
be activated including many of the‘associates of this stimulus. There
will be feedback such that activated images will be entered into STS,
but this must be gquite selective since STS has only a limited search

“capacity. Thus many activated. images, possibly including the desgired
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image, may not galn access to STS. As the search continues and new
information enters STS, the diffuse pseudo-random search component will
be re-elicited by the new STS information. Hopefully, a relevant image
will eventually enter STS and be recognized as such.

As the above discussion has tried to indicate, there are directed
and,réndom,components to the search process. The subject has a con-
siderabie amount of control over the directed component and we now
consider this in some detall. As was true in placement there are three
primary determinants of directed gearch. Search may first be directed
by cues and characteristics of the information presented for fest. Thus
if "kaq" is presented as a test on a previously studied paired-associate,
"kag-cen," then search might be initiated along dimensions of things
sounding like kag; of words beginning with k, of nonsensical three
letter combinations, and so on. On a free-recall test, search might be
directed to the "most recent list of items.” Secondly, search may be
directed by strategies adopted by the subject. Thus a search for
natural-language-mediators may be initiated following the presentation
of a stimulus member of a paired associate for test. Or perhaps a
search is initiated in the region of visual images containing this
stimulus member, One search strategy often used employs ordering of
the search. TFor example, we are likely to do better when ssked to name
ali 50 states if we search memory in an ordered fashion, say alpha-
betically or geographically, rather than in a haphazard fashion. Thirdly,
gsearch may be directed by historical patterns of search behavior that

the subject has developed through consistent use.
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In any event, to the extent that the subject can remember, he will
(or should) attempt to utilize the same directed search strategy as the
directed placement used during storage. If the subject stored a pailred.-
assoclate via a visual image, 1t would clearly not be effective to
search for natural language mediators at test. This provides a strong
reason for a subject to utilize a single, consistent storage strategy
during training, even though switching coding techniques from item to
item might minimize "interference" and confusion.

In carrying out a directed search, information will be recovered
from various images and placed in STS. If this information appears to
be promising, perhaps in terms of ite similariiy to the test information,
then the search may be continued in the same area and direction, either
‘in terms of the dimensions being searched, or in terms cof the links re-
covered from successive images. Thus the search may be visualized a5 a
branching process with random and direcfed Jumps. At some point it may
be decided that a wrong location has been reached (a wrong brench
examined); at this time the subject may return to an earller location
or branch 1f its whereabouts is still held in the short-term monitor.
If not, a return may be made to the criginal test stimulus in order to
restart the search.

A decision that is very important in the retrieval process con-
cerns when to terminate an wnsuccessful search; after all, the desired
information may never have been stored in ILIS. A number of termination
rules may be adopted. In cases where the response period is restricted,
the search may be terminated by the time limit. In other cases, an

internal time limlt may be set which, if exceeded, terminates the sesrch.



It is Jikely that this internal time 1limit will be dependent upon the
kind of information actually recovered; if this information seems rele-
vant or close then the search may be extended considerably. Ancther
criterion for termination might be succesgive search attempts ending at
the same unproductive location in LTS. In some cases termination for
this reason is used as a positive approach: most of us have sometimes
experienced the feeling that “if I only stop thinking about it for a
while I'1l remember it." In certain tasks other termination rules wili
sometimes be applicable. In free recall, for example, a series of
words is read to the subject who then tries to recall them in any order.
During retrieval the subject may find that successive searches result
in recovery of words already recalled; in this case a terminaiion rule
might be based on the number of successive recoveries of words already
recovered.

Of equal importance to the terminaticn rule for an unsuccessful
search 1s the termination rule for a "successful" search. That is, it
will often happen that partial or incomplete informaticn is recovered
such that the subject is uncertain whether a particular respongse is
appropriate. Similarly, some portion of the response might be recovered
and a decision must be made whether to continue the search for the re-
mainder, or to guess based con the partial. information. Decisions in
this case are probably based on available response time, payoffs for
correct or fast responses, probability of correct guessing, and so forth.
Termination criterion of this sort are closely related to the response

production process which will be considered shortly.
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Retrieval: Recovery

| Once an imasge has been located, it is appropriate to ask what in-
formation contained in the image will be entered into the short-term
store. This process is called recovery., To an extent, recovery of part
or all of the stored information will be probabilistic, depending upon
such factors as the current noise level in the system. Furthermore,‘as
noted earlier, since the short-term monitor is limited and selective
not all recoverable information will be entered into STS. This problem
will tend to arise in fast large-scale random searches, in which large
mounts of. information may be activaeted with relatively 1ittle of this
information belng felevant, Thus in any particular situation the re-
covery of all the information in a stored. image is by nc means certain,
The recovery process could conceivably be isolated from the others
outlined so far by utilizing various cueing conditions at test to try
and make more and more of the stored information available.

Retrieval: Response Generation

Having terminated the search and recovered information from LTS,
the subject is faced with the task of translating this information into
the desired response. Actually, a fair amount of experimental work has
examined this as?ect of retrieval and our remarks here will not be par-
“ticularly novel. It should be pointed out first that when we speak of
recovery of Information we do not imply that this information will be
verbalizable or directly avallable in the conscious experience-ofrthe
subject. In some cases partial information may result in nothing more
concrete than a feeling of familiarity on the part of the subject. Thus,

in many cases this aspect of the subject's performence might be well

16




represented by a decisglon-theoretic model in which the subject is attempt-
ing to filter information through 2 noisy background (e.g., see Wickelgren
and Norman, 1966; Bernbach, 1967; Kintsch, 1967). A good part of the
response. generation process consists of what can be called the guessing
strategy. In general, guessing refers to the subject's selection of a
response on the bhagis of partial infbrmation° There are a large number
of guessing strategies that can be adopted and fhey will not be con-
sldered in detail here. It should be realized, however, that the
probability of a correct response may not always be related in an chbviocus
way to the amount of information recovered; guessing strategies can com-
plicate matters. TFor example, in a paired-assocliate experiment where a
list of sfimuli is mapped on to two responses X and Y, the subject may
store only information about stimuli with response X and then always
guess respense Y when a stimuius is tested for which ne information can
be retrieved. In this case, no information will be recovered about Y
pairs, but they will always be responded to correctly. This serves to
émphasize again the importance of contreol processes in even the simplest

experiments.
DISCUSSION

We have now traced information from its presentation through
storage, retrieval and output. We have not described ways in which
performance will decline with time and intervening items. One way in
which this can occur involves the storage of an increasing number of
images, without a corresponding increase in the accuracy of the place-

ment and search processes. In order to illustrate this point, and also
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indicate how the system may be applied in an actual situation, we may
consider free-verbal recall. . A number of lists of words are read to a
subject. Following each list the subject attempts to recall as many of
-the words in the preceding list as possible, in any order. Two resulis
of interest here are the facts that there are. almost no intrusions from
preceding lists, and that performance decreases as list length increases
(Maurdock, 1962). These effects are found even if short-term storage is
obliterated (Postman and Phillips, 1965; Atkinson and Shiffrin, 1965),
so we shall consider this experiment only from the point of view of LTS,
One interpretaticn of the lack of intrusions would hold that the place-
ment process directs information absut successive lists to separate
locations in LTS, and at teét é directed search is made only of the most
recent.location. Let us assume that within a 1list, information about
individual words is stored in a non-directed fashion in that list loca-
tion. Call the amcunt of information stored for the ith word, Si° Then
the amount of information stored altogether in the most recent list
Jocation will be 3 Si = 3. At test the search process 1s immediately
directed to the most recent list lecation, but the search is random
within that area. Assume that n random searches are made in this area
during the time allott.éd for responding. By random search we mean that
the probability of finding an image relevant to word i on a search
will be Si/S. The probability of recovering information from that
image and then generating the correct word wiil depend of coﬁrse upon
the amount of information, Si" Suppose that performance is the result
of n independent random searches of thig kind. What then will happen

to performance as list length increases? Si will remain the same but

18



z Si = S will increase. Since the probability of "hitting” any image
on g search is SI/S’ this probabllity will decrease with an increase
in list length. Thus decreases in performance with increasing list
length can bhe explained with reference tc problems inherent in the
starage and retrieval processes, without the necessity of assuming loss
of information from .stored images.

This free-recall model has been applied successfully to a large
amount of data (Atkinson and Shiffrin, 1967). The model is particularly
interesting because it utilizes all three retrieval processes outlined

in this paper. The directed search refers to location of the most recent

list. A.random search is then made within that 1list location. Images

identified in the search may or may not have information recovered from
them. The amount of information recovered then determines the prob-

ability of correct response generation.

The free-recall model is one possible application of the systen
described in this paper. Despite its relative success, the assumption
that placement ig random within a Jist location is probably only roughly
correct at best. Ceriainly most subjects tie together some of the words
within a list (Mandler, 1967; Tulving, 1962). Furthermore, the search
itself may not be nearly as random as was assumed. A situation in which
these possibilities are accentuated 1s that of categorized free recall
(Cohen, 1963). 1In this type of experiment a number of the words within
a single 1ist fall into well—known.categories (e.g., months of the year,
numbers from O - 9, kinds of monkeys, etc.). In this case we would
- probably expect botlh placement and search to be directed down to the

level of the category, rather than the level of the list. A model
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which seems to work well for this type of task assumes that the initial
séarch-is randem within a list location, but once one member of a cate-
gory is reported a directed search is made through the other members of
the category, with any presented item in the category having a constant
probability ¢ of belng recovered.

Another question we might consider in our framework is the source
.Of differences in performance between recognition and recall procedures.
One primafy source arises in the response generation process: the
recovery of partial information in the search will lead to better per-
formance in recognition than in recall. For example, being able to
recovey the first letfer of a response may guanantee perfect performance
on & recognition test, but virtually chance responding for recall.
. Another source found in paired-associate tasks 1s related to the search
process: recall provides only one member of thé pair, and locaticn cf
the stored image must be based on cues provided by this sirgle member.
In recognition, however, both a stimulus and a response member are
présented and search for the relevant image in LTS may be based on cues
provided by either or both members. Finally, another source of dif-
ference between performance in recall and recognition may be found in
the storage process: éxpectaﬁion of a recognition test may allow easier
storage than expectation of z recail test. That is; less detalled in-
formation would need to be stored about an item. if the tests were
recoghnition rather than recall. This might permit storage of.items
that would otherwise have been ejected from STS for lack of time to
.deal.with them. One test of storage versus retrieval effects wés

carried out by Freund, Brelsford, and Atkinson (1967). At study &
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paired-associate item was presented and the subject was tocld he was
elther going to be tested by recall, by recognition, cr he was not told
which form of test would be used. Compariscn of performance for the
four types of items.(told recall-tested recall, tpld rechogrnition-tested
recognition, not told-tested recall, or not told-tested recognition)
allows storage and retrieval effects to be separated. Using this de§ign
it was established that differences between recognition and recall de-
pended on differences in retrieval and not on storage. However, it
seems clear. that the results depended upcon the specific stimulus
ﬁaterials used; with appropriate stimulus materials storage differences
might also be detected.

It is somelimes implicitly assumed by memory théorists that recog-
nition tests (yes-no or old-new tests in the simplest cases) eliminate
retrieval effects and that differences between the various recognition
procedures may therefore be attributed to storage. This assumption
would be most parsimonious. 1f true, but there is insufficient evidence
to justify it. From our viewpoint there is reason to assume that re-
~trieval effects are not eliminated by using reccgnition tests. In some
recognition tasks it is clear that search effects are present. Tor
example, 1f a paired assoclste is presented and the subject is agked
whether the correct response. is being displayed with the stimulus, one
procedure the subject will use is to search memory, find the correct
response, and compare it with the one presented. Thus, even in the
simplest cases 1t is likely that recognlition involves a variety of
retrieval and search processes. In this regard we can peint to several

factors which might favor recsll over recognition tests. The recognition
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condition may cause g premature termination of the search process because
fhe subject thinks he. can correctly ildentify a given response, while an
extended search would recover the correct one. In a recognition task.
where an incorrect response alternative .is displayed, the incorrect
alternative may iniiiate inappropriate search patterns that congume
time and otherwise hinder performance.
The above discussions illustrate one of the benefits of introducing
a highly structured, albeit speculative, loﬂg-term-memory system. Such
8 system.can be.quite productive of alternative explanations for a wide
range of memory phenomena that less structured sysfems may not deal with
effectively. This.in turn leads to experiments designed to determine
which explianations are applicable in which situstions. It is unfor-
tunately beyond the scope of this paper to apply the system to the many
experimental results in long-term memory. HNevertheless, we hope that
it has been of some value to outline the theoretical system. Parts of
the theory have been incorporeted in models for a varlety of experiments
(Atkinson and Shiffrin, 1965, 1967) but the overall framework has not
previously been elaborated.
in this paper no attempt was made to compare our system with extant
theories of long-term memory. Most of the current thecries have been
presented at a somewhat more general level than was used here, and. the
“pressent system may therefore be liberally interpreted as an extensicn

~and elaboration of certain ideas already in the literature.
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INTRODUCTION:

In the.past £ fteen years, there has been an increasing irterest in
theories of human memory-that consider storage and retrieval to be proba-
Vbilistic processes that may vary randomly from one moment to the next.
Thesé theories for fhe mos£ ﬁart can be regarded as variants of Stimulus
Sampling Theory (Es{es, 1959;'Atkinsbn and Estes, 1963), and stimulus
.flucfuation'theory fEsfes,'1955a,b),- A fairly lerge number of memory
vériablés have been analyzed by quantitative; mathematical models within
this framework. Heretofore these models have tended to be quite restric-
tive, their range of appiication being limited to a small number of
variations withiﬁ simple situations. Tn addition, these models have
.Been concerned pfimarily with the memory acquisition pfocess'rathér
than the memory loss process. This repért attemﬁts to ekténd this
earlier work by introducing a theory which can deal‘quantitatively and
simultaneously with many of the variables previously examined individually,
end which will deal as extensively with forgetiing as learning. The
theory is formulated in the spirit of Stimuius Sampling Thecry, but due
to the complexity of the date examined, is not a direct extension of
the earlier models which have largely taken the mathematical form of
multi-state Markov models.

The theory is conceived of as a quantitative alternative to
primarily qualitative theories such as "two-factor theory" (Postman,
1961), although the variables dealt with in the two cases do not entirely
overlap. The direct antecedents of the present work are the theoretical

papers of Atkinson and Shiffrin (1965, 1968) and Shiffrin and Atkinson



(1968). 4&s a result, the theory is primarily concerned with an elabora-
tion_of a complex search and retrieval process from long-term MEMOTY «
Chapter T of the present report outlines the genéral framéwork of‘
the theory. Chapter IT deséribes and presents thg resulté of two exberi-
ments designed to provide a wide range of data to test‘a.quantitative
version of the overall framework. The first experiment is concerned
with the probabilistic nature of retrieval, and forgetting of individual
.items. The second experiment is conéerned with intrusion phenomena in
responding, and with interference phenomena following the altering of
the response assigned with a stimulus. _A,number of other variables.which
are examined will be described in the text. Chapter TII presents a
gpecific quantitative model based on the theory of Chaptér 1, and gpplies

it to the results of the two experiments.




CHAPTER I,
A THEORY OF STORAGE AND RETRIEVAL

IN LONG-TERM MEMORY

: This chapter begins with a brief survey of the hﬁman memory éystem,
largely Ffollowing the format of Atkingon and Shiffrin (1965, 1968). Thre
report will then turn to a detailed discussion of a theory'of storége
end retrieval for lbng-term memory . Although the system is meant to be
quiie general, the théory will be described as it appliés to a continucus:
paired-aséociate learning task. Such a task consists of a series of
anticipation trials. On each trial g stimulus ié presented for test and
then paired.with a response for study. The task is called continuous
because new stimuli are continﬁally being infroducéd at randomly spaced
intervals.. The theory is described in reiation to this task because it
ig the one utilized in the experiments described in Chaptef II.

The Memory System

Tt has proved of value (Atkinson and Shiffrin, 1968) to dichotomize
memory processes dn a dimenéion of subject control. Thus, on the one
hand, there are "structural processes” which are permanent, unvarying
features of‘fhe-memory system, features which may not be modified at
the Wiil of the subject. On the other hand are "control processes”
which are selected, constructed, and used at the option of the subject,
and'may vary greatly from one task to another. This distinction was set
forth in gréat detsil in the repbrt cited, ahd will not be belabored’
here. In the remeining portions of this chapter it Will be clear thet

most of the processes discussed, from storage mechanisms to search



schemes, are under. subject contrcl to one degree or another. Except
where special emphesis is ré@uiféd, the distinction between structural
and control processes will not be stated explicitly.

_The three major components of the memory system are the "sensory
regiéter,* the "short-term store" (ST8), and the "long-term store"
{LTS). The sensory register accepts incoming sensory informétion and
holds it very briefly while it is given minimal processing and then
transferred to STS. If a large amount of information is presented
‘quickly, then only a portion of this information can be transmitted to
:SQS, and the precige characteristics of the sensory register Will_become
guite important.. In the_experiments to be considered in this report,
however, the p:esentatiop rates are slow enough, and thelinforﬁation
gquantities are small enough, that the information presented can be
assumed.” to transit the sensory register and enter STS.essentially
intact. In the following, then, discussion of the sensqry.register
:will_ﬁe amitted. | |

- The short-term store is the subject's working memory; it is used
for the momentary holding of information utilized by control processes
such as the storage mechanisms and search schemes. TInformation will
decay and be lost from this store within about 30 seconas or less if
unat'tendedJ but may_be maintained there indefinitely by rehearsal. In
some situations, such as those discussed in Section L of Atkinson and
Shiffrin (1968), the primary function of ST8 is one of memory -- tﬁat
is, information will be maiqtained theré Qia rehearsal from_the‘time Qf
presentation until the moment of test. The situations_in Which STS

assumes this function are ones in which the study-test intervals are
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short, interference is high, and long-term learning is difficult. In
other_situations,,such as the ones examined in this réport, the memofy
function of STS is utilized in a different manner; STS is used for the
temporary holding of informatién needed for long-term pr0ce§sing. Thus
information needed for coding aﬁd search schemes is femporarily stored
in STS. Although 8IS is utilized er'the_transignt handling of infor-
mation, it is rnot utilizednfor maintenance of the information until the
moment of test,

The long-term store is a permanent repository for informationa It
will be assumed tpat information once stored is never thgreafter lost
or eliminated from LTS, but the subject's ability to retrieve this
information Will vary considerably with such variables as time and the
emount of intervening, interfering material., The interaction bgtween
STS and LTS, in terms of the mechanisms and stages of storage and re-
triefal, ig the main concern of this chapter. We turn tc these consider-
ations directly.

Storage and Retrieval

The discussion here follows the terminology of Shiffrin_and Atkipson
(1968). Storage refers to the set of processes by which informafion.
initially placed in STS is examined, altered, coded, and permanently
placed in ITS. Retrieﬁal refers to the inverse operations by Which
desired informatien is sought for, recovered? and emitted at fest, It
'ig convenient to subdivideuboth_storage and retrieval into three com-

LA |

ponents. The components of storage are "transfer,” "placement," and

1

"image-production.” The transfer mechanism includes those control

processes by which the subject decides what to store, when to store,
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and how to store information in LTS. The plaéement ﬁechanism.detefmined
the LTS lééaﬁion.in Which:én ensemble bf'ihfdrmation under.considerétiOn
will be stored. Imagewprbdﬁctioﬁ‘ié'fhe pfoéess by:which é portion of
the infofmafiéﬁ‘ensémble préséﬁtéd:for étorage'ﬁili-achieve‘ﬁefﬁénenf'”
status in'LTS, The compénehts of retrieval are "seérch,"."reéévery,""
and "responSe—generation,“ Search ié thé‘mechanisﬁlfy which an imége
is lécéted in memory. Recovery is the mechanism by.which some or a1l
of the information in a stored image i1s recovered and made available %o
the short;term gtore. Résponse generatidn‘consists of the pfocesses by
which the sﬁbject translates-fécovered infofmation into a'sbecific
respoﬁse. | |

| Befofé detalling the aboﬁe proceséés,'there are'sevefal géneral
comments to be made about LTS as a whole. First, the use of the term -
"Jocation" ig not meant to imply necessérily'a specifié cortical area}
rather, an LTS location is a psychoioéical construct used to denote
closeness of storage. The closer the location of two storéd'images,
the more likely the examination of one will occur jointly‘withltﬁé
examination of the other. Thus to séy an imége ig stored in a single
178 locéfion is to imply that the information in thé-imagé will tend to
be recovefed fogether, ‘Seéond, a numbef.of diffefent terms will be
used to dencte an énsémblé of information stored ih.some LTS lecation:
ensemblé of informatidn,.image, and code will be used interchangeably.

| .Finaily, the structure of.LTS ﬁaj'be éiafi%ied by an analogy.with
computer mémoriés. A loca%ion—addressable.ﬁemory is the ﬂormal'cdmputer
memory; if the system is given‘a memory.location,-it will return with

the contents of that location. A content-addressable memory is
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.constructed_so that_t@e system may be given thg contents of a word and
will return with all the memoxry locations containing those contenté,

A location-addressable memory must be programmed before this is possible:
an exhaustive search is made of all memory locations and the locations
of all matches recorded. There are two primary methods for construction
of\contgntfaddr§SSable.memories, In one, a fast parallel search 1s made
of ali locations simultaneously, with a buffer recording thellocations
of matches. In the other, the contents themselves contain the informa-
tion necessary to identify the location where those chtents are stored.
This latter possibility can oceur if the information is originally
stored in accord with some precise plan based on the contents, as in
gome Torm of library shelving system. When followed at test, this
storage plan will lead to the appropriate storage location. qu example,
a_library with a shelving system based on the contents of bocks would
store a book on the waterproofing techniques'for twelfth century
Egyptian rivercraft in a very precise location. When a user later
desires a book with these contents, the librarian simply follows the
_shelving plan used for storage and directly reaches the storage location.
This type of_membry will be termed self-addressing. The polnt of view
adopted in this report is that LIS is largely a self-addressing memory.
That is, to a falr degree of accuracy, presenied informstion will lead
a£ conce to a number of restricted locations where that information is
likely to be stored. To give this discussion_qoncrete form consider

an experiment in which & series of consonant trigrams are presented and

the subject’s task_is to tell whether each one has been presented pre=

viously or not. >Suppose JFK 1s presented. In a locaticn-addressable
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meﬁory.an.exhaustivé search would be carried out comparing IFK with -
each stored coaeu' in a conﬁent—éddressable memcry of the.fifSt type,
a parallel search is carried out which gives the locations of codes
containing JFK. We assume,:howevef,'that ITS is self-addressing; hence

a search is at once made of those locations where JFK is momeﬁ%arily

most likely to be stored. These locations are defined by a number of
fairly restricted areas. The long-term store is”aSSﬁmed to be only
partially self-asddressing in that a Search must next be initiated within
each probable area to determine whether the desired information is indeed
present. We now turn to a detailed discussion onStofage and retrieval.
Storage

It is convenient to disCusé“the three components of the storage
process in an ordey opposite to‘that nbrmally 6btaining, Thus we con-
sider first the image-pfdduéfioﬂ mechanism. Imege-production refers to
the process by Whiéh some portidn“of an ensemble oOf infofmation directed
to some LTS location is permanenﬁly fixed there. The subject can control
this mechanism in two primar& ways. In the first, thénSubject'may control
the number of preSeﬁtations of the information ensémbie, more repetitions
resulting in a larger proportion of information sfored in the final
image,f In the second, the duration of the péridd of presentation may
be controlled by the subject -- the longer the pericd during which the
information resideé in STS, the larger the proporticn of information '
stored. Apért from these means, image produétioh is beyond the control
of the subject. In many applications it will simply be assumed that =
random proportion of the présented information'will be perménently

stored.



No distinction will be made in this report between the quality and
quantlty.of stored 1nformatlon rather each 1mage, or portion of an
image , w1ll be descrlbed by a strength measure whlch lumps hoth quallty
and quantity The strength of an image w1ll be a number between 0 and
o, the higher the number the greater the strength° In the pa1red—
associate situation, it.is necessaryrto consider three.strength measures,
one describing stimulus related_information;'one describinglresponse
reiated information,'and one describing.stimuius—response.associative
information. This wvaried information nay or maylnot be stored in the
same TTS location. Specifically, it will be assumed that the stimulus
information stored will have a strength distribntion.F (I),.the‘response
dinformation w1ll kave a strength distribution F (I), and the associative
1nformation will have a strength dlstribution F (I) (It should be'
apparent that these measures may be partially independent'from each
othera..for a giren stimnius-response'pair, the'subject nay'stOrerin-.
formation soielp concerned.with the stimnlus, solely concerned with.the
respense, or.partially concerned nith thelr association; these measures
.nay even be stored in separate locations;j The form of the three dis-
tributions above.wiil vary according to the ekperimental task and the:
techniques of storage adopted by the.subject, but in general will have
some:spread, .For example, a "good" stimnlus-response pair 18 one.that
will typicallr resnlt in:a larger amount of gtored information than a

"bad" pair, N | |

The placement process determines where 1nformation shall be stored'

Ag p01nted out prev1ously, ITS is assumed to be largely 8 self-addre881ng

memory, hence the 1nformatlon stored will partially dlrect itself to lts
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own storage.locatioﬁm Thus a viéual image of a cowboy will_be'sto?ed
.1n the approprlate reglon of the visusl area of LTS. From & different.
p01nt of vlew, 1t may be seen that placement w1ll be determined by the
form of the code adopted by the subgect, A visual code will yesult in
a different storage 1ocation than an auditofy codeg. A mﬁdiaﬁor may
establlsh 1ts own storage locatlon, for example, the palr QWZ - 64 may
be stored via use of the medlator “the 6& ,000 dollar questlon,' and the
location used may belln the teiev151on—qu1z shdw region of LTS, In..
a‘paired-asséciate task, {when inter-pair organizational schemes.are '
;nqt.feasible, éé in.ééntinuous paradigms); the placement:method:yielding
the Yest performagce is one‘in.which;the location of storage is-as unique
ag possible_while simultangously.being regbverabie at'test, lSincélthe
stimulus is presented at test,.it is mostﬁefficient to store in a loca-
tion determined by st{mulus infqrmation,' EXperiﬁents demongtrating the
relative effiéacy of,.say, visﬁal imaéery instructions aé opposed to
no instrugtigns, demonstrate that subjecfs are not foen aware of the
mést effective placément'techniques to be utiliéed; .Cénsiderablélsubject
differencés are often Tound in_lothterm memory expériments for this
reason. | |

“ The transfer process consisté of subject decisions and strategieé '
déﬁailing what to store, Wheﬁ to store, and how fo étoré information
cufrenfly.available'in ST5. It is a rather impoftant process in most
experiments hecause of the high degree of control that the sﬁbject.exerts
over it. when fo store is the first decision that must be made. Con-
sider & new paired-associate that has not been seen previcusly; the

subject must decide whether to attempt to enccde this pair. I the
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study time is long enough, and if the presented information_is simple
enough, then a coding.attempﬁ may always be.made° In moét eﬁperiménts?“
however, these conditions are not met, and the sﬁ#ject ﬁill.not fiﬁd it.
feasible to attempt to encode every item. In this event, the decision
to enccde will be based upon momentary factérs such.as the expeéted‘eésé
of gncoding, the time avallable for encoding, the importanqé of fhé item,
the extenﬁ to_which the item fits into previocusly utilized sicrage o
schgmata,:anq 80 fortht'_lnacontinuqus experiments with homogenoué itéms,-
these factors will vary randomly from trial to t:ial and we may aséumé
that &, the probability of attempting tolstoré & new item, is a parameter
of a random process,.and identical for each new item,presented, The
same_holds for a previqusly p:esented item about ﬁhich no iﬁfbrmation;.
can currently be retrieved from ITS. In this latter c¢ase, however, the
image stored will be in a different 1ocation than_the unretrievable
previous image; thué an item may have two or more codes stéred in LTS_:
over a period of rein_forcemen_ts° At a subsequént test tﬁe information_
in each of these codes will have some chance of retrieval. ITf an item.
-is currently retrievable from LIS when presented for study, then ﬁhe
subject. has several options. When sufficient time is avéilable for
study, the,subject may decide to store a new éode in a new location,
With less time available, information may merely be added toxthe current
code. In complex ftasks with short study periocds the subject may be |
satisfied with simply tagging the current code with temporal information
that will update it to the present time.

~* When a stimulus:that has previously_béen presented with one response,
called Rl;Jis presented'fdr study with a neﬁ regponse, cailed Reé‘several
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mechanlsms may come 1nto play Either‘instrdctional set or individual'
1n1t1at1ve may lead g subJect to add the 1nformatlon encodlng the R2

response to the code for the Rl response (lf this code is present in

‘LTS.and.cdrrently fetrie;able); thia mechanism csn be called "linking"
5£ "mediating,” Mediating is'especially useful if a future test will
require that both the RL and R2 responees ve given. In other situations,
'espe01ally those where the subgect is. 1nstructed to:“forget" the R1

'palrlng when the R2 palrlng is presented the RE pairing may be coded

in 1ndependent fasnlon and stored in a new locatlon° As was the case

for a new item, it is assumed that the probability of attemﬁting to
code is a parameter Ob’ whlch may be dlfferent than o.  Note thatfthere

is no assurance that o or Ob will not change from one reinforcement to
'the.nexta. Especially in list structured experiments, there may be
increasiag_incentive for coding unretrievable items ae learning proceeds,
waevef, in the coatihuoae tasks we shall be discussing, it is not un-
reasonatle:to expect thisg ﬁrobability to reﬁaiﬁ constant over successi#e
reiﬁforcementa; - | |

: Tach of tﬁe components of the etorage ﬁfoceee”are'aceomplished by
the eubject.via'one.action: the'generation and meintenance in STS of
the information intended for storage° It is‘assdmed that information
is transferred to LTS f?om STS during thezperiod that the information

resides in STS.*

*Throughout this paper, transfer of information is not meant to imply
that the information is removed Ffrom one location and placed in another.
. Rather, transfer implies the copying of 1nformatlon from a locatlon
without affecting it in any way. :
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Retrieval

When.a test .occurs the subject_will first search STS and‘éhen LTS
for the desired informaticn. The ST5 search is assumed to be & rela—a
tively fast and accurate process compared with the LTS search. In the
following, we shall consider only the case where the desired information
is not‘ﬁaund.in_STS,and the retrieval process will be considered solely
as- it applies to LTS. LTS retrieval.is assuméd tb_takg pléce as follows..
The_search.process,gene:ates an image_to be examined. The recovery
process. makes sqme_of,the information contained in this image available
to.8TS. Finally, response-production consists of decisions .concerning
whether to cutput a response found,_whsthﬁr.to cease gearching, or.
whether to continue the search:by_examining another—imagef The gearch
continues vntil it terminates of its own accprd, or until an extermal
time limit of the experimental procedure has expired. Retrieva;“is
best described as a rather.complex sequential search.scheme.

Search. . Because memory is assumed tq be partially self-addressing,
a stimulus presented for test will at once lead to a number of likely
LTS locations where information about that stimulus may.be.stored, In
certain cases the stimulus_will_have some characteristic so salient
that a.storage location is defined uniquely and precisely. This lpcation
will then be examinedf..If the experiment is such that certain stimunli
presented for test may be new (not presented previously}; and if no
stored informatlon is found in the location indicated, the subject may
decide that the stimulus is new, and cease further gearch. There will _
be a. blas mechanism determining how much-information must be present

for the search to continue. Tn most cages, the informetion regquired
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will. be.extremely minimal, since the coded image itself may be stored .
in & location other than the one indicated by the galient stimulus
characteristic.

Regardiess bf the Saliénée'of the gtimulus ch&raétéristics, the
images or codes examined will ihitiélly be determined by stimulus in-
formation [FS(I)]. That is, the locations in memory to be examined
will be roughly“indicated by information éohtainéd in the stimulus
presented. < Within the regions thus indicated, an image will be chosen
for examination.partiy on"the'Baéis of'fécency (temporal information
stored), partly on the basis of its strength, and partly on the basis
of chance.  Once the search has begun successive images examined will -
depend not dnly upon Stimﬁlﬁs'infdrmation,'but also upon associative
information recovered guring the search. Tn a continuous paired-
associate task the conception of the search may be simplified somewhat,
as illustrated in Figure I-1. We first define a "subset" of codes in
LTS which will eventually ve examined if the ‘search does not terminate
via a respénse recovery and output. This subset will be termed the.
"examination-subset.” Tt ig then possible to consider the order of
search through this subset. Figure I-1 portrays this process. The
stimulus of the paired—assqciate'labéled'number 16, on the far 1éft,'
has just been presented for test, on trial 70. The second row from the
bottom in thé'Figufé givés'the sequence of presentations preceding this
test. The third row from the bottom gives the images stored in LIS for
each'item'presented; where the height of the bar gives the strength of

- the code stored (lumping stimulus, associative, and response information. )

The fourth row from the bottom gives those codes that are in the exsmination-
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subset. The arroﬁs on the.topléf fﬁe Figﬁre give thé ofder‘of‘ééarch
through the subset. Thus,itemféé'was first examined and rejected, then
‘item 27, then item 20. Finally, thé code for'item 18 was examined, the
response coded thére was recovered and accepted, and the search ended l;g
with & correct response.- Note that item 23 was nol examined because
the search terminé..ted°

In continuous tasks it may~befassum§d generally that the.or@er of

1 1t

search through the subset of codes is a function both of the "age™ and

strength of the cpdgs involved, where age is related to the nﬁmber of
iteme that héve intervened'betwéen storage of a code and the present
test. It seems clear that temporal information must be an important
determiner of search order. Iqafree recall tasks, for example, suc-
cesgive seriés of items are preéé@teq toufhé subject; FolloWing;each
series, the éubjeét attempts té_oﬁiﬁﬁf the_mgmbers of.thé series. The
important finding-for pfesent ﬁu??bsés ig that intrusions from one series
in the responses fo; a foilowiﬁglgeries are extremely rare; apparently
subjects can order their searchzfémporally sc that only the members of
the most recent list are examined during retrieval. The queéfion of
the degree to which‘searchwordér:aepends upon temporal facfors Will be
examined in Chapférs I1 and IIT, and will not be discussed here.

There are several factorsfﬁﬁibh help determine which codes will be
in the examination-subset. Denote the image which encodes the pair
currently belng teéted as é c-éédé; A.c~é§de shoﬁld‘haﬁe.a higher proba-
bility of being in this subset the higher its stfength (primarily the
amount of its stimﬁlus ihformatibn); Other images, dencted i-codes,

should have a probability of being in the Subsef:which is greater, the
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greater ﬁhe.degfee of generalization between its stimulus informaiign
~and the stimulus. being teétéd,.:ln,geﬁeral, however, i—codes_wiii have

& much.smaller probébility of being inrthe subset than a c-code éf equal
strength. As a result, the total number of codéé making up the subset
of codes to be examined may be fairly small.

Recovery. Recovery refers to the extraction of infermation from
the. image under examination. The_recévery of a desired ccmplex of in-
formation, 1T this information ig actually.encoded in the image under
examination, should he é monotonic function of the strength of the.imagea
A number of decisions are defendent_upon the outcome of thg recovery |
pProcess. Stimulus.infqrmation recovered is largely responsible for
accepting or fejééting.ﬁhe image as éonta;ning.the desired.respoﬁse,
That is, rggardless of response information recovered, if the stimulﬁs‘
information is discfepant.with the stimulus teing tested, then the.
sgaréh will skip by this image and continue elsewhere. Response in;
formation reccvered allowé the suﬁject to emit the encoded response..
Associative information recovered will often serve the purpose=pfi
".dirgqting the_search te a different LTS location wheré an image encodipg

the response may be stored.

‘Response Generation. Following recovery of information from an
image, a decision preocess must be utiiized tordecide whether tolémif g
response, ang ifusg,‘whatrresponse, It wiil normally be the case that
the stimulus inforﬁation reccvered from a c-code will be‘congruent Witﬁ
the stimulﬁs being tested, and a decelsion will then te made to attempt
tq output the response if at all possible. Whether a response can be

emitted will depend upon the response information recovered. In cases

17




where the response set is well delineated, a criterion is assumed to be

_ set which Wiil monitor the.sensitivity 6f the dﬁtput broceés,' If the
criterion is set quite low,'then many respenses will be emitted, but
they will oftén‘be wrong. IT the-criterion is set guite high, few
responses will be given, but these will almost alwaysrbe cofrettv For
i-codes the probability of emitting a fespbnse’will be considerably
lowet than for c-codes; this occurs becauéé output may'be SﬁppreSSed
:When the reéovered stimzlus information dees ﬁot mateh the stimulus
being teéted° Thﬁs a response wiil be emitted afier examination of an
i-code cbnsiderably 1éss often than after examinétion of & c-code, In
some applicatioﬁs (as in Chapter III) the recovery and reSpbnse génér-
ation proéesses will be lumpéd for Simpitcity into é single process.

In this event the probability e output of the response encbded will be
a function of the strength for c-bodes, For i-codes the strength will

. be multiplied by a generalization parameter less than one; the resultant
guantity will be terﬁed the "effective'étrength" of the i-code. The
probability of outpﬁt will then be the same function as for c-codes,

but the function will be based upon the effective strength of thé i%éode,
This scheme will be discussed fully in Chapter ITI.

Search Termination. EEpending upon the task, a variety of mecha-

nisms help determine when the search ceases. I the test interval is
quite short,:then'thé séarch may continue until a response is output or
timetruns'dUto Furthermore; if the test interval is short, the subject
may output the first likely responselrecovered in tﬁe search. When
longér res?onse periods ére availablé; then the search might be allowed
to éontinue until alnumbérxéf likély téspbnses are recovéted; ‘these
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responses. will then be évaluated and.a first cholce chosen for output.
When sufficient time is available, the subjéct may adopt one. of a number
of.sophistiééted terminaticn schemes. . These weré.discusséﬁ.iﬂ Atkinéon
end Shifffin (1965) and will not be discussed Turther here. |

Applicaticns and Extensions

We .shall next consider applications of the theory.to a variety of
..manipulafions which may be carried out in the confext éf a continuous
paired-asgociate designa Primarily we shall discuss those variatiéps
Whichkwere actually employed. in fhe experiments presented in_Chaptef IT,

‘Recognition and Recall. In a recognition test, a specific item is

presented..and the subject must attempt to ascertain whether thié ite@
has been presented previously in. the session or.no'to It.haé_sometimeg
been assumed that use of such a test will eliminate search from the
retrieval process, but.this is not necessariiy correct. Charactefiéticé
of the item presented will Jead the subject to examine some restricted
LTS region for.relevanf informaticn. The more salient are these charac-
teristics, the mere restricted will be the region indlicated, and the
smaller will be the search needed to locate the desired information.

In general, however, séme search will bé required. When a stimulus is
presented in a recall test where the number of responses is large, a
considerably mére extensive search is reguired.  This Qccursnbecause
stimulus infbrmation alone is redguired for the recogﬁition phase, but
the response may be encoded in quite another LTS lecation than that;in—
dicated by aﬁy salient stimulus characteristics. In a cohtinﬁous paired:
asgocliate task with recgll_tests, recognition is stiil an important

processj for example, the subject may recognize that a stimulus presented
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for test is new and has not been previocusly presented; upon such a
recoghition, the search will cease. When the task is such that the
subject may either refrain from responding or emit a response, then
wrong responses sctually emitted are called intrusions,.'Due to the
recognition process, the intrusion rate for new items .being tested may
be considerably lower than that for previously presented items. -
Ranking. The task may require the subject fo rank a series of

responses in the order of their perceived likelihood of being correct.
Wnen the retrieval schéme is such that the search ceases when the first
likely response is recovered, then the response ranked first will often
be correct. However, responses ranked after the first will be correct
.only to the degreé expected by pure guessing. If on the other hand,
enough time is available for several likely-responses'to be recovered
and considered, then responses ranked after the first will be correct
at an above chance level. The degree to which the rankings after the
first will be above chance will depend upon the decision process used -
to choose between likely responses, and 21sc the coding schemes used. -

Second-Guegsing, Second-guessing refers to a prdcedure in which

the subject is told whether his first response is wrong; if it is wrong
he is then allowed to make an additional response, called the second-
guess. First consider the case where a search procedure is used that
would not result in an above chance ranking effect, i.e., the first
likely'fésponse recovered in the search is ocutput. When informed of an
incorrect response, the subject will initiate another search of LTS,
Performence on the second-guess will be partly determined by the degree
"of dependence of the second search upon the original search. If the
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second search is completely dependent, both in terms of the items making
up thénexamination subset éndAaléo_the order of #earcﬁ, thén §.chieé§ 3
Secondfguess,can.be.made.only in those instances where,the wrongxfirst,
résponse was .an intrusion emitted before.the c-code was examiged in the
‘original search., In these’insfances, the second search may.continue

_ beyond tﬁe?point of the intrusion.and.thereafter result iﬁ d .correct
recovery. On the othar.hand; if the searches are completely indepepdent,
‘fhen correct recoveries can be made during the second searchniﬁ.cases
where the c-code was present in LTS but not in the examination subset
@uring the original seércha .In. this event, the c-code mighﬁ-be in - the
examihation“subset.during the seccond search. .Thesg considerations are
-compliCateda51ightly if the origiqalfsearch was of the typé_ﬁhichlre—
cCOVers sevéral likely regponse alﬁerﬁatives, ranks them;_and'outputs

the mest likely. In this case, it ié possible for the subject.to forego
a. second search entirely and simply give the reépcnse ranked'Sebond_most'
likely during the original search. . If a second sgarch{is névértheless
engaged in, then the final response given musf be the result Qf:a'def”
~eision process invelving all the likely response alternatives-repoyered
auring bbth searches.

- Regardless of the form of the second-guess search, there is no
guarantee that the parameters of this seaﬁch_will be thé,sa@e as on the
original search., In particular,'it.would be natural for the subject to_
lewer his criferion‘for output of recovered responses, since the original
error indicates that the state of knowledge regarding the correct answer

may be-guite weak.
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Interference Phencmena. Interference refers to a paradigm in which

the first response paired with 2 stimulus (R1) is changed to a different
response (R2); a subsequent test for Rl is called & retroactive inter-
ference ccndition, while a subsequent test for R2 is called a proactive
interference condition. Although considerable work on. interference
phenomena has taken place within designs employing repeated presentations
6f whole lists of paired-associates, it is currently uncertain what form
these phenomens will teke in a continuous task. This entire question
will be discussed more fully in subseguent chapters of this report.

For the present we should merely like to @oint cut that the'thebry can
predict either proactive or retroactive interference effects., That is,
learning of the Rl response may hinder recall of the R2 response, or
vice-versan The predictions will depend upon the precise form of‘the
aséumptioﬂs'regarding order of search and the addition of information
to codes currently stored in LTS. For example, if search order is
strictly temporal and procéeds‘stértihg with the most recent item, and
if the original response code is older than the new response code, then
o proacfive effect will be expected. This prediction results frbm,the
following argument. In those cages where both the old-and new codes
for a'stimulﬁs'are.simultaneously in the examination subset, the new
feSponse code will always be examined prior to the older response code.
Hence the probability correct will not be affected Yy the presence or

absence of the older code.* On the other hand, a strong retroactive

*This is not guite true, but approximately so. Reccvering the Rl re-
sponge and emitting it will insure that an error is made. On the other
hand, a different type of intrusion, or a pure guess, will be correct at
the chance level. Thus the above argument is true when the chance level
is zero, and is almost true when the chance level is quite low.
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effect will be expected in this case, at lgast if the.search terminates
at the R2 code an appreciable prqportion of the time. N |

To tﬁe degree that the strictly;temporal.search order assumptiqn
is relaxed, a proactive effect will be expected. prevér, if ipfé;matiqn
is added_to the Rl ccde that the response has been changed,‘thén the
searqh will bypass that_che_and continue; thus the proactivg effect
will be dependent on the information added to the Rl code when the
response 1s changed. These same factors apply to retroactlve inter-
ference. This discussion should mske it clear that the thecry has a
good deal of freedom with regard to interference predictions. Experiment
IT in the next chaﬁter examines proactive interference, and further
discussgion is regerved until that point.

Latencies. ‘The recovery of a response from STS is assumed to be
associated with a very short latency. The latency associated with =
respense reccovery from LTS is assumed to be monctonically related to
the number of cédes examined before the response is given, the more.
codes exémined, the slower the response. For the present discussion,
components of response time associated with the decision processes in-
volved in retrieval will.be ignored. This rather simple conception.of
latencies leads to a Jarge number of predictions. The latency of pure
guesses should be quite long, since guesses occur only at the conelusion
of an unsuccessful LTS search. The latency of intrusions will depend
upon the order of search, but will probably be somewhat larger than
correct response latencies. The latency of a correct responée is ex-
pected to increase as the length of the period since the.previéus

presentation increases, since a greater number of codes will tend to be
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examined prior to the c-bode as this period increases. }The.corrébt
response latency will be expected toldecrease as fhe nuﬁbér éf:réih—
forcements increases, since the c;che will tend to be strdnger,'and
codes éf greater stréngth will tend to bé examined earlier in the
search. This liéf of prediétions may be extended in a natural fashion
to change-of-response conditions, and to séébnd—guésé conditions, but
further digcussion will be reserved until the latency data of Experiment

IT is examined.
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CHAPTER 11

THE EXPERTMENTS: DESIGN, PROCEDURE, AND RESULTS -

The two experiments of the present étudy were designed to investi-
gate various facets of search and retrieval ffom long-term memory, and
te provide a source of quantitétive data against which a specific version
of--the theory outlined in Chapter I could be tested. _Although-both_ex—
periments - utilized a continuous paired-associate design, the diffefences
between them were considerable and their procedures will be deScribed
-geparately. The experiments are referred to as_continuous_becaﬁse a.
particular item may have had its first presentation on any trial of the
-¢xperiment,:appeared a few times ai varying intervals, and then been .
¢iscarded. Each trialrof the experiments consisted of a test phasé
followed by a study phase. During the test phase a stimulus was pre-
gented alone and the subject was then tested in some detail concerning
his knowledge of the correct response. During the study phase, the
stimulius just tested was presented with a response to‘bé remembered. In
what follows, we use the term lag to refer to the number of trials
~intervening between two successive presentations of a pafticular‘ﬁtimulus,

Experiment I

Degign Justification. Experiment T was designed with several objec-

tives in mind.. A primary aim was the independent establishment of the
imperfect-search characteristics of memory retrieval in the palred-
aggoclate gituation. In order to acceomplish this, a design wes uiiiizea
which would separate two components of "second-guessing' performance:

the partial-information component.and the imperfect-search component.
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A mumber of paired-associate experiments have shown that performance on
a second response (following informaticn that.a first response was in-
correct) may be well above chance level (Bower, 1967; Binford and Gettys,
1965); Other experiments have shown that ranking of responses in their
order of being correct can result ir rankings beyond the first choice

" which are also above the chance level (Bower, 1967). = These Tindings can
be ‘explained by either of two models: in the first, retrieval from memecry
results in recovery of partial information about more than one response;
in:the second, retrieval'resﬁlts in recovery of information about -only
one response; but if it's an error, a second search of memory results in
recovery of new information about some other response. These models are
separated in Experiment T by utilizing both rankings and second-guesses
on each test trial.

The second major objective of Experiment I was the examination of
changes’ in retrieval of individual items from memory, in a steady-state
situation. Forgetting, particuiarly,-needs extensive examination in a
“continuous task, since almost all the resedrch on long-term forgetting
has utilized a list-structure design. In such a design performance
changes are measured for whole lists, -and then inferred for individual
items, but this inference lacks wvalidation. For this reasony . list
étrugture’is e¢liminated in Experiment I by using a continuous task:
new. items are continually being introduced, and old items eliminated.

A third objective of Bxperiment I was the demonstration that a
‘class of previously'used models for paired-associate Jearning suffered
from certain deficiencies, deficiencies not present in the theory of

Chapter I (henceforth called LTS theory). The design of Experiment I
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is similar to those used by Bjork (1966) and Rumelhart (1967); Fach of
these workers used a model tTo degeribe their data which has been called
the GFT. The GFT model is basically a three gtate Markov model with a -
long term absorbing state (L). The probability that an item will be in
L increases as the number of presentations of the item increases. ' Once
an- item enters L, a correct response will always be given‘and'the item
cannot thereafter leave L. Thus the GFT implles that the probability. .
correct following a given sequence of reinforcements cannot be Jlower
than a certain minimum, regardless éf the lag of the current test; the
minimum is determined by the probability that the item is in the state

L at the time of test, which is not affected by the previous lag. These
predictions are quite at odds with LTS theory: as long as new items.are
“continually being introduced, LTS theory predicts that the probability.
correct should decrease toward chance as the lag increases. . It is not
surprising that the Bjork data was hendled well by the GFT, because the |
.design uged did not allow for the continual introducticn of new items;
rather the design basically utilized a list structure, so that all items
late in ‘the session had been presented many times before. In such a.
situation LTS theory predicts that all items will become permanently
learned, much as if an absorbing state was present; the prediction is
based on many factors, which are described in Shiffrin and Atkinscn
(1968). Thus either GFT or LTS theory will provide an adequate descrip-
tion of list-structured designs. The Rumelhart study, on the other hand,
used a design in which new items are continually being introduced;
nevertheless the GFT model Fit the data quite adeguately.  We propose

that the GFT model proved adequate only because the range of lags
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examinred was quite restricted, never being larger than 32. It should be
. possible to demonsirate that the GFT model is inagdequate 1f a large enough
range of lags is examined. TFor example, if the probability correct at
very long lags tends toward chance, then a model in which an appreciable
numbher of items enter an absorbing state will not ke appropriate. For
these reasons, the range of lags examined in Experiment T is very large,
ranging from Q to about 225.

Design. A daily session for each subject consisted of a serles of
4O trials, each made up of a test phase followed by a study phase. On
each trial a stimulus, possibly one not presented previously, was chosen
acéording to & prearranged schedule and presented for test. Following
the test phase that same stimulus is presented with a correct response
during the study phase. The sequence in which the stimuli are presented
for test and study arée the same for every subject and every sessgion;
Appendix 1 gives the actual sequence used. In the Appendix, the sequence
of trials is given in terms of the stimulus number. For a given subject
~ and session each stimulus number represents some randomly chcosen stimuius
(actually a consonant trigram). Thus the seguence of trials remained
fixed, but the actual stimuli and responses were changed from session
to session,

A particular stimulus could be presented for_a maximum of eight
- trials (eight reinforcements), at varying lags. Table II-1 gives the

" where a stimulus of

- sequence of lags assoclated with each "item-type,!
item-type i 1s presented at successive lage according to the ith row
of the tsble. The first column in Table II-1 gives the item-type. The

next seven columns give the successive lags at which items .of each type

28




SEQUENCE OF LAGS FOR. ITEM-TYPES

TARIE TIT - 1

OF FXPERIMENT T

Number of

ITtem-type Lag 1 Lag 2 Lag 3 Lag L  Lag 5

1

= w

10
1l

iz

13

O O ~1 o W

1
.l
6
6

10

10

25
50

1¢0

10

MJ pog

1
1
6
g
10
10

25

50

100

100

1¢0

100

1
1

6

‘

10

10

o5

50

100

100

100

100

1
1
6
. ;
10
iO
25
50
100

100

100

100

1
1
6
5

10

10

.25

50

100

100

100

Leg 6 Teg 7 Sequences

16

100

16

100

16

100
25
50

100

100

100

100

100

100

25

50

6
2

&

(WH)

N - T = B S

\




are presented. The final column gives the number of stimuli of each
item-type that are presented during each experimental sesgion. As in-
dicated in the table, the lags vary from 0 to about 225. The different
gtimuli of & given item-type are given first presentations which are
spaced fairly evenly throughout eachlexpérimental session; the exact
presentation schedule is preseﬂtedlin.Abpendix 1.

“ Four‘résponses are used in ExperimentuI, “When a stimulus is pre-
sented for tést the subject resﬁonds by ranking the four.fééponSes in
the order of thelr likelihood of being correét, using & random ranking
if he does not know the correct answer. If the response ranked first
is incorrect, thén the subject is infomrmed of this fact and he proceeds
to rerank ths three remaining alternatives, not necéssarily in the same
order as cn the first ranking, and ggéin guessing if the aﬁéwer is not
known. In order to make subsequent discussioné clear, we adopt the
following terminclogy. The subject's first four responses on a test

trial are referred to as the "ranking.'

The second group of fhree -
responses (when given by the subject) is referred to as thé “refankiﬁgn”
There is a further breakdown depending on the order of response. Thus
the first response given on the test trial is called the "first-ranking,"

the second is called the "second-ranking,"

etc. The first responsé of
the rerenking {when the subject engages in reranking) is termed the
"first-reranking” and so forth. It should be noted that the ranking
respohses in this experiment are akin to the responses given in the
typical ranking experiment in the literature. Similarly, the firétn

ranging and first-reranking respcnses in this experiment are akin to

the responges given in the typical second-guessing experiment.
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' Subjects. The subjects were ten students from Stanford University
who received $2,00 an hour for their services. ZEsach subject participated

in a minimum of 8 and a maximum of 11 experimental sessions. The sessions

were conducted on weekday evenings and took approximately 1-1/4 hours
each. The subjects were procured'without regard for sex fhrough the

student employment service.

Apparafgs,"The"experlment wee conducted 1nthe Computer-Baged
Learning Laboratory at Stanford University. The éontrél functions were
performed by pomputé: programs running in a medified PbP-l computér
manufactured by the Digital Egulpment Corperation, and under control of
a time-sharing system. = The subject-was geated at a.cathodé;fay;tube
display terminal; thefe were five terminals each located‘in'a separate
7 X 8-ft. sound-shielded, airconditioned room. .Stimgli and other in-
formation were displayed on the face of the-éathode réy.tube (CRT);
responses were maderoﬁ an-‘electric typéwriter keyboard located immedi-
ately below the lower edge of the CRT. .

Stimuli and Responeses. The stimulil were 930 consconent trigrams

(CCC‘s)'made up of all possible 3 letter permutations of the following
consonants : B,D,F;G,J,K,P,Q,X,W, énd Za Thus & typical stimuiué was
JXQ- Ninety'stimuli were randomlj selected for use during each session,
with the restriction fhat’any stimulue used in a segsion: could nbt be
used in any Succeeding session for_that subject. Thus a subject could
not take part in more than 11 sessions. |
Fourrrespéﬁses were used: the mumbers 1,2,3, and L. Thué the
gugssing probability of a correct firstgranking was 1/b and the guessing

probability of a correct first-reranking was 1/3.
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fﬂétructions

. When a subject arrived for the first session he was given a sheet
of instructicns to read, as follows:

"This is an experiment to -test your memory. You will
be sitting in a soundproof booth facing a T.V. screen with
a typewriter keyboard below it. Bach day take the same
booth as the previous day. To start the session, type the
semicolon (). The experiment will then begin.

You will be required to remember the response members
of a number of peired-associates, each consisting of a non-
sense-syllable paired with a number as a response. The

- responses will always be either 1,2,3, or L. . Each paired-
assoclate will be presented a number of times during a
segssion and you should try to learn it. ZEach trial will
consist of a test followed by a study. On a test, the word
"test" appears on the top of the screen, and then below it
appears a nonsense-syllable. Below the syllable will appesar

~the term "rank answers.' You will try to remember the
responge paired with the syllable presented for test. To

. respond; type the number you think most likely to be the
correct responsge; then type the second most likely number;
then the third most likely, then the least likely. That is,

. you will rank the responses l-4 in order of their likelihood
of being correct. As you type these L4 responses, they will
appear on the screen, your first choice being on the left.

. If you are satisfied with your answers, then type a carriage-
return (CR). If not satisfied at any point, and you wish to
change your ranking, type E and the screen will clear and
you may type in a new ranking. IFf you make a typing mistake,
the screen will clear your responseg gt cnce: in this case,
type them in again.

When you rank the responses and type a earriage-return,
the computer wili check to see whether your first ranked
-regponse was correct. If it was correet, you will go on to
a study trial on the syllable you were just tested on. If
-your first rank was incorrect, then you will get one more
chance: the words "wrong. rerank answers' will appear on
the screen. You will. then rerank the three remaining
answers in the order of thelr likelihood of being correct.

. That is, the first mumber typed is the first choice, etc.

. Thege "reranks" do not have to correspond to the first re-
rankings. If your first ranking was incorrect, search your
memory again, and then make your best possible choices. As
you type in your reranks they will appear on the screen,

If you are satisfied with your three choices, then type a

.carriage return and the test trial will be terminated. The
syllable you were tested on will then be presented with the
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correct response for 2 seconds of study. Then -after =
short delay, the next test trial will begin.

Take the time you need to respond during test trials,
but attempt to respond as guickly as p0551ble without lowerw
1ng your performance. : C

Your task is to learn and remember zs many palrlngs as
possible and to demonstrate this learning during the test.
phases of the trials. Feel free tc use any codes or mnemonics
you. can devise in order to learn the pairs. '

The way the experiment is being run, a syllable Wlll
first be presented for test on a trial, and then for study: -
Thus, especially at the start of a.session, you will be tested
on syllables whose reésponge you have not yet seen. -In this
case, simply rank the responses randemly, i.e., guess., When
guessing, do not always type in the angwers in the same way -
try to guess randomly. Furthermore, even if you feel you
know the answer, do not always type in the remalning answers
in the game order. Try to type these answers randomly salsc.
Any questions? The experlmenter.will-now review.these in-
structions With you verbally

The experimenter rev1ewed the 1nstructlons Wlth the SubJECtS and
then ;ntroduced them. to the computer and 1ts operatlono The entire
first session was used.to familiarize the.subject ﬁith the apparatus
ang, instructioné, and to-give him practice at the tesk.

Procedure | ”

Bach session consisted of a seguence of 439 trials, a trial being
defined as a test fqllowed bj a study. Each triai involvéd a fixed
series of eventén .(l) The word TEST appeared on the upper face of the
CR_T° Beneath the word TEST a specifically determired member of the
stimulus set appeared, the btlmulas member 1ndlcated by the presenta-
_tlon schgdule given in Appendlx 1. Below the stimulus appeared the

words RANK ANSWERS. The subject then ranked the four responses by typ-

ing them in order on the keyboard, the most probably correct answer
first, and so forth., The answers appeared on the CKT as they were typed.

After ranking the four responses the subject typed a carriage-return
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and the rankings were evaluated by the computer. Previous to this point,
the subject could begin his rankings anew by typing E;' If the first-
‘ranked response was Wrong (even for stimuli never seen before) then the

words WRONG., RERANK ANSWERS appeared on the CRT below the origlnal

rankings, which remained on the CRT. The subgecﬁ then reranked the
three remaining answefs under the same conditions that pertained to the
origina® rankings. The rankings and rerénkings were selffpaced, but
instructions were used which insured that the'subject took about 6—7
seconds for responding, on the average. (2) The CRT was cleared and a
blank sereen appeared for 1/4 second. (3) The word STUDY apgeared at
the top of the CRT. Beneath the word STUDY appeared the stimulus Just
tested aleong with the correct response. The correct pairing remained
on the CRT for 2 seconds. (4) The CRT was blanked for 3/4 seconds.
Then the next trial began. As indicated above, & complete trial took
about 10 seconds or less and thu§ a sessilon lasted about 1 hour and
-15 minutesg.

| At the Start of each session, the computer randomly assigned each
subject 90 stimuli he had not geen - in previous sessions. Each stimulus
was then randomly assigned cne of the four responses as the correct
pairing to be used throughout that session. It shoﬁld be noted again
that the sequence of trials was the same for every subject-session, but
the actual étimuli and responses differed. The first 12 trials of each
.session consisted of lOrfiller-items; these. appeared seldom thefeafter,
From the 13th triallon, almost all trials were instances of one or
another of the 13 item—typés 1i$ted in Table IT-1. These item-types

were spaced roughly uniformly through the remaining 427 trials.
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Altogether 83 subject-sessions of data were collected following
the Initial practice session. Because of‘computer stoppage or other
extraneous reasons, only 58 segsions were entirely completed, but the
remaining sessions were at worst within 10 or 20 trials of completiono
The data collected on each. trial consisted of the stimilus testéd and
its correct response, and the rankings and rerankings glven by the
subject. ILetencies were not recorded. At the conclusion of the ex-
periment, each subject filled out a ﬁritten questicnnaire.

Results of Experiment T

Table II-2 presents the summary results for each of the 10 subjects
in the experiment. Tabled is the probability cof a correct first-ranking
lumped over all trials and sessions. The results are listed in order
of increasing probability correct. It is evident that there are appre-
ciable subject differences in oversll ability in this task. HNevertheless,
in order to gain precision of estimates, the remaining data are presented
in a form lumﬁed ovér'ail'sﬁbjecfso _This shoUld nbt ovérly'distort the
observed effects, since a consideration of tﬁé daté‘fo follow, where
the number of observations pefmitfed a4 gubject by subject breakdown,
congistently showed that the same gqualitative effects hoid for indi-
visuals as for the average data. Possible selection effeéts introduced
by averaging will be @iscussed in Chapter IIT,

. Table IT-3 gives the probability of a correct first-ranking over

successive days of the experiment (the practice session is not inecluded).
It is clear that no trend over days is present in the table. Apparently,
proactive interference from gession to session was minimal. The data

to follow wlill be lumped over all sessione, excluding the. practice sessioen.
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TABLE II - 2

MEAN PROBABILITY CORRECT
FOR SURTECTS COF EXPERIMENT T

Subject
- Numhber 0 7 4 2 91 6 3 8 5

Probability of .45 .47 .51 .52 5k .56 .59 .68 .69 .77

Correct
First-ranking

TABLE IT - 3

MEAN PROBABILITY CORRECT
FOR SUCCESSIVE DAYS OF EXPERIMENT I

Day
Number 1 2 3 4 5 6 7 8 9 .10

Probability of .58 .55 .58 .62 .61 .55 .56 .63 .54 .60

Correct
First-ranking - -

TARIE II - b
PROBARLLITY CORRECT AS A FUNCTION OF THE AVERAGE STATE

OF KNOWLEDGE CONCERNING THE.  LTEMS
MAKTING UP THE PRECEDING. LAG

Low K Group  High K Group

Pr{C) Pr(C) :
Lag 1, Reinforcement 1 .70 S .75
Lag b6, Rl: .54 .61
Lag 10, Rl: 5k 57
Lag 25, Rl: - .hk3 .52
Lag 50, Rl: .35 o Wh3
Lag 100, Ri: .31 .39
Leg 1, Reinforcement 2: .85 . .88
- Lag 6, R2: ' L70 ' .76
Lag 10, R2: _ - L67 _ .68
Lag 25, R2: - a5k 57
Lag 50, R2: <37 43
Leg 100, R2: A7 46
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Ranking Performance veg. Second-Guessing Performance. As stated

earlier, a number of previous experiments have found that responses
ranked after the first choice are correct at an above chance level. A.
hypothesis which can expiain this finding-holds that the subject.some-
times retrieves from memory informatiocn which indicates the possible
correctness of two or more responses. The subject examines this-
ambigﬁous information énd then produces his rankings as the result of
some type of decision process. Thus the correct responge is sometimes
ranked second rather than first, and the above finding ig observed.
Other experiments in the literature demconstrate that second-guesses,
after the subject is told the first-guess is wrong, can result in-per-
formance well above chance levels. The hypothesis proposed above can
algso be utilized to explain this result: the sﬁbject engages in implicit
ranking on the first guess and gives the respense luplicitly rarked
first; if he makes an error, he then outpuits the response he had previougly
ranked second. It is possible, however, that a substantial portion of
the second-guessing effect may be explained by an alternative hypothesis:
the subject makes his first guess on the basis ¢f information available
at the time; upon knowledge of an error he then engages in an additional
search of memory. This second sesrch sometimes results in retrieval of
informaticon not previousiy avallable to the gublect, infcrmation which
mey then be used to respond correctly. This hypothesis is quite dif-
‘ferent from the first in its emphasis of the essentially probabilistic
nature of the memdry retrieval process.

The present experiment provides a means of separating these. hjypoth-

eseg. . 'The essential statistic examines those instances where the respcnge
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ranked firgt is wrong, but where the response rervanked first is not the

regponse ranked second. For these instances, a probabllity of correct

first-reranking above the level expected by chance guessing implies that
the second hypothesis is operative in the expériment, A convenient way
to begin an snalysis of the data ig presented in Figure II-1. On the
abscissa is the probability of a correct first-ranking divided_intor
guccessive intervals which are marked on the graph. These intervals
start at .30 since no item-type had a probability of correct first-
ranking on any test after the first reinforcement which was below .30,
For each interval we consider a1l trials in the sequence of 440 on which
the probability of correct first-ranking lies in the interval. For
these trials we graph (1} the probability that the second-ranked answer
is correct and (2) the probability that the first reranked answer is
correct. Both probabilitieé are plotted conditional upon a first-ranking
error; thus the chance level for both probabilities is .33. In what
follcws we will refer to the first-reranking as second-guessing.

From the upper curve in Figure II-1 it is evident that a substantial
amount of correct second-guessing has taken plaéeu On the cother hand,
the lower curve indicates. that virtually no initisl ranking effect took
place. The probability of correct second-ranking is barely above the
chance level, the mean for all trials except these on which rew stimuli
are presented being .352. This probability is significently above
chance since it is based upon approximately TOO0O. observations, but it is
obvious that the magnitude of the ranking effect is small compared with
that of second-guessing. This result suggests that the seccnd hypothesis

presented above 1s appropriate for this experiment. That is, since the
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Figure IT-1. Conditional Probabilities of Second-Guessing
and Second-Ranking.
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ranking effect was near chance, the majority of correct second-guesses
were responses that were not ranked-second during initial ranking. Thus
the subjects were utilizing information during second-guessing that was
not utiliged during initial ranking. A straightforward interpretation
helds that after the error feedbiack a search was initiated which-occa-
sionally resulted in the correct response being found.*

- It is most likelj that the failure to find a large second-rankihgrr
effect was due to thé instrﬁctions regarding respcnse rate. Although ; ;
responding was self-paced, the subjects were instructed to respond -
qui.ckly enough to finish in an hour.an§ a guarter, and had to respond
rapidly as a fesui’t° VUﬁdéf'théée condifions, the subJE§ts would be led
to adeopt a memory-search strategy which would ocutput the first likely -
regponse alternative located in the search. If responding rates were
" lower, the sﬁbjeéts could adopt a strategy iﬁ,which'the'memory—saarch
continued until all likely alternatives could be recovered and evaluvated.
In this case a second-ranking effect would very likely. result.

The failure to find a subsfanfial fanking effect might lead us to
expect that the reranking effect would also be minimal. This was indeed

the case; rerankings after the first were correct with a conditional

*It conceivably could be argued that the subjects "knew" during thelr
initial rankings the information they later used to second-guess, but
nevertheless ignored it while making the rankings. This seems doubtful,
especially if one takes the subjects own written comments intoc account:
in several instanceg the subjects stated the second hypothesis almost
verbatim on their final questionnaire. 1In any event, 1f the need arcse,
it is not difficult to formulate experiments tc clear up this possible
ambiguity, perhaps by giving positive payoffs for correct second-
rankings.
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,pfobability of 498, almost exactly the level expected by éhance. As a
result, the reﬁaining data analysis is considerably simplified,' Only
the first-ranking and firstheranking results will be considered and will
be referred to as first-guessing aﬁd secbnd_guessing.respecfivexy,

Learning and Forgetting. The title of this section should not be

miscongtrued: by learning and forgetting is meant oniy increases and
décréases in.retrievaln As indicatéd in Chapter I,'our-theoretidal
approach does not allow for the disappearance of stored information from
memory, and the use of the term forgetting should not be taken to mean
such.

In the fcllowing data the number of observations at each;point may
be Tound approximétely by reference to Table IT-1: for each item-type,
multiply the en{fy.in the colurn headed "NUMEER OF SEQUENCES" by 80, the
a@proximate number of subject sessions. Figure-II»E presents the 1ag'
curves for first reinforcement items,. The .top panel presents the prcba-
bility of a correct_first~guess following an item’s first reinforcement
at ﬁ 1ag-marked oh the abécissaa The‘lower.panel.presents the probabiiity
of a correct second-guess dondifionalized upon‘an error on the first
gUess, The observed data are plotfed as'open'circles conhected by dashed
lines., The predicticns are based on the model presented in Chapter IIT
and may be ignored for the present. As migﬁf be expééted in a continuous
task, the lag curvejdecfeases'téward chance ag the number of infervening
items increases, albéif-quife slowly. = The chanée‘le#el in the top panel
is .25, ana in the.bétfom panél is ¢33; The second-guessing curve is of
interest becausé of its relatively small variance.over the range of lags

shown,"and because of its maximum at about a lag of 10 or thereabout.
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Discussion of the second-guessing data is reserved for the next chapter.
The first-guess curve is most important because tt demenstrates that.the
probability of a correct response tends toward chance as the lag in; |
creages. Thus the GFT mcdel, cr any model w1th a 1ong term absorblng
state will not provide an appropriate descriptiocn of the data.

Figures 1I-3 and II—&_preeent the learnlng curves for each:of
the item-types in the experimeﬁt,. The probability of a‘correct first-
guess is plotted as a_funetien:of the number of presentations, fof each
item-type, The lag between successive presentations is listed in each
graph as a small number placed Eetween successive points oh the pre-
dicted curve. In the two figures, the ehange level is .25, Figures'
1I-5 and II-6 present the same curves for eecon&-gueesing,. These |
figures present the probability of a correct second-guess.conditienalized
upon a first—guess_error; thus the chance level ie ,33,” in eecb of these
last four figures, all curves begin at the chance level, since on the
first presentatipe,the subject has not previously eeen the item being
‘tested. In Figure II-5 Several‘observed points have been deleted from
the Type 1 and Type 2 graphs. The number of obse;vatione at.these |
points was:below.3o (because:the probabiiity of_a correct Tirst-guess
s s hign). : : _ A

Seversal characteristics of these data should be noted at this time.
First, as - found by prev1ous Workers (Greeno, l96h Peterson, Hlllner,.
and Saltzman 1962 Rumelhart 1967), a dlstrlbuted praetlce effect
=_c__>ecu;:r'rec1¢ Cons;der‘;tem-types 10, 11, and l2 in Flgure II 4., As the
Tirst lag was varied fxom_Q‘te l‘te 10, the probabll;ty correet after

a subsequent lag of 100 rose from .37 to .4h4 to .49; i.e., the longer
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the initial lag the better 1s performance zfter a long subsequent lag.
A similar effect is seen in the graphs of item types 2, 4, and 6. in
Figure IT-3, TFollowing five initial lags of either 1, 6, or 10, per-

formance on two subsequent tests at lags of 100 rose from .52 to .62 to

. .65; i.e., performance is better at long lags the more spaced is the

series of initial reinforcements,

- It should be ndﬁed that item-types 9, 10, 11, and 12 seem to exhibit
something like steady state characteristics; i.e., if reinforcements are
given at lags of 100, performance seems tc stabilize near the .50 level.*

Ttem types 7 and 8 also seem to be approaching an asymptotic level of

probability correct well below 1.0 (.75 and .63 respectively). These

results further demonstrate that any model with a long term absorbing
gtate which items enter an appreciable yortién of the t;me will not
provige an:adeguate‘déscription of the data. IT the probability.correct
for an item in the absorbing stéte ig p, then all curveé at long lags
should be asymptoting at p. This is not the case for these data even

if p is allowed to be less than 1.0.

The Effects of Igtervening Ttems. The lag curves above show that
Torgetting incfeases'as the lgg increases. . It should be guestioned
whether 1t is fhe nﬁmber of inférvening items pér se which determines
the amount of forgeftingo The theoretical position outl;ned in Chgpter

I implies that'fdrgetting_should, among other things, be & function of

*¥This result might lead to speculation that item-types 1-6, if given

additional reinforcements at-lags of 100, would exhibit a decrease in
performance down toward the .50 level (which would be a strange sort

of "learning," indeed).
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the amount of new infermation storea during the intervening perlod. |
Therefore, the amount of forgetting should vary as-& function of how .
well-known are the intervening items, if we accept the view that less.
new information is stored concerning well-known. items. A similar ex-
pectation would hold if the degree of inter-stimulus interference were
a determinant of forgetting; the greater the number of unknown stimuli
that intervened, the greater the.forgettingr% There are a number of
experiments which bear on .these points. Thompson (196.7) demonstrated .
that a strong short-term effect exists in a situation where the subject
-adopts rehearsél as, a predominant strategy; that is, a short series of
extremely overlearned items following an item caused no forgetting,
whereas an equal length series of unknown items caused dramatic_déére—
-ments in—pérformancea This short-term memory fehearéal effect should
be differentiated, however, from the 1§ng-t¢rm memory retrieval effect
proposed above; we shall return tq this boint shortly. Calfee“and
Atkinson (1965) proposed a trisl-dependent-forgetting model for list-
structured P-A 1earﬂing,_ In this model, the amcunt forgotten from a
shortatenn state of learning between successive reinforcements was
proposed to decrease as the triai number- increased, since the inter-
vening items became better and better known as the experiment proceeded.

While they found the trial-dependent-forgetting model to fit the data

*In principle, the various sources of forgetting should be separable.
For example, an experiment could ke run in which items are compared
which are tested at equal lags and have equal numbers of intervening
new stimuli; the items would differ in that the interreinforcement lsge
of the intervening items would be low in one case and high in the other,
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more closely than the alternatives, one cannot directly conclude that . .
the finding epplies to individual items; since a list design was usged,
the changes in forgetting could be the result of some sort of reorgani-
zation or integration of the entire list over trials. .

Although Experiment I was not expressly designed to systematically
vary the makeuvp of the intervening items at a given lag, a Talr amount
of chance variation cecurred and it is pessible to capitalize upon this
fact. Every trial in the trial sequence wag agslgned a number "K"
répresenting how well "known" was its stimulus-response pair as follews:

K = (reinforcement number) x (20)/(lag+i). - - Eg. IT-1

In thié formula the féinforcement number and the lag réfer to the stimilus
tested on that trial. K is very highly correlated with the probability
correct on éach trial and thervefore provides a reasonably valid measure.
Next we compute '.foi"each item presented "‘the avérage value of X durihg
the preceding lag, and call this average K. We can now compare the
probebility correct for each item with how Wwell "known" were the items
making up the prééediﬂg lag. Table II-k preéenté the resultant data

(on page 36j'for items tested following.their first and second reinforce-
ment, at'each of'seve;ral'lags° At each iag, all items are.divided into
ufwo roughly equal groups, those with high ¥ end those with low .  Thus
the items with lag‘ 1 and réinforcement 1 sre split into a high-group
and.a low-group, all items in the high-group having values of.ﬁ greater
than any.items in the lowfgrgupi The_m@an proﬁabilify cbr?ect is.then
computéé for itéms in the ﬁighegfoup and for itéms“in the low-group, and

fhese mgans.aré_listed in columns 2 and.3 of‘thg‘tablef,ﬂﬁgncé column
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two of the table gives the mean probability correct for items whose.
intervening.items are relatively weli—knowﬁnl |

There are a number of points to be made regarding Table ITI-4, TFirst,
there is a definite, highly significant effect in thé éxpected'difectiong
intervening items which are less well-known cause more forgétting,*'
Almeost certainly the magnitude of the differences would have been even
iarger than those observed if variations inrﬁ had been larger; however,
differenceé in X arose by chance rather than by désign, Of particular
‘interest is the result for lag 1. In +this case there is only a single
intervening item and ¥ varies considerably from item to item; in fact,
the mean probability correct.for the. intervening item was .31 for the
itow-group and..77 for the high-group. .NeVerthelessg only & difference
of OOS was found in the measure tabled. If a rehearsathype shert-term
process was causing the result, as in the Thompson study cited earlier,
then this difference should have been far larger than was observed, and
i far larger than other differences in the table.*¥ There . is anofher

feature of the data which makes this same point. The rehesrsal model

.¥*There is no question of significance. . The results for reinforcements
greater than 2 show essentially the same results as for those shown in
the table. A-sign test on the directions of the differences gives

P < .01 and more rigorous tests would lower this . probability considerably.

**The justification for this statement ultimately rests on a thecretical
analysis in which the buffer model is applied to the data. . It is beyond
the scope of this report to go intc the details of the anslysis, but a
buffer model was applied to the data of Experiment I. The best fit of
the model was not adequate as a description of the data, and one of the
major fallings of the model was the extreme overprediction of the effects
of known iteme at lag 1. Rather than the .05 difference at lag 1 which
was presented in Teble II-4, the buffer model predicted a difference

of about .30, '
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explanation.of the effeet of known items holds that known items fail to
cause decreases in performance because they do not enter rehearsai; if
- the intervening items de Qot enter rehearsal, then the farget item will
~tend to stay in rehearsal in SIS for a longer period of timé, even until
the moment of test. In this model, the first few items after the target
item are crucial in determining the magnitude of the effect. In order
to check this point, the analysis leading to the statistic in Table II-4
was repeated, except that_ﬁ was calculated witheut including the K values
of the first two intervening items. Nevertheless, the resultant pattern
of results (excluding lag 1, of course) was virtually identical to that
in Table II-4. _A sign test on the direction of differences again gave a
P < .0l as a level of significance. We therefore conélude that thehﬁ
effect is not crucially dependent upon the K value of the first few |
intervening items. It seems reesonable, then, that the effect originates
in the ITS retrieval process, rather than in a rehearsal mechanisma The
explanation we propose, in terms of_the theory of Chapter I,.holds that
the "age" of any code is dependent upon fhe number of new codes that are
subseguently stored in 1TS5. Since the probability correct depends upon
the "age” of a code, the effect found in Table II-4 follows directly.
Sumpary. There are several main results of Experiment I. First,
the multiple-gearch nature of retrieval was established by a compar-
~ison of ranking and second-gnessing effects on thg same test trial.
Second, performance was observed to tend toward chance as the lag'in-
creased; this and related findings demonstrated the inappropriateness
of a model for this task which postulates a long-term memory absorbing
state. Third, the forgetiing of an ltem at a given lag, long or short,
was cobserved to depend upon the degree to which the intervening items
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were known. . Discussion of other results, and of the- quantitative aspects
of the data, wili be reserved for Chapter TIII. .

Experiment IT

Experiment IT was designed with the objective of providing a
stringent test of the model used to prediet the results of Experiment L.
An integral feature of this model (to be discussed in detail in Chapter
"IIT) wes.the prediction of intrusion errors; i.e.,. incorrect retrievals.
from memory. . In Experiment I responses were regquired on every trial, so
that intrusions and pure guesses were not éeparable at the observable
level, .In Experimeht IT the response set size was lncreased and the
subject was instructed to respond.only when he felt he knew the answer.
Tn this manner, intrusions may be observed diredtly, The ranking tech-
nigue was hot used - only a single first-guess wag allowed - but secend
guesées-were allowed following errors. A second objective of Experiment
II was the collection of "interference" data.which would allow for the
natural expangion of the eariier medel. Thus. individual stimuli in the
present experiment semetimes had their respénse aggignment changed.
Formally, a design was adopted which was the counterpart in a continuous
paired-agsocliate experiment of the standard proactive interference
paradigm.

The désign and procedure of Experiment IT is in certain respécts

“identical to that of Experiment I. BExcept where noted, the procedure
was the same as in the previous expériment;

- Deslgn Justification. XFach session invelved an identical sequence

of 400 trials; each trial consisting of a test phase followed by a study -

phase.  The trial sequence, presented in Appendix 2, will be discussed
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shertly. As in Experiment I, the individual stimuli and responses were
changed from cne session to the next - only the sequence remained fixed.
An individual stimulus could be presented on as many as 8 trisls during
the sequence, at varying lags. On some trials.the response assignment
of a stimulus was changed; on these trials the subject was notified
followi'ng the test phase that the answer would be changing. The pair
rresented'during the study phase would then contain the new response. .
‘The item—tyPES in the present experiment were constructed sc asg to
provide a full test of proactive-interference phenomens with appropriate
controls. - Quite apart from considerations relating to the theory pro-
posed in this paper, it is maintained that interference phenomena need
reexamination in the context of continuous paradigms. Forgetting
phenomena have been examined extenglvely for many yéars with the use of
list-structured experiments: lists of paired-associates are successively
learned, each list utilizing the same stimuli, but with response assign—
ments shifted (i.e., the A-B, A-C design). The results of these experi-
menté have been fairly successfully explained by some version of
' two-factor interference theory (Postman, 1961; Melton, 1963; Underwood,
1957; Keppel, 1968; etc.).  The experimental effects are found to take
place over whole lists, but it is often assumed that equivalent changes
gecur in individual stimwlus-response assignments, the assumption: baged
upon a.geemingly natural inference, Thus, 1if, in an A-B, ‘A-C design,
it is found that increased training on the A-C list causes increased
forgetting of the A-B list, it is then inferred that increased learning
of a particular stimulus-response pair will result in increased for-

getting of a previcus pairing of that same stimulus with a different.
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regponse. "Recent research, however, has raised doubt about this infer-
ence (DaPolito, 1966; Greeno, 1967). Foilcwing A-B, A-C learning
subjects were asked to give for each stimulus both responses previously
paired with it; regardless of the presence of retroactive interference
effects in the lists as a whole, it was found that the probability of
a correct first-list response times the probability of a correct gecond-
list response was.equél to the combined probability of giving both
-responses- correctly. This is é result to be.expected if There were no
individual item response interacticns; i.e., if for a particular item
the level of learning of the first list response dees not affect the
level of learning of the second.list response, and vice versa. This
implies that the usual inference:from~lists to items may not be wvalid,
 and theéries of item interference should therefore be bhased on appro-
priate experiments which do not utilize a simple list structure.
Atkingon, Brelsford, and Shiffrin (1967) reported a continucus
:P—A‘experiment'in which some indications of proactive interference were
-found for individual items. This finding was only incidental in that
experiment, however, and.could possibly have been caused by selection
effects. BEstes (196L4) reported experiments in which proactive inter-
ference effects were sought for individual items buried in a list
‘structure, but the results indicated nc proactive effect; Peterson,
Hillner, Saltzman, and Lend (1963) reported a continuous task in which
‘there were indications of retfoactive interference. These experiments
seem to delimit the current state of knowledge concerning irdividual

item-interference: wery little is currently established.
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The present experiment was therefore designed to examine in depth
the status of proactive item-interference. - The item-types utilized for
this purpcse. are listed in Table II-5. A sgtimulus 1s presented with
its first response (R1l) either 2 or 4 times for study. The response is
then changed and 3 study trials are presented with the new response
-(R2), &ll at lag 10. The lags of the initial presentations are either
(0-10) or (10-10) if there are two initial presentations, or (0-10-0-10)
or (10-10-10-10) if there are four initial presentstions. On the trial
where the answer first changes, the test asks for the Rl response, the
subject is then told the answer is changing, and the new pairing is
presented. We denote these item-types by the initial sequence of lags.
The column on the right margin of the table gives the number of.instances
of each item-type in the sequence of 400 trials,

A comparison of the firet and second tests following the change of
response,. with the first and second tests before the change of response,
-ghould indicate any overall proactive effects. A comparison of the
conditlons in which the number_of response 1 presentations varies (il.e.,
(10-10) wvs. (10-10-10-10)) permits us to examinre the probability of a
.correct R2 as a function of varying amounts of learning on Rl. A .-
-comparison within the same number of initial presentations (i.e., {0-10)
vs. (10-10) } should ellow the same exsmination as -above, but where the
number of presentationsg .ig held constant (assuming that the 0 lags do
not result in much learning). In this way it may be determined whether
any proactive effect found is due to the amount learned about Rl, or

simply due to the number .of presentations of Rl.




The above item-types examine proactj.ve interference only at lag 10.
In order to study the effects of variations in lags, 16 other item-types
were used. Each of these 16 item-types is given just three presentations;
on the second presentation the response is changed. The lag between- the
first and second presentation is called lag 1; the lag between the second
and third presentations is called lag 2, The item-types are listed in
Table II-5a, ILag 1 takes on the values O,Il, 4, 10; lag 2 tekes on the
values 1, 5, 10, 25. The entries in each cell of the 4 X L4 table are
the number of occurrences of each. item-type. These item—tyﬁes will be
.denoted by their lag 1 and lag 2 sepéraﬁed 5y.a comma: é,g, (h;25)a
Wote that item-type (10-10) is different than item-type (10,10).

The subject is instructed to respond during cach test with the

regponse most recently paired with the stimulus presented. He.is tcld

to "forget" any old pairings once the response has changed. The subject.
-does not have to respend if he does nof knbw the angwer. IT he does
respond and is wrong, he is told so and glven an opportunity to respond
again. |

Subjects. The subjects weré.lh students from Stanford University
who received $2.00 per hour for their-éervicesg Fach subject partici-
pated in a minimum of 8 and a ﬁaximum of 11 experimental seséions plus
one initial practice session. -The.éessions were. conducted on weekday
evenings and took_approxiﬁately.SS minutes each. _The subjects were
-procured withcut regard for éex ‘through the.studépt employment gervice.
The apparstus was identical to that for ExPériment I.

Stimuli and Responses. The stimuli were 1600 common English words

either 3, 4, or 5 letters in length selected in random fashion Trom
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TABELE IT - 5

' ITEM-TYPES FOR EXPERIMENT II

Noc. of
Item-type C Response 1 : . - . Response 2 . Types
0-10 .. - ... . Pl -Lag- P2 -Lag- [P3 -Lag- P4 -Lag- P5 7
0 10 10 10
10-10 ' ” Pl -lag- P2 -Lag- [P3 -Lag~ P4 -Lag- P5 7

10 0| 0 10

0-10-0-10 |P1l -Tag- P2 -Lag- P3 -Lag- PL -lag~ [P5 -Lag- P6 -Leg- PT. .8
0 10 0 10 10 10

10-10-10-10 [P1 -Lag- P2 -Lsg- P3 -Lag- P4 -Lag- |P5 -Lag- P6 -Lag- P77
L 10, 10 . 10 10 10 10

In the abdve table P followed by a muber represents the
“presentation number of a stimulus of that item-type.

TABIE II - 5a

ITEM-TYPES FOR EXPERIMENT IT

Second Lag

15 10 2
o [3 35T %

First L 13 13| 3] 3
108 o3 {3 ] 3] 4
10 |3 |3}l 3

In the above table the numbers in each cell are the numbers of
instances of each item-type. Note that the first lag is previous
to the changing of the response, and the second lag is subseguent
.to the changing of the response.
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Thorndike (l921),.with homonyms , personal pronouns, possessive adjec-
tives, and the past teﬁse of verbs eliminated. 'Ninetyf.fix}e'stimuli were
randomly selécted for use during each éession, With_fhe restricfion that
any stimulus used.in a session could not‘be uéed in any succeeding seg-
sion for that subject. Words were used és stimuli, rather than CCC's,
in order to make the proactive interference comparisﬁns meaningful.
That is, the design does not usé unigueuresponse.pairings; hence the
game respoﬁse caﬁ be assigned to ﬁore than_one-éiimuius, If two stimuli
assigned the same fe5ponse are not Suffiéiently different; it would be
difficult to differentiate this case from the case where a single stimulus
had a changed response assignment, |

The responses were. the 26 letters of the alphabet. At the-start of
each session all stiﬁuli were assigned Ri and RZ2 responses randomly with
the restriétion that no word could be assigned its own initial. letter as
a response. £ince no subject réported.noticing this restriction, it may
be assumed that the brobability cofrect, 1f the subject decided to meke
a pure guess, would be ;/26; | |

Instructions, When & subject arrived for the first session he was

given the following instructions to read:

"This experiment will test your ability to remember
responses to a series of common English words. The response
will always be one of the letters of the alphabet. You must
always try to remember the letter most recently paired with

& particular word. -

The experiment will consist of & number of trials in
succession and. last about an hour (or less) each day. Each
trial will begin when the word "test" will appear on the
screen before you. Below the word "test" will appear an
English word (which you may or may not have seen before cn
a previous trial.) ' ' ’ : ‘ B
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The task on this test trial is to give the response most. .
_recently paired with the word shown., If you have no idea
‘what the answer ig, then either type a 'carriage return" (CR) -
or do not respond at all; i1f you have a guess, then type the
letter you think i1s correct. Remember, the correct letter.
is the one most recently paired w1th a partlcular WOord.

If you type a letter and are wrong, the computer will
tell you so and give you a second chance. Again, Type a
carriage return or do not respond if you have no idea as to
the answer, and type the letter if you have a guess.

You mugt try to respond quickly, as there will be a
time limit in which time you must give your response. If
you exceed the time limit, the machlne will go on to the
study portion of the trlal

_ Following the "test" portion of the trial will be a
pause. Then the word "study" will appear on the screen.

. Below the word "study" will appear the Engliish word you
were just tested on paired with the currently correct
answer., This is always the correct response which you
must try to remember. Feel free to use any coding mnemonics

. which help you to remember the response.

Sometimes the response presented for study will be
different than the previously correct response associated
with the given word. In this case, fcrget the previcusly
correct response and learn the new response {the old:cne
is now wrong). You will be warned just before the study
trigl 1f the response is being changed, 8o that you will
never fall to notice that a change has occurred. This

~warning will be: "answer changes."

You will be given several seconds to study the current
word-letter palr, and then, after a brief pause, the next
trial will begin (i.e., a new test trial will occur). Each
session will consist of a continuocus sequence of these trials.

The experimenter will give you instructions regarding

which booth to use, how to start each session, and what to

51gn each day.' :

The experimenter reviewed the instructions with the subject and
then introduced him to the computer and iis operation. The entire first
session was used to familiarize the'subjectnwith the épparatus and in-
structions, and to give him practice,ét the task.

Procedure. As noted earlier, each session consisted of a sequence

of 400 trials. ZPach trizl involved a standard series of events. (1) The
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word Test appeared on the upper face of the CRT,‘_Eeneath the word Test

appeared the member of the stimuius set irdicated by the presentation
schedule of Appendix 2. The subject then typed a letter if he felt he
knew the response. If . he was sure he did not kﬁow the responge, then
he could terminate the test trisl by typing,a carriage return. If an

incorrect response was typed, then the words WRONG. TRY AGAIN appeared

on the CRT below the previous response, which remained displayed. The
subjecet could then respond, not regpond, or type a carriage return, as
for the first guess. If the subject had not typed a response within 3
sec. for the first-guess, or within 2.7 sec. for the second—guess,_then
the test phase was terminated. {2) The computer.next dstermined whethér
the response to the current stimulus was to be changed; if so, the CRT
was blanked momentarily, and then the following words appeared: ANSWER
CHANGES. After 1/2 sec. the study phase began. If the response was
not to be changed, then the CRT Was_simply left blank for 1/2 sec., until
the study phase began. (3) The screen was blanked and then the word
STUDY appeared at the top of the CRT. Beneath the Word STUDY appeared
the stimulus Just tested along with the correct response to be remembered
(changed or not as was approprizate). This display remained for 3.0
seconds. (4) The CRT was blanked for 1/2 sec. and then the next trial
began. Using this procedure, the session of 400 trials took about 55
minutes.

At the. start of ecach session, the computer randomly assigned each
subject 95 stimulii he had not seen in previous sessionsf Each stimulus
was then randomly assigned two different letters as responses, with the

restriction that the first letter of a stimulus could not be used as
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its response. The first 14 trials consisted of 10 filler items, items
which appeared only séldom thereafter.

Altogether 147 subject—sessions.of data were collected (not count-
ing the practice sessions). Due to computer ghutdown snd other extraneous
factors, only 122 of these sessions were entirely completed, the remalnder
being close to completion. The data collected consisted of the entire
sequence of events within each session, including the latencies of the
responses. At the conclusion of the experiment each subject filled out
a written guestionnaire.

Results of Experiment IZX

A large amount of data will be presented in the present section.
Ag it is rather diffieunlt to grasp without a theoretical basis, de-
tailed discussion will be put off until the next chapter. An attempt
will be made here to limit discussion to certain highlights. In the
following the first.re5ponse given by the subject is termed a "first-
guess,' and the second response when given by the subject is termed.a
"second-guess." Table II-6 presents the probability of a correct first-
' fesponse for each subject, lumped over all trials and sessions. The
results are listed in corder of increasing probability correct. It is
evident that there is a wide range in subject abllity at this task.
Despite this, the remaining data is presented in a form averaged over
all subjects in order to gain precision of estimates. This should not
overly distort the observed effects, since a subject by subject break-

down of the data seemed to show the game qualitative effects holding

for individual subjects as for the group average.
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TABLE IT - 6

MEAN . PROBAELLITY CORRECT
FOR SURFECTS OF EXPERIMENT TT

Subject : _ - S -
Fumber 7T 6 2 14 3 13 1 8 9 .12 5 1 L4 10

Probabllity .29 .30 .3% .36 .41 .49 .51 .51 .51 .51 .53 .56 .68 .69

Correct

Firgt-guess
TABLE. IT - 7
MEAN. PROBABLLITY CORRECT
FOR SUCCESSIVE DAYS OF EXPERIMENT II
'Day

Number 1 2 3 4 5 6 7 8 9 10

Probebility .52 .48 .Ub .48 .45 .50 .47 .42 L9 52
Correct . _ .
First-guess
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Table II-7 gives the probability of a correct firsi-guess on suc-
cesgive days of the experiment {practice day not inecluded). There is no
evidence for a irend over days. Apparently, as in Experiment I, pro-
active interference from session to session was not an important factor.
The data to follow will be averéged ovef all sessions. In the following
discussion an error will be taken to mean the absence of a correct
response;_the term_intrusion will_be reserved‘for overt errors.

First-Response Data. Figure II-7 presents, in the top panel, the

probability of a correct first-guess for each of the itemrtypes listed,:
at each of thelr presentations. Figure II-8 presents the same proba- |
bility for the remaining item-types. Consider first the top panel of
'Figure IT-7. The cbgerved dats is represented by open circles; ignore
the predictions for the present. The wvertical line in each graph
delineates the point at which the R1 response is changed. Following

the change of response all lags are 10, The successive lage previous

to the change are presentéd in theritemmtype ﬂaﬁe at the top of each
graph. There are slightly more than 1000 observations at each polint
shown. The most important features of these data relate tO‘tﬁé'question
of proactive interference. In conditions {10,10)}, (le;O),_and_
(10-10-10-10), the probebility correct afier one reiﬂforcemept_is about
»55. The first tesi after the response changes, however, has a proba-
bilify correct of about .h1l. Hence an overall proactive effect is
present. A comparison of all five conditions reveals that the proactive
effect 1s not dependent upon the number of reinforcements prior to the
change of response, nor upon the terminal probabllity correct just prior

toc the change. This is true despite a reasonable range in both variables:
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PROBABILITY CORRECT RESPONSE

PROBABILITY OF INTRUSION GIVEN AN ERROR
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Figure II-7.

Probabllity of First-Guess Correct Respcnses
and First-Guess Intrusiocns, for the Major

Item-Types.
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‘Figuré_ IT-8, Probability of Correct First-Guesses as a Fl_i_nction
of Lag, for the Matrix Item-Types. '
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the number of initial reinforcements takes on the values 1, 2, and 4;
the terminal probability correct takes on the values .55, .61, T4, .80,
and .87; the probability correct after the change of response takes on
the values .42, .40, .39, .39, .42, A similar result appears to hold
for the second test foilowing the change of response. This lack of
dependence updn'fhérdegree to which the first response is learned raises
some questions about the source of the overall proactivé effect.  In
particular, oné must consider the hypofhesis that the*subjects,-having
been informed that the responge is changing, attempt to code the new
pairing ﬁith a probability smaller than £ér an RY: reinforceﬁeht,. This
hypothesis, and a number of models which can account for the observa-
tions, will be dealt with in the following chapter.

o Figure II—B‘presents much the same pattern of results as those
just discussed. This figure gives the probability of a cofrect first-
'gﬁess'fér the test before and after the response 1s changed, where the

lag previous to, and following, the change of response is varied. The
.left—hand panel preseﬁté the first-reinforcement lag curve for lags O,

L, ﬁ,,and 10. The observetions are the opeh:circles, Follcwing each

of these lags.the regponse is changed and a second lég of 1, 5, 10,

or.25 ensues., The righf—hand pénel in the figure presents the results

for the 16 resultant éonditioné, henceforth termed the "matrix" item-
types. Tf variations in the First lag did not have a differential
proactive efféct; then the four obServationS'ét“each-lag in the second
panel should not differ from each other, which SEemS'té be the case.

The data are somewhat more unstable fhan in the previous figure begause

'each_point.in the right-hand panel is based on approximately 400 to
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»00 observations. Points in the left-hand panel are based on ebeutr
1800 observations.

Figure II-7 presents, in the bottom panel, the probability that a
false intrusion response was given, conditionalized upon‘the fact that
a correct response was not given (the unconditional probability of an |
intrusion was divided by 1.0 minus the probability correct)n In the
following we -refer tc = response given in errcr Whieh hed previously
been associated .with the tested stimulus as an old-intrusion. Other
-intrusions are called_ggﬂ-intrusionso In Figure II-7 hoth types are
lumped. The observed points are represented by open circles. Several
points should be noted concerning these graphs. The intrusion rate for
newly presented items is above zero {about .07), but well below that
observed on succeeding trials. If the subject searched his memory for
an answer on every new trial, it might be expected_that an intrueion
rate higher than those on succeeding trials would result. The relatively
low rates observed would be expectedKif'the subject was often reCOgnizing
quickly that the stimulus presented was new, and_thereby ceasing further
memory search. Note also that there is a considerable increase in in-
trusions following the change of response - in fact, the increese-in
mumber of intrusions is considerably larger than the decrease in proba-
bility correct at those points. Most of the increase in intrusions
following change of response is of course in oid-intrusions. Tabie
II-8a gives the probability of an old-lntrusion for.the major item-types,
conditional upon the fact that a correeﬁ response was not made. The
numbers in parentheses are preﬁietions_which may be_ignore& fer the

moment. . Before the change of response the probability of an old-intrusion
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TARIE IT - 8

FIRST-GUESS INTRUSIONS
{Predicted Values in Parentheses)

Table IL - ca: Probability of Old-Intrusicn Given an Error

Ttem Type
0-10 - 10-30 - 0-10-0-10 10-10-10-10
1 b6l 517 .552 .51k
Tumber of presen-
tation after _ (-345) (443) _ SO (thO)
change of
2 L1721 .225 171 .236
response | (.216) | (.153) | (.238) | (.238)
-Table IT - Bb: Probability of Intrusion Given an Efror.
First Test Second Test
: Second Lag
0l .38 o | .84 .60 - Ol .60
(.11) (.78) | (.73) (.68) (.65)
EEZSt 11 .ho 1 .69 7h .66 .61
(.30 (.65} (.62) (-59) (.57)
bl o L .63 71 . .68 6L
(o3W)} (.62) | (.61) (.58) (-56)
0] .37 | 10 | .59 .62 .69. .65
(-35) (.60) | (:59) (.58) (+55)
-_TabiéffI[- Be:  Probability of Old-Intrusion-Given an Error
1 5Second Laglo _ o5
0. .65 .3k .39 .33
(.66) (.53) (07) (.39)
First :
lag 1 U2 <57 A7 .33
i (-49) 1 (.h0) (35) (30)
oo | Lko A5 DL Ll
(.46) {.37) (.33) (.29) -
10 .36 Ao v Al
I (1)) (.35) (.32) (.28)
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is zero, so these trials are not tabled. . Note that in the table the
old-intrugion rate shows a tremendcus decreaSEHfrom the first to the
second test of R2. ThlS mlght be explalned if the subgect was learnlng _
on the first triail that the 0ld- 1ntruszon he had given was wrong - thlS |
intrusion Wou;d then_be reppessed“on thernext trisl. The intrusion
results for the 1tem~types Where the lag was verled are presented in o
TablewII-Bb”and II-8¢c. Table II-8b gives %he lumped results, and Table
IIe8c the.eld-intrusion resultsﬂ Discugsion of these tables are reserved
until the’ next chapter,'

For a rnumber of reasons.lt mlght be Tfelt thaf 1n£rus1on rates should
lncrease as the duration of the session lengthened. This p0581b111ty may
be.examined by eon51de?;ngrlntru51ons-on ;teme_presented-forrthe first
time athdifferent leeeéionsrin-the-frial-eequeﬂcev FigufeeII—9 presents
these results, Intru51on rates are averaged for successive groups of -
eight new items during the-trlai-seéuencea- The graph’ demonstrates that
g fairly orderl& iﬁcreeee-iﬁ intrusioﬁ rates oceurs , though.pot of large
magnitude,:‘l . | | | | |

Second-Guess Data. FigﬁrezIIalONprésents data for second-guesses

following!new—intrusions on the first guess. The top panel presents

the probablllty of a correct second guess for the major item~types.
Table II- 9a presentq the same prObabllltlES for the item-types on which
the lag Was varled It may be ob erved that the second- guebs‘eurves
follow the flrst-guess curves 1n general fefm° there is a rise before
the-change in response“and“then a‘sharp drep after the change. Further-
more, across cenditioﬁs, veriatioes iﬁ presentation schedules prior to
the"ehénge do not seem to affect the second-guessing rate following the

change; this fact conforms to the first-guess finding.
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TABLE IT - 9
SECOND-GUESS INTRUSTONS
(Predicted Values in Parentheses)

Table II - 9a: Provability of Correct Second-Guess Following a New

Intrusion
- First Test . Second Test
Second Lag _ :

1 5 10 25

0 .65 0 {.15 219 | .18 | .13

(.60) (.24) |(.24) | (.23} {(.17)

First 1| .25 11.3 | a7 | .10 | .1a
Lag 4(.32) - 2D jGeas) | (e2n) [ (e17)
yo|as » {.8 | .8 | .16} .o7

(-33) (.21) (.23} | (.22) |(.18)

10 {.e0 | 10 |.15 | .28 20 | .1

(.28) - l.20) [(:23) § (.21) {(.18

Table I1 - 9b: Probability of Second-Guess. Intrusicon Following a New
' Intrusion, Conditional Upon & Second-Guess Error. Top
Matrix for Second-Guess WNew Intrusions., Lower Matrix

Tor Second-Guess Old-Intrusions. : '

- First Test Second Test
- Second &ag 5 10 25
o [--= ol.53 .37 | .36 | .
| 230) 1(.40) (.45} |(.k9)
i;g?t 1 | .45 1{.50 | .37 | %2 | .39
(-46) -35) [(.43) [(.u6) J(.51)
h 45 hl.28 | .39 | .52 | .51
(.51) (-39) |(.44) [(.47) {(.50)
10 1. 10[.36 | .32 | .58 | .
(+53) - [.u2) (h5) [(.50) (.51)
Table IT - 9o: Second-Guess 0ld o[~ .2 1.5 .91
Intrusions .32) [(.25) {(.21) |(.16)
1§.18 .18 |.12 | .17
. S Lo (.19) 1(.18) |(.15) {(.12)
0-10 10-10 0-10~0-10 10-10-10-10 ' -
11z 17 .23 .22 h1.16 | .19 11 | .15
{(-13) (.17) (.18) (.22) (-27) [(-16) j(.14) [(.12)
2| .o7 .10 .10 o7 | 10f.1x .13 | .06 | .09
{.06) {.07) {.07) (.08) - 21h4) (o 14) (f(013) (.11)
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The lower panel in Figure II-10 presents the probabiiity of any
intrusion on fhe second-guess following a new-intfusion on the firét-
guess. The probability plotted is conditional upon a second-guess error.
Table IT-9b presents the same data for the item-types on which lag was
- varied. Table IT-9c présents the second-guess old-intrusion rate for

the item-types in Figure II-10. The first point to.notice about the
observations is the rather high rate of'intrusiéns as éompafed Witﬁ-fhe
rates observed on the first guess. Whereas the infrusidn rates on the
firstuguess_lie.at about the Qho level, the second-guesslintrusions are
between probabilities of .5 aﬁd 06,% Cne possiblg interpretation of
this finding would holé.that the subjegf‘s_decision.critérioﬁ fof'output
of responseé found during memory_searéh,has been lowered on the second-
guess. Particularly interesting is the intrusion rate for new items:
rHaving made a wrong first-guess on a new item, subjects will then make
alwrbﬁg éécbnd;guéss with a probability of almost .60 (which can be
.éompared with the first-guess new-intrusion rate of .07). An implication
of this result is that once a decision haé been made to.search ITS on
-the fi%st-guess, & search will always be made on the sécond-guessg
Table II-10 presgents the data dealing with second-guesses following
ggg—infrusions given on the first-guess. The results’should be noted
'uCaréfully bééause_they.are rather crucial to the‘model used.in Chapter
 iII§. Table Ilmlqé gives the probability correctlfollowing an old-

intrusion. This probebility is quite high -- higher even than that

¥4 part of this rise might have been due.to subject”selectiOn, but a
. subject-by-subject breakdown showed 13 out of 14 subjects to have
higher overall second-guess than first-guess intrusion rates.
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following a new-intrusion. Table IT-10b gives the probability of second-
guess new-intrusions following first-guess old-intrusions; We shall
merely note for the present that this new-intrusion rate is lower than
the new-intrusion rate following first-guess Egﬁuintrusionsﬂ

Latencies. It is beyond the scope of this report to make a.thorough
analysis .of the lateﬁcy results. Tables IT-11 through II—15_present the
mean latencies for all item-types for the following conditions: a) correct
firstaguess.reépoﬁses, b) first-guese old-intrusions, ¢) first-guess
new—intrusioﬁs, d) correct second-guesses fbllﬁwiné qldwintrusions, and
e) correct secbnd-guesses followling néw—intrusions; We mention here
the following:results, (1) The latencies 6f-a,éorrect response decrease
as the numberVof‘rEinforcemenfs_increase; iyé,; for the (10-10-10-10)
condition the mean-latenéies afe successively 1.52, 1.42, 1.36, 1.33.
(2) The longer the lag, the longer the latency of a correct respense.
For initial lags of 0, 1, h; aﬁd iO, the mean latencies of a correct
response are 1,03, 1l.37, 1.50, and 1.56. This reéuit would have a
natural iﬁterpretation if'memory search were temporally ordered to scme
degree, but could also Be handled if there werela significant amount of
correct retrieval from a fast accegs shori-term store at the shorter
lags. (3) The latencies of a correct response following the change of
regponse are gslower than the corregponding latency for the first response.
Nevertheless, these latencies after the change of response do not vary
as a function of the type of sequence prior to the change., This result
is in good accord with the response data; i.e., the change of response

has an effect, but an effect independent of the history preceding it.
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TABLE IT - 10

SECOND-GUESSES FOLLOWING OLD-INTRUSIONS AS FIRST GUESSES. .

Table IT - 10a:

Probability Correct

Kumber of
Presentations Second Lag
1 2 1 5 10....25
0-10 |.31 .5k 0].35 {.28 |.28:].29
10-10 {.27 | .50 First. 1 [.42 .33 |.41 |.24
Lag
©0=10-0-10 |.23 | .51 : b o1ah3 f.34% .29 |.22
10-10-10-10 }.27.| .39 10 |.42 |.30 |.2k |.29.
Table IT - 10b: Probebility New Intrusions
Conditional Upon a Second Guess Error
Number of
Presentations Second Lag
1 2 1 > 10 25
Q=10 1.36 | .52 0 {.31 |.33 }.38 {.36
10-10 .36 | .51 | - First 1 |.29 |.30 |.25 (.37
Lag
0-10-0-10 {.30 | .44 26 .36 (.27 (.32
10-10-10-10 [.34% | .uk 10 .35 |.33 |35 [.32
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TABLE. IT --11

MEAN LATENCIES FOR CORRECT FIRST-GUESSES

First Response Test

Pl P2 P3 L
0-10| 1.0k 11,51

10~10 | 1.55 {1.h5

0-10-10-10 | 1.04 |1.53 | 1.1 |1.k2

10-10-10-10 | 1,52 |1.42 [1.36 |1.33

Second Response Test
P10 P2
0-10 [ 1.66 ]1.5k4

10-10 1.63 [1.57

0-10-0-10 | 1.63 |1.54

10-10-10-10 | 1.67 |1.59

P= number of previoﬁs presentations oflthe-stimulus-response pair

' First Response Test - Second Response Test

Second liag

1 5 10 25

0]1.03 .0} 1.46 1,56 1.52 [1.61
E%ﬁSt ; -
111.37 1{1.42 {1.57 {1.56 [1.73
411.50 L11.48 [1.72 |1.64 |1.67
10 [1.56 10|1.37 (1.60 |1.64 |1.63
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TABLE IT - 12

MEAN LATENCY OF FIRST-GUESS

QLD

INTRUSIONS

First Response Test

0-10

10-30

0-10-0-10

10-10-10-10

Pl P2
1.60 [1.83

lf63- 1.83

1.67 |1.77
1.62 {1.94

P= number of previous presentations of the stimulus-response pair

 Becond Response Test

ol1.52 [1.63 |1.68 | 1.77

Tirst

Lag

S 1)1.60 |1.56 |1.59 | 1.65

10/1.43 }1.57 |1.60 | 1.65

Second Lag

1. 5 10 . 25

411,57 {1.55 {1.60 | 1.57
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TARIE IT.- 13

MEAN LATENCIES OF FIRST-GUESS
. NEW-INTRUSTIONS

First Response Test

| . PL P2 P3 PN
0-10 | 1.40 | 2.00

10-10 |2.03 | 2.06

0-10-10-10 {1.85 | 2,03 j1.56 |2.03

10-10-10-10 |2.04 11.93 |1.98 {1.94

Second:ﬁesponse Test
S Pl o2
0-10 {2.05.|2.11

10-10 |2.03 {2.05

0-10-0-10 [2.05 |2.07

10-10-210-10 |2.07 |1.92

P= number of previous presentations of the gtimulus-response pair

First Response Test "~ Second Response Test
‘Becond Lag
_ 1 5 10 25
oli. | - 0|1.79 |1.87 .02 |2.12
First o B ”

Log 1 1,99 : 1.1,85 .2,08 P,01 |2.06
411,98  4{1.91 |1.97 .10 [2.06
10)2.07 10]1.93 {2.10 .92 |2.17
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 TABLE II - 1k

MEAN LATENCY FOR COREECT SECCND-GUESSES
FOLLOWING OLD-INTRUSIONS

First Response Test

Pl - P2
0-10 [1.5% | 1.29

10-10 [1.61 | 1.00

0-10-0-10 {3.49 | 1.27

©10-10-10-10 |1l.7h | 1.26

P= number of previous presentations of the stimulus-regponse pair

" Second Response Test
Second”Lag

1 5 10 25
011,50 | 1.73 [ 1.66 | 1.46

- First 1]1.52 [ 1.83 | 1.52 | 1.57

 Leg h|1.59 | 1.52 | 1.55 | 1.50

10l1.59 1 1.53 | 1.50 | 1.48
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TABLE IT - 15

MEAN LATENCIES OF CORRECT SECOND-GUESSES
-7 FOLLOWING NEW-INTRUSTONS

First Response Test

P1 P2 P3 PL
0-10 |0.70 }1.36

10-10 11.37 |1.23

0~10-10-10 [1.08 [1.28 {0.81} 1.53

10-10-10-10 J1.44 11.35 |1.16 1.21 4

Second Response Test
Pl P2
0-10 |1.33 [1.55

. 10-10 |1.%0 |1.20

0-10-0-10 {l.35 {1.12

10-10-10-10 11.33 [1.35

P= number of previous presentations of the stimulus-response pair

Flrgt Responge Test . Second Response Test
Second Lag
1 5 10 25

0|0.63 010.93 |1.43 [1.19 [1.32

First

Lag 1]1.3% 1[1.50 |1.06 [1.30 |0.82
H1.37 b i1.60 |1.65 {1.15 |1.k2
10}1.33 10 [Lh2 [1.6% [1.20 {1.27
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We next turn to the intrusion latencies. The mean latencies of
intrusions, both oid énd new, are slower than the corresponding correct
latencies in all cases; however, the latencies of new-intrusions are
markedly longer than those of cld-intrusicns. Thig resuit, as will be
seen in the next chapter, has.important implications regarding the
temporal cordering of the memory search. The latency of new-intrusions,
as épposed to the'correcf iatencies, dcoes not vary as the number cof
reinforcements of R1 increases. The latency of a new-intrusicn seems
tc be slower the longer the lag since the correct response, but the
effect is esgenitially eliminated if leg = 0 is not considered. Tinally,
turning to the second-guess results, we will mention here only the
following fact: afiter the changé of response, the mean latency fér a
correct second-guess is shorter following newnintrgsions than following
old-intrusions. This would be sur?rising_if the source of first-guess
old-intrusions arcse in confusion of the cld and new responses. That
is, if the old and new responses were confused and the subject chose
one to output, then it might be expected that it would not tske long
to cutput the other_after a wrong first-choice.

Conelusions

A rather large amount of divefse data has been collected in the two
experiments. Thé‘vafiébles examined include lag betveen study and test,
number of reinforcements; second;guessing; rankings, negative transfer,
intrusion rates for both first- and second-guessing, and latencies of
response, A storage and retrieval model of long-term memory was de-

geribed in Chapter I which, at least theoretically, had the capacity
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to deal with these variables simultsnecusly. In the next chapter it
will be seen whether an explicit model based on the general theory can

deal quantitatively with the data.
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CHAPTER I1I

THEORETTICAT, ANALYSIS: A STORAGE
AND RETRIEVAL MODEL

The derivation of a quantitative model from ihe theory presented
‘in Chapter T involves a large number of individual decisions. The number
of possible models that could be derived is extremely large, and this
~report cannot comparé and contrast them all. Rather, an attempt will be
made to construct the simplest possible model consistent with both the
overall theory and the data. A few variations of the resultant model
will also be discussed.
A model will first be presented for the data of Experiment I. This
model will then be extended, but not altered, in an attempt to predict
the data of Experiment TI, data involving é nuber of additional wvariables.

Experiment I

The Short-Term System. The subject is assumed to pay some attention

to each item presented for study,'and.theréby enter it into STS, at least
fnamentarily° Therefore a test at lag O should result in nearly perfect
“performsnce (since the study phase and the test phase of the next trial
are gseparated by only 3/4 sec.). We do not wish to involve ourselves in
predicting just how good performance on such a zero-lag test should be
(we would have to consider typiﬁg mistakes, and so forth) and therefore
will treat the few zero-lag trials that occur as special cases,- The
firgt-guess and second-guess predictions for performance at zero-lag
are simply set equal to the mesn probability which was observed in all

such instances, .97 and .50 respectively.
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" The present task was designed sc that the short-term control pro-
cesses utilized would tend to be single-trial coding mechanisms, rather
than multi-trial rehearsal operations. That the design was successful
in this regard is indicated both by subject reports and by the relative
lack of an'effect.due to.the type of intervening item at a lag of 1.
Nonetheless, some'itemé are wndoubiedly maintained in STS beyond the
trial of presentation -- this could cccur if the subject takes more
than cne txrial to encode certéin items, or if some items-previouslyr
‘encoded are given a small amount of additional rehearsal. It is there-
fore proposed that any item for which a storage sttempt is nét made
deéays rapidly from STS and is lost by the termination of the following
trial. On the other hand, items which are coded decay from STS at a
rate independent of the type of intervening items. . Specifically, let
P(A) represent the probability.that a storage attempt is made for a
particular item; note that P(A) includes the ﬁrobability that the item
‘1s already in STS when presented on a trial. Iet P(Ri) represent the
probakbility that the item will be present in SIS &t a iag of 1.. Then

we have the following: -

B(R) = .97 | Bq, III-1

B(R,) = (&) x (1-a))

where Oi is a parameter governing decay Trom STS, It might be asked

whether there is a reason other than intuitive for-including a decaying
- short-term process in the model. As it will be seen later, it is
through the action of this precess that a distributed learning effect

is predicted by the model.
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There is one important exception to the stated results concerning
lack of crganized rehesrssal. .The design of the experiment was such that
a test of an item at lag ). was almost always followed b& a sequence of
fufther tests of that item at lag 1. Al: subjects- reported noting this
Tact, and a majority of them reported specifically rehearsing these
- items when they were noticed. As = result; performance on Type 1 and
‘Type 2 items was abnormally high for presentation numbers 3, 4, 5, and
. 6. Rather than ad% to the model a.specific rehearsal process to account
.for these observafioh35 we will merely comment that it would be easy to
ao S0,

+ Storage. When a currently unretrievable item is presented for

study, an-attempt may be made to store it. Let & be the probability of
attempting to store such an item, ;%hé information stored will involve

three components: stimulus, response, and associative information

(F(IS), F(Ir), and F(Ia))a As the present experiment is not designed

It

s

to emphasizé thg diTfferences between these information measures, we
will characterize the amount of information transmitied to ITS8 by a
single measure, F(I), where the components of F(I) include the three
measures above. The exact form of F(I) is not crucial to the model,
but a reasonable spread in its distfibution is necessary (a spread in
the distribution is needed to predict bofh the first-guess lag curve
and the rather low, and invariant, second-guessing performance over
lags). TFor the purpose of simplifying calculations F(I) will be ap-
proximated by a two-peint distribution és follows. F(TI) is divided at
its median; codes with strengths above the median will be.éalled

hi-codes and defined to have strength H codes with strengths below

i
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the median will be called lo-codes and defined to have strength

o (UH > UL), Thus an attempt to store information will resuit in a.
Ig—code with probability .5 and will resﬁlt:in'é'hi;code with proba-
bility .5. The information stored will be placed in a location deter- .
mined by stimuius characteristics, but because the present experiment
uses a continuous task with homogenous items, the placement will not

be ordered from the point of view of the model. Hence the model will
treat placement as an essentially random process.

There are a number of decision rules which determine whether a
storage attempt will be made for a particular item. Baslcally, a
.storage attempt will be made with probability o only when a correct
response has not been retrieved from STS or LTS con the test phase.of
the trial. The'only exception to this rule occurs at zero-lag. Term
the state in which an item enters STS only momentarily, and is not
coded, as the null-state. Ttems in the null-state at test, even though
in STS, are treated as if a successful retrieval had not occurred. Thus
an attempt may be made to store these items with provability ¢~ These
decision rules imply that a code which has just resulted in a successful
retrieval will not be disturbed by further storage attempts, a reascnable
strategy for the subject to adopt. On the other hand, the act of suc-
cessful retrieval itself could reasonably be expected to meke future
retrieval easier. TFor this'reason, ip-codes which have been success-
fully retrieved from LTS are treated thereafter as hi-codes (the-
alternative mo_del,,in‘ which retrieved lo-codes are not altered, will

be discussed later). Ope final informational change occurs in a code
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that has been successfully retrieved from LTS{_the code is.updgtgd
temporally to the present.

. There are two processes which may occur when an itgm ;s glven a
reinforcement beyond the first. In one, a code which has_pot been re-
trieved from LTS will be left untouched, and & new and different_codg
will be introduced during the study phase of the trial. ‘In_the other,
the unretrieved code will be retrieved while 2 new storage attempt is
made during the study phase, since the correct response is supplied at
that time. If the code is retrieved during study, then it may be assumed
that the ongoing storage attempt will consist of amending or changing
the retrieved code; thus only a single code will result. Most likely,
a mixture of these processes will téke place during an experiment of .
the present type. However, because it greatly simplifies matters com-
putationally, we shall assume that only the second hypothesis occurs;
thus only a single code can exist for an item at any one time in LTS.*

The proportion of times a coding attempt is made, based on a,
should be closély related to the decay rate from STS, a3 that ig, the
mere coding effort expended on intervening trials, the more likely is
an item’s losg from STS. For simplicity, we shall assume ) =a in the
remainder of this chapter.

‘Retrieval. At zero lag the subject ig correct with probability

.97 and second-guesses correctly with probability .50. The following

*The extended meodel, in which a mixture of the two possibllities occurs,
will necedgarily predict the data more closely than the restricted model
actually used. However, the type of data collected in the present ex-
-periments is such that the extended model will not be better to an
appreciable degree, As 1t will be seen, the restricted model fits guite
well. '
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discussion does not deal with the zero-lag case. At test, a search is
first made of STS; 1f the item is found, then it is reported correctly
with probability 1.0.  IF the item is not found in STS, a search is made
of LTS. We continue to use the terminology of Chapter I: if the stimulus
currently being tested has a code stored.in LTS, this code 1s termed_the
cfcodes the cther codes stqred_in LTS are.termed i-codesi |

For any stimulus tested, only a small subset of the codes stored
in LTS will be examined during the searcﬁa This subset (termea thé
examination-subset) will be defined by the characteristics of the
stimulus presented, characteristics that lead the subject to examine 7
certaln memory regions rather than others. Of course, once the search
beging, the successive members of the examination subset_will be de»
termined to a large degree by assgoclative factors. TFor thevcurrent.
experiment, howevef, the associative_factors must be treated as essen-
tlally random, and the probability that a c-code will be in thg exgmina~

tion subset depends only upon the "

age" of the code, and the Strengﬁh
of_the code. ”

Although the search through memory proceeds one code at.a.time, the
clegrest exposition results 1l we consider_the search process in two
stages. First we define a potential examination-subset, confaining all
those codes that will eventually be examined if the search continues.
“long encugh. . In the second stage we define the order éf seafeh through
the subset, and the prpbability of teﬁminating_the search.and gmitting
a response at some point. Leﬁ:P(Zi) be'fhe probability that a c—codé.
will be %n the-ega@inationusubsgtg if the_current test is at Jag i.

Then
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(z,) L | ©Eg. ITI-2

o+ B (age)

where o is the strength of the c-code (either o, or UL), age is some
function of i, and B is a parameter (O'SHB < ) governing the dependence
of P(Zi) upon age. 'Since evidence was ?resénted in the previous chap-
ter that the probability cofrect depended ﬁpon the degree to whichrthe

1

intervening items were “knoﬁn, the age of an item is defined to equal
the mean number bf new codes that were stored during fhe.lag_since the
item's.last presentation. The meén-is taken over all possible realiza-
tions of the expériment; it is used rather than the actual number of
néw=codes stored as an approximation to make the mathematics of the
model tractable. The pérticular function pfesented in Eq. III-2 was
utilized because it conforms to the criteria mentioned in Chapter I,
and because of.its simplicity. At large i, the value of P(Zi) decreases
'.éﬁite sléwly as i incréases, but at small i an appreciable decrease
oécﬁrs, |

. If a c-code is examined during the search two processes can oécur;
- first, a response may be recovered; second, the subject engsages in a
decision process to decide-whether to emit any résbonse recovered. In
the following, the possibility that a response other than the cne encoded
wili”be.recbvered from the c-code will not be considered; this possi-
Lbility wili'be.taken up iﬁstead in the intrusiocn rate from i-codes.
The ﬁrobability of reéovery and output should.then be a straightforward
fgnctidn‘of'fhe gtrength of the code:.designate P1 as the probability

of recovery and output on the first-guess search, given a code was
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examined. Then,

Py =1 - exp(-0) ' Eq. III-3

where exp is the exponential function_(exp(k) = ef%) snd o is the
strength of_the code examined.

Next we turn to a consideration of intrusions, where an intrusion
refers to the recovery and cutput of a respouse, as the resu;t of the
examination of an i-code during the search. The probability that an
i-ccde will.be in the examination-subset will depend in part upon the
similarity of its stimulus to the stimulus being tested; but on the
average this probability will be considerably smaller_than fqr a c-code.
Similarly, the probability that examination of an i-code resulis in the
recovery and output of a response is considerably less than for a c-code..
Each of these possibllities may be incorporated into the model by in-
troducing the concept of effective-strength of an i-code;, o

I

Oy OT O The degree to which oy is less thgn Oy

5 whgre Op
is less than either
L should depend upon the similarity, or amount of genera}izatio;,
between the stimuli used in the expgrimentd Note that it does not matter
whether an i-code is a hi-code or a lo-code; its strength is UI_in.both
cases. (While on the one hand a hi-code will be in the examination sub-
set and lead to response recovery more often than & lo-code, on the

other hand & hi-code is more likely to_contain.information which will
inhibit intrusions during response—productiqn;) Eguations III-2 and

ITI-3 can now be generalized to include i-codes: depending on the code

being examined, o in these equations will ftske on the value O Oys. OF .




o. Note that the age in Equation ITT-2 applies to the code under ex-

1,
aminatiop, and not necesggarily to the item being tested.

The final component of the search procéss to be specified 1s the
order of search throuéh the examination-subset. To begin with, note -
that the experimental design utilized does not induce an order in the
search {as mighﬁ be the case if the stimuli were grouped in some obvious
manner). In Chapter T it was suggested that an item would tend to be
examined earlier in the search, the greater its strength and the lesser
its age. We choose here to assume a strictiy temporal search, independent
of the'strength of the codes. While this agsumption cannot be entirely
aécﬁrate, it should prove instructive to see how fdr it can be carried.
Furfhérmore, it has the advantage of making the mathematics of the model
" tractable.

~ The mémory search is assumed to be terminated when the first re-
sponse is recovered and output; this seems reasonable if responding is
required to be fairly ra@id, As noted in Chapter-I, thig assumpticn
leads to predictions that renkings and rerankings beyond the first choice
will be at the chance level, which is close to the effect observed. If
éﬁery code in the examination-subset is examined without a responsge
being recovered and output, then the suﬁject guesses randomly.

Foliowing an error (an incorrect first-ranking) the subject engages
in a second search of LTS. The second search is identical to the first,
except that the decision critericn for output of recovered responses is
lowered. This assumption is based on the results of Experiment II, where
it was observed that the Intrusion rates were considerably higher for

gecond-guesses than for first-guesses.  The change in decision criterion
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is assumed to apply to all codes, and is governed by a-parameter~i as
follows: let Ps be the probability of recovery and output on the second-

guess search, given that a code was examined..- Then,

o = 1 - exp(-70), 9 > 1. . Eq. ITI-k
Equation IZI-4 is of course the counterpart of Equaticn IIL-3 for the
first-guess search. The second-guess search is assumed to proceed in-
dependently of the first-guess search, but a ¢-code examined and rejected

on the first-guess cannot give rise to a response on the second-guess.¥

Review cof the Model., The model utilizes six parameters:

¢ governs the probability of a coding attempt, and decay
from STS;

B: adjusts the degree to which an ifém“s'probability'of being
examined during the search depends upon age;

|00 the strength (emount of informafion stored) for a hi-code;

a

the strength for:a lo-code;

an

the strength for an i-code (a code for an item other than -
‘the item currently being tested)--governs intrusions;

adjusts the decision criterion for output of a recovered
response during the second-guess search.

2

When an item is presented for tééf, a menory search commences. At
zero-lag the probability cofrecf is .97 and the probability of a correct

second-guéss is ..,50o Otherwige, 1f the item is currently present in

¥In fact, this assumption makes almost no difference in the predictions
for the data of Experiments I and II, compared with the complete inde-
pendence assumption. It was used here because it seemed reasonable
that the same c-code examined twice within a second or two would seldom
give rise to differing results. - The same does not apply to i-codes
because Or is low enough that the change in decision criterion on the

second-guess will make g 51gn1flcant difference.
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STS, then a correct response is output. If the item is not 1n STS, then
a search of LTS begins. The search takes place through a subset of ther
codes stored in memory, termed the examination-subset. The probability
that & particular code will be in the examination-subset is given by

Eq. ITI-2. The subject considers éach code in the examination-subset

in temporal order, the most recent first. The probability of recovering
and cutputiing a responge while considering a particular code is given
'by Bg. ITI-3. If all the codes in the subset are examined, but no re-
-Sponse is emitted, then theISubject guesses randomly. Whenever a response
ig recovered and emitted,'thé.seérch is terﬁinated'and the subject ranks
the remaining.alternatives randomly. If the first-ranking proves to be
incorrect, then a second search_isrinitiated, This search is identical
to the first, except that the Gecision eriterion for output of a re-
covered response is lowered.  In éddition, a c-code examined and rejected
during the first search cannot give rise to a response on the second

. search.

During the study phase of a trial the following-events take place.
if - sucéessful retrieval'had been made from LTS, then the code utilized
ig temporally updated o the present; in addition; a 1o~cod¢ retrieved
successfully becomes a hi-code. If a retrieval had been ﬁade from SIS,
then no new code is stored. Following ary incorrect retrieval,.of &
bure guess, or a retrieval at zero-lag from the null—state?.an_attempt
is made to store with probability . If a storage attempt is mede, then
& hi-cod¢ wiil result with p?obability -5, and a lo-code will reéult__
with prcbability .5,7 Following a storége attempt, aﬁ item will léave:

5T8 with probability ¢« on gach-succeeding trial.
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In the following sections of the paper the model will be us