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INTRODUCTICN

The purpose of this paper is to offer a theory about the role of
rginforcement in human learning, énd to evéluate the.theory against dats
from.several different types of experiments. It should be emphasized
that this snalysis is restricted to human learning. Our discussion of
reinforcement will be based on.a more genersl theory of memory (Atkinson
and Sﬁiffrin, 1968a) that has Been derived priﬁarily from results of
verbal-learning experiments. The remafks that we shall maké about reine
forcément haeve not been applied cutside of this context, and asccordingly
-we are unwilling at this time to extrapolate the analiysie to animal

learning. B |

In his discussion of the law of effect, Thorndike (1931) proposed
{two alfernative views regarding the nature of reinforcement. One view,
which he favored, assumed that the action of s reinforcement produced a
direct and automatic strengthening of stimuius—response associationé,
The other view, which Thofhdike considered and rejected, postulated thsat
reinforceﬁent did not affect learning per se, but rather determined the
choice of a respconse once the subject.recalled the relevant evehts that
had occurred on preceding trials of the experiment. These two alternative
views have been maintained in the literature since that time, and much
research has been‘done in an attempt to determiﬁe which is the true state
of.affairs {for an excellent review of this researéh see Postman, 1962).
This distinction may be useful in é general way to categorize theories
of reinforcement, but it is becoming incressingly clear that the set of

theories qualifying in each category 1s so large and variegated that it



is not possible to formulate experimental tests which meaningfully 4if-
ferentiate between them. With this reservation in mind, it still scems
worth noting that we regard ocur discussion of.feinforcement as most
closely allied tc the second of thg two views. Thus our analysls is in
general accord with the theorizing of Toiman (1932) and with thé more
recent analyses offered by Estes (1969} and by Buchwald (1969).

| Our discussion of Jearning and memory is in terms of informatibn
processing concepts (Broadbent, 1963; Simon and Newell, 196L4). Accora—
ingly, we view the processes involved in leasrning as an exchange and
ltransfer of information between a number of memory storage units. The
nature of these transfers and the properties of the storage units will
be specified in some detail, but we offer no speculations about.their
inner structure or possible physiologiéal representations. In oﬁr view,
learniné invelves the transfer of information generated by séurces both
external and internal to the organism into some form of memory store that
can hold it until it is needed later. Reinforcement is the modulation
of this information flocw. A reinforcing event, in this sense, serves
two functions; Tfirst to set inlmotion the processes that cause the trans-
fer to take place and, second fo select what information is to be trans-
ferred. When the study of some item occurs in an experiment, information
associated with it is coded and transferred to the subject's memory. In
order to produce a response at a later point in timé, this information
must be retrieved via a process which involves a more or lesé active
séarch of memory. Thus the operations involved in a typical learning
sitﬁation can be divided into two classes, one associated with storage

and the cther with retrieval of information from memory. In mamny




experiments this distinction is reflected in the study and test phages
of a trial. The distinction between storage and retrieval is fundamental
tc the system, and is reflected 1n our analysis of reinforcement.
Reinforcement manipulations that affect the. storage process are the
ones most commeonly studied. Indeed, typicéally when the term reinforce-
ment Iis uged, the reference is to operations that cause information about
events which have taken place (including, perhaps, the reinforcing event
itself) to be stored. To understand how transfer is effected it is
necessary to realize that a reinforcing event plays two separate and
distinet recles in determining the storage of information: an informatiocnal
role and an attenticnal rcle. The first concerns the knowledge that is
provided by giving feedback to the subject about whether or not his
response to a particular stimulus was correct. When a subject is told
thai his response was, for example, correci, this provides the informa-
tion that he must store to assure correct performance on subseguent trials.
The,quality'bf this feedback can be varied in a number of ways, most
obviously by varying the smount of information prcvided to the subject
after an errocr. The use of a correction procedure, in which the subject
is toid the rezponse that should have been made after an error, makes
more information availsbie than does a partial correction or a non-
. correction precedure in which the correct response is not completely
specified (Bower, 1962; Keller, Cole, Burke, and Estes, 1965; Millward,
1964). The guality of information provided by the Teedback also can be
manipulated by introducing a delay hetween the subject's response and

this feedback. Under these conditiong some Information about the



situation may be lost or confused, so that the feedback information,

when presented, is of less value.

The attentional component of reinforcement in the storage process

is closely related to conventional ideas of reward. Reinforcement, in

this sense, acts to direct the subject's attention to one aspect of the

gituation and not tc others. Thus, when a reward is asscclated with
certain items presented for learning and not with others, more study may
be given to the rewarded dtems and consequentily they may be 1éarned more
rapidly (Harley, 1965a). Indeed, we postulate that this is the principal
role of incentives when presented at the time of study: to cause the
subject to attend to certain items or aspects of the situation more in-
tensely than to others.

The storage aspects cof reinforcement have received a good deal cof
study. The same cannot be said about the role of reinforcement in the
retrieval of information and the productlon of a response. Again, we
believe that these effects take at least two forms. On the one hand,
when the payoff value assocociated with a particular ltem is presented at
“the time of study, it may become part of the information complex placed
in memory and may even determine where in memory it is stored. If this
ig the case, storage for an item with a high payoff value, for example,
will be different in some way from storage of an item with low payoff.
Knowledge given at the time of test regarding the payoff value assigned
to the item, therefore, can aid the subject by indicating where in memory
to look and hence cause him to set up a more effective search. - The
other effect that reinforcement may have on retrieval 1s to dictate the

effort and time the subject is willing tc spend in searching memory.
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It often happens that the information necessary to produce a response
mey be available in memory, but for various reasons cannot be recovered
without an extended search. Presumably, when items are presented for
-test which have been assigned high payoff values, the subject will engage
in a ‘more extensive search and hence will be more likely to retrieve the
appropriate information. Unfortunately, these two effects are largely
speculative and have nct been carefully decumented experimentally. We
have, however, undertaken some preliminary studies on reinforcement
effects during retrieval which will be described later.

The main body: of this paper is divided into two sections. The first
‘develops the theoretical system, and the second deals with applications
of the theory to a number of experimental situations. The theoretical
section begins with a fairly extensive discussion of the structure of
‘human ‘memory. . Although this discussion will not explicitly consider
the.guestion of reinforcement, the nature of the reinfﬁrcing processCis
- 80 much determined by how the subject uses his memory that it cannot be
analyzed without first considering these more basic processes. As we
have noted abeve, the action of reinforcemept may be thought Qf:AiQ part,
as an attentlonal process. Accordingly, the second step in our analysis
. specifies more exactly the ways in which attention acts Within_the frame-
-work of the theory. This consideration brings us in turn to a discussion
of reinforcement.

In the second section the theory is applied to a number of experi-
ments involving the manipulation of reinforcement variabjes. The first
of these concerns simply the way in which repeated reinforcements and

their schedule of presentation bring about an improvement in performance.
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This example will also illugtrate a number of the complexities that can
plague an analysis of reinforcement; in particular, the ways in which-

the short- and long-term properties -of memory can lead tc appazrently con-
tradictory effects. The seccnd application examines delay of reinforcement,
and illustrates how this variable can have many different effects depending
on the precise conditions of learning. The role of feedback in learning
will be examined in ancther way as part of a third experiment, using a-
concept-identificaticn paradigm. Cne of the primary purposes of this dis-
cussion is to demonstrate that the actual responses made by a subject
frequently fail to provide an adequate indicator of the reinforcing pro-
cesses involved. Finally, the last set of experiments considers the ways
in which reward'magnitude can lead to selective study of certain items-

and in turn affect both the storage and retrieval of information.

Before starting cur discussion, a warning should be added. We view
reinfdrcement as a complex process and one which is derived from other,
more fundamental aspects of the learning situation. Because of this fact
the effects of reinforcement are often quite varied, both in their ap-
““pearance and in the manner by which they are preduced. Our discussion,
therefore, may well prove unsatisfactory to someone who is locking for
‘a single, unified law to explain alil réinfcrcement,phenomena. Such &

law, we feel, dces not exist.:




THEORETTCAL SYSTEM

The Memory System

| Although the theory on which our diséussion of reinforcemeﬁt will
-be based has been described in other papers (Atkinson and:Shiffrin, 1965,
1968a,b; Shiffrig and Atkinson, 1969), a brief review wiil_proﬁide a B
starting point fpr the work to be presented. This diséuésioﬁﬂwill nct
present the theory in its full detail; In pafticular, ne attempt will.?
be made to conside: all of the possible variants of the memory syétem;-
nor will explicit mathematical predictions of the theory be derived. For
these méfters, and for a déscription of the.eviaence which suppbrts.this
formuléfioh, the reader is referred to the.previously cited ﬁheﬁretical
papers and tb reports of related experimental work (Atkinsoﬁ, l§69;
Atkinson, Brelsford, and Shiffrin, 1967; Eméisford and Aﬁkinéon, 1968 ;
Brelsférd; Shiffrin;.énd Atkihsoﬁ, 1968; Freund, Loftus, and Atkinson,
1969; Phillips, Shiffrin, ahd.Atkinson, 1967; Shiffrin, l968; Thoﬁson;'
‘1967). o
- In Whgt followé the memory system will be assuméd to be divided iﬁfo
three components? a sensory register {SR), which receives informatiocn
from thé sense‘organsg é éhort-term stbfe (8Ts) wﬁich may fempofarily
ho;d infofmation thét has been_passed to it, either frém fhedsﬁ or frem
the third coﬁponent of thé éystem, the 1ong—term stofe (LTS). The LTS

represents permanent memory, and it is only here that information®™ may

#In this paper the term "information" is used to refer to codes, mnemonics,

images, or other material that the subject places in memory and that can
help him to generate a response; we wlll not.use the term in its formal
information~theoretic sense.



be retained for an extended period of time. ~All three of these stores
are capable of retaining infecrmation received from any of the sense
modalities. BSince the experiments that will be discussed in.tﬂis ?éper
are primarily of a verbal nature, né atfempt wili'be made:to éoﬂsidET
ﬁemory other.than of & 1inguistic nature. This res{riction abes not
represent a limifation of the.theory, since the sys%em can‘accémﬂodafe
other sorts oflméterial (see Atkinson aﬁd Shiffrin, 1968a, foﬁ.a ﬁore-
compiete discussion). | o

At the outset it is important to make a distinction bétween two
aspects of the proposed ﬁemory system. On ﬁhe one hand, thererare cer-
tain fixed strucfural features of the systém that ére invariant and
éénnot be modified by the subjecf, On the other hand,:the operatioﬁ of
the system is determined by a set of contrél proceséés’that may change
from one ppint in time to another. Thus,.for exaﬁple, infprmétion that
is trénsféfred froﬁ the SE to LTS must pass through 5T3 since the func-
tional connectionslbetween the three states are structural;aspécts of
the gystem. The way in which STS is used to make this transfer, however,
is alcdntrol process selected by the subject that can be guite different
in nature from one.task to the next. In one task thé gubject may usé'
STS to rehearse several items simultaneously in order to maintain them
éﬁer a short retention intervalQ whereas in another task eacﬁ ifem ﬁéy
bé étudied and coded individually in an atteﬁpt to form a méntai image.
fof long-term storage. Wé.shall return to an exémple in‘whiéh diffeféﬁt
uses of SIS are illustrated after a brief description of the cémpohents

and conirol processes. of the system. -




The interconnections between the three stores are illustrated in
Figure 1. New informatiﬁﬁ'can only enter the.systém via £he'SR; In
order to be retained it 'ﬁn_ls_t- be passed from there to STS. It is in this
store that most processing of informestien takes place. The 5T5, there-
fore, receives input not only from the SR but alsc from LTS. Information
m&y be tranéferred from LTS foVSTS, for example, during recall, during
the formation of assoclaticns while coding an item, cr during the com-
parisons of one événf_with the memory of another. Finally, information
which is to be permanently stored in LTS is "copied” infé it from STS.
Notice that the transfer of information from cne store to ancother is a
non-destructive proceés; that is, the information in the criginal store
is not lost &@s a result of a transfer per se.

In the case of visual iriiau’c, the information entered into the SR
usually takes the form.of a fairly complete image of the observed scene
which will decay in g matter of a few hundred milliseconds. The control
processeg at this level are concerned primarily with the selection of
material for transfer to STS. Much more information ig present in the
SR than it is possible to transfer to STS. For example, partial report
gtudies of visual memory (Sperling, 1960}.show that subjects are able to
recall corréctly one line of a tachistoscopically presented 3 X L array
of letters if they are instructed which line fo remember immediétely
after presentstion. If the recall instruction ig delayed by more than
a tenth of a second, the number of letters that are correctly recalled
drops sharply, indicating that information originally present in the SR

was lost before it could be transferred to 8TS.
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) Figure 1. Siructure of the memory system.
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Information entered in STS will alsc decay, but at a slower rate
than in the SR. The measurement of this decay is complicated by the::-
fact that the subject is able to retain information in 8T8 almost in-
definitely by rehearsal. Experiments (e.g., Peterson and Peterson; 1959)
which attempt to prevent rehearsal have generally indicatéed that, without
rehearsal, information in STS decays with a half-1ife on the order of
10 to 15 seconds, the exact rate being highly -dependent on the inter-
polated activity (Spring, 1968).

- Contrel preocesses assoclated with STS may be grouped into three -
classes. The first of thesé classes is assoclated with the search for
information in STS and its tetrieval. There is ewvidence that the storage
of information in STS is structured, hence that the use of a particular
search strategy may lead to more or less rapid recovery of certain aspects
of the data (Stermberg, 1966; Murdock, 1967). These search processes do
not play an important rcle in experiments of the type that we shall be
considering in this paper, so will not concern us fuxrther.

The second claés—bf control processes in 8TS is far more imporiant
in the typical learning experiment. Processes of this type inveolve the
rehearsal of items in STS in erder te circumvent their-decay.  As long.
ag information is rehearsed in STS it is preserved, but it begins to
decay as soon as rehearsal ceases. In order to formalize thig rehearsal
" process we assume that the subject sets up a buffer in' STS that can hold
a fixed number, r, of items (sée Figure 1). This buffer is not a struc-
tural feature of the system, but is set up by the subject when reguired.
The size of this buffer, when if'éxists; will depend bcth on the nature

of the material that is being rehearsed and on the learning strategy
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that the subject is currently employing. It is not necessary that every
~item which enters STS be incerporated into the rehearsal buffer. The
decision as to whether an item is to be entered into the buffer is another
.:cqntrol process and depends on, among other things, the nature of the
item and on. the current ceontents of the buffer. Since the buffer is of
fixed capacity, when an item is entered another must be deleted. The
probability that a particular item in the buffer is forced out depends

6n such factors as the age of the item, the ease with which it can be
rehearsed, etc. (Brelsford and Atkinson, 1968). Once an item has been
deleted -from the buffer it undergoes rapid decay in STS.

The third important class of STS control processes are those associl-
ated with the transfer of information to LTS. In general, whenever
information is in STS, some of it will be transferred to LTS. What 1is
-transferred, however, may vary greatly, -both in the quantity and the
guality of the resultant representation in LTS. If the major portion of
the subject's effort is devoted to rehearsal in STS relatively little-
information will be transferred to LTS, whereas 1if he attempts to develop
appropriate ways of crganizing and encoding the material, a great deal
may be transferred. For examplie, in the learning of palred-associates,
long-term performance is greatly improved if the-éubject searches for
some word or phrase that will mediate between the stimulus and the re-
sponse rather than simply rehearsing the item (Montague, Adams, and Kiess,
1966). Of course, the reduced rate of transfer to LTS as the result of
‘the generation of a rehearsal buffer is frequently offset by the greater
length of time which the information wiil reside in STS and hence be

available for transfer to LTS. The size of the buffer can also affect
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the rate.at which informetion is transferred in another way. -  All of the
items in.STS at any one time are, in a sense, competing for transfer to
ITS. Thus, when the buffer 1s large, the amount of information trans-

. ferred to LTS about each item is proporticnally smaller,

In the view: of this theory information that is stored .in LTS is not
subject to decay. Information, once stored, reméins in ITS irndefinitely.
This does not imply, however, that this information will always be imme-
diately availzbie for recall. It is essential here to distinguish hetween
.the storage of information in LTS and its retrieval. Informatien which
‘hag been stored at one time may fail to be retrieved at a later time
" either because the strategy which the subject employed to locate the
informaticn is.inadequate,-or because later learning may have resulted -

- 1in the storage of additional information that was sufficiently similar
to that stored about the item in question as to render the original in-
formation, when recovered, insufficient for the generation of a correct

~response. In general, the conirol processes which are associated with:

LTS are involved with storage and with the determination of appropriate
search routines. These will not be important in the discussion of rein-
foprcement to fellow, so the reader is again referred toc the papers by
Atkinson and Shiffrin (1968a,b) and Shiffrin and Atkinson (1969).

In the remainder of this sectlion an unpublished study run by Gecffrey
‘Loftus -at Stanford University will be described. We have three reasons
Tor presenting this experiment. TFirst, it will illustrate the continuous
palred-associate task that has been used in much of the experimental work
to be considered later in this paper. Second, it will extend our dis-

cussion of the memory system, in particular, indicating how it can be
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given an explicit quantitative formulation. Finally, the experiment will
provide an illustration of the way in which control processes in STS are
.affected by the nature of the task.

In this experiment subjects were required to keep track of a randomly
changing response palred with each of nine different stimuli. To be more
gpecific, the task proceeded as follows: At the start of the experiment
each of the nine stimuli {which were the digite 1 through 9) was paired
“with & randomly sclected letter from the alphabel. After thege initizl
presentations the experiment proper began. At the start of each trial a
rendomly chosen stimuius was presented to the subject and he was reguired
to make a respense indicating which letter had last been paired with it.
Ag soon a8 the response had been made, the same stimulus was presented
for study paired with a new response chosen at random from the 25 letters
not just paired with the stimulus. The subject had been instructed to
forget the old stimumlus-response palring and to remember only the new one.
After a brief study period this palr disappeared and the next trial was
started. 1In this menner 300 trials could be presgented during a session
lasting aBout an hour.

The motivation for Loftus' experiment was to examine how the type
of test employed to measure retention woculd affect the strategy used by

“the subject to store information.” In particulsr, strategles were to be

examined when the subject knew that he was to be tested using a recognition

“procedure, when he knew that a recall procedure was to be used, and when
he had no information about the type of test. There were, thus, three
experimental conditions: (1) Items were tested by & recognition procedure;

that is, at test a stimulus was presented along with a letter that was
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either the correect response. or another randomly chesen letter. The sub-
ject made his choice by striking either a key marked "YES" or a key merked
"NO" to irdicate whether or nob he thought that that letter was indeed
the one last paired with that stimulus. This condition will be referred
to as the recognition condition. (2) Items were tested by a recall pro-
cedure; that is, a stimulus was presented slone for test and the subject
was instructed to strike a key indicating which of the 26 letters of éhe
alphabet he thought was correct. This condition will be referred to as
the recall condition. (3) On each trial the choice of whether to use a
recognition or a recall test was made randomly with equal probability.
The data from this mixed condition must, therefore, be analyzed in two
parts, éccording'to which type of retention test was used. Unlike the
other twe conditions, when subjects were serving in the mixed condition,
they were unable to tell at the time of study how that item would be
L tested.

- Bight college students served in this experiment, each runniang for
a total of 16 daily sessions. In each session one of the three conditions
was used. . In order to allow subjects to become familiar with the appa-
- ratus and with the nsture of the test procedures, the first session was
run in the mixed conditicn asnd the data .collected were excluded from
.gnalysis.  During the remainder of the experiment each subject served in
each condition for & total of five sessions. To avoid warmup effects
during the later sessions, the first 25 trials of cach session were also
- eliminated. The resulting data consist of 1375 trials for each condition
end each subject. The experiment was controlled byka modified PDP-1

“computer which was operated on a time-sharing basis to .drive eight KE8R-33
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teletypes, one for each of the subjects. These: teletypes were used to -
present the material and to receiwe re5ponées, -The cutput from each
teletype was masked soc thatronly a single line of typed material was
‘visable tc the subject. This allowed control of the duration of the ex-
posure.émd prevented the subject from locking back to the results of
earlier trials.

Since the stimulus that was presented on a trial was chosen randomly,
the number of trials that intervened between the study of a particular
stimulus-response palr and its subseguent test was given by a geometric
distribution with parameter equal to the reciprocal of the number of
stimuli, in this case 1/9. - The data which were collected, therefore,
can be summarized. by the proportion of correct responses when & given
number of trials intervened between study and test."Weﬂshall refer to.
the number of intervening trials as the lag of the test for that item.

In IMigure 2 the proportion of correct responses at s givén lag is plotted
for each of the conditicns. There are over 1000 observations at lag

zero Tor the recall and recognition groups and about half that many for
the: two curves from the mixed condition. :The number of observations
falls with increasing lag according to the geometric distribution: men-
tioned above; thus there were only sbout 200 observations for each
condition by lag 1h. Beyond this lag, therefore, the lag curves begin
to show considerable ingtability and have not been plotted. The recog-
nition data may be separated into two subsets, depending upon whether

- the pair presented to the subject for identification was actually correct
or incorrect. In Figure 3 iag curves reflecting this distinction are

“plotied: the upper curves show the probability of a hit (i.e., of a
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- Flgure 2. Probability of a correct re5ponsé as a functicn cf the lag
between study and test for different retention-test conditions.
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PROBABILITY OF A HIT OR FALSE ALARM
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Figure 3. _Probability of a hit and false alarm as a function
" between study and test. : -
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correct identification of a.true pair). while the lower curves show the’
false alarms (i,e., the incorrect designation of a false pair as correct).
These two functions were used in the analysis 6f the recognition data
-rather than the probabiiity of ‘a correct response.

The lag curves of Figures 2 and 3 show z ccnsistent. difference be-
tween the mixed condition and the two homogeneous conditions. Whaen
serving in the recall condition subjects were able tc perform better
than. in the mixed condition. On the other hand, a greater prcpertion
of the items were correctly recognized in the mixed condition than in
the recognition condition. This result i1s also apparent in the propor-
tion of hits and, to a lesser extent, of false alarms.

In corder to interpret these results in terms of the memory system
discussed above, the assumptions of the theory must be given in a more
explicit form (for a more detailed discussion of these assumptions and
their implications, see Freund, Loftus, and Atkinson, 1969). The first
step is to clarify the conditions under which a new stimulus-response
pralr will enter a rehegrsal buffer 1in 8TS. Whenever a stimulus is pre-
sented for study, there is 2 pessibility that it will already be in the
buffer, although the response that is paired with it wiil néw be incerrect.
If this happens it is assumed that the new pairing invariably replaces
the ola pairing in the buffer. In the case where the stimulus that is
presenfed for study is not represented in the buffer_ we assume that
entfyiis not assured, but takes place with probability o The value of
the parameter a.is_hot knowﬁ in advance and will need to be estimated
Trom the data. If. the new item enters the buffer, ancther item must be

removed g0 that the buffer slze remains constant at r items,'.As mentioned
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above, the cholce of which item to delete from the buffer depends on many
factors, but for this analysis it is sufficient to assume that it is
random, with each item having the same probability of being knocked out.

The second set of assumptions that are required to make explicit
predictions from the theory involve the transfer of information from STS
to LTS. Since every iiem that is presented enters STS (although it does
not necessarily enter the buffer), there will be some minimum amcunt of
informaticon about: it transferred tc LTS. This quantity of information
will be denoted by 6'. If the item is also included in the buffer it
will reside in ST5 for a longer period of time and hence more information
aﬁout it will be transferred. In particular, we will essume that for
each trial that passes an additional amcount of information, 9, will be
transferred.* Thus, for an item which enters the buffer and resides in
it for j trials, the amount of information in LTS will be 8' + j6. For
gimplicity we identify the two transfer parameters €' and O so that the
information transferred will be (J+1)0.

Information once stored in LTS 1s postulated to remain there

*The model that is represented by this assumption may he contrasted with
a "single pulse" model in which rehearsal in STS does not induce addi-
tional information to be transferred to LT3, that is, in which &= 0

but 6 > 0 (Atkinson, Brelsford, and Shiffrin, 1967, Appendix). Evidence
for the continual transfer assumption that we have used 1s provided by a
free-recall experiment .run by Dewey Rundus at Stanford University. In
learning the list of items to be recalled, subjects were lnstructed to
rehearse cut loud as the study list was belng pregented by the experi-
menter so that the set under rehearsal after the presentation of each
new item could be precisely determined. Under these conditions the
probability of correctly recalling an item when tested was a sharply
inereasing function of the number of times thait it was in the rehearssal
buffer: items that were in the buffer for a single time periocd were cor-
. rectly recalled only 11% of the time, while items that were rehearsed
for nine or more times were always given correctly.
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indefinitely. Nevertheless, with the passage of time other information
may also be transferred to LTS which mekes the original infermation less
easy to retrieve or which renders it ambiguous once retrieved. To guan-
tify thié decrement we assume that retrievable informaticn decreases by
a proporticn 1-1 for every trial which pasges after the item has left

STS (0 <7 <1). ® In summary, the amount of information which will be

retrievable from LTS for an ditem that remained in the buffer for j t;fials
and was tested at a lag of i trials (i > j) is (j+1)9Ti—jn

The final class of assumptions specify the relationghip between in-
formaticn in LTS and the production of an appropriaste response. There
are three cases to congider here, depending on the disposition of the
iten in STS. The first of these is the case wheré fhe tegt is at a lag
of zero. It is assumed here that the correct response is always avallable
An 8TS regardless of whether the item was entered into the rehearssl

buffer or not. No error is made. Similarly, when the lag is greater

© ¥In a more precise model of memory the decay of information in STS weuld
be represented by the same sort of expeonential process that we have used’
here to describe the deterieration of information in ITS. This less of
information would be through actual decay, however, rather than through
problems of retrieval that have been pogtulated for LTS. Formally,
parameters 0" and 7" would be required, the first representing the amount
‘of information available in STS at the time when an item is knocked out
of the buffer, the second representing the rate of decay of this informa-
tion.in S5TS. The amount of information retrievable from both STS -and

LTS would, therefore, be (9’+j9)Tl"J + 9", The original amount of
information in STS would be greater than that in LTS (6" > € or €%}, but
its rate of decay would be more rapid (1" > 1) so that the short-term
contribution would become negligible while the contribution of LTS was
5till large. For the purposes of the analysis at hand, however, we can
‘assume that information in LTS becomes unavailable so much more slowly
than in 8T8, that the short-term decay factors may be 1gnored w1thout
changing the quality of the predictions.
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than zero but the item has been entered into the buffer and is still
resident in it, a cerrect response will be made with probasbility one.
Oniy in the third case, when the item is not in STS and must be retrieved
from LTS, is an error possible. The probability that a correct response
is produced here will depend upon the amount of information transferred:
to LIS, There are a number of ways in which this correspondence can be
"made; in the analysis of the experiment considered here & postulate based
on signal detection thecry was used. This equated the sensitivity param-

eter, d', with the amount of retrievable information, i.e.,

ar. = (3+1)8<77d

. For the recall data this wvalue can be converted to the probability of an
“incorrect response (Elliot, 1964) which we shall dencte by nij’ For the
recognition data the results must be analyzed in terms of hits and false
alarms, requiring the introduction of a bias parameter, c, associated
‘with the subject's tendency to respond "YES."

The final step in the analysis involves the calculaticn of the actual
probabllltles of correct or errcr re3ponses° From the assumptléns about
the probablllty that an item enters the buffer and that 1t is later foxrced
.ou't we can calcula‘te the probability tha‘c an item resides in the buffer
for exactly j trials given that 1t is tested at a lag greater than j.

This probability will be denoted as sj, Since errors may occur only
when the item.is not in the buffer (i;e,, quy_when it has resided in
fhe Buffer for a number of tfials_less than_thé‘lag) the net probgbility
ol én error 1s equal to the probability that an item remains in the

buffer J trials multiplied %y the probability of an error given this
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number of trials in the buffer, these terms. summed over values of j less
than or egual teo i. Hence, the probability of an error at lag i is

(E.) ;
PE.)= Z P
T J=O

3y

where the case of j=0 is used to indicate that the item did not enter
the buffer. The derivation of the hit and false alarm functions follow
very much the same pattern.

o The predictions of the thecry, therefore, depend on the integer-
valued parameter r and on the four real-valued parameters o, 6, T and c.
In order to estimate these parsmeters a minimum chi-sguare procedure was

-used. TFor the recall condition the cbserved frequencies of correct re-
. .sponses and of errors were compared to their predicted values with a
standard Pearson chi-square. Because the probabilities of correct
responses are not independent at different lags, the. result of this
calculation is not assured of being distribvuted as a true chi-square.
-Nevertheless, it should be approximately correct and in any case should
be nearly monotone. in goodness of fit. The set of parameters”that mini-
mize the chi-square will, therefore, be a good estimate of the true
parameter values. In order to evaluate approximetely how well a partic-
ular parameter set fits the data, the resultant "chi—squaref can be
compared with a true chi-square distribution. For this comparison, each
of the 14 points on the lag curve will contribute a single degree of
freedom toc the chi-square. Subtracting one degree of freedom for each
of the four parameters estimated (performance in the recall conditions
does not depend upon c) the total number of degrees of freedom 1s

Ih-b = 10. - In the case of the recognition condition the data consist
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of two functions,'the hits and the falise alarms. By fitting both of
these functions similtanecusly, the number of degrees of freedom in the
initial sum is doubled. Since in this case five parameters are to be
estimated, a total of 2 X 14 - 5 = 23 degrees of freedom are available.
Finelly, for the mixed coﬁdition minimization must be carried out simul-
taneously over the hits, the false alarms, and the number of correct
recalls. There are, then, 37 degrees of freedom in this chi-sgusare.

The results of these estimations are shown in Table 1. It is first

worth noting that the chi-squares are roughly on the same order as the

number of degrees of freedom, and so in every case the fit is satisfactory.

However, because the assumptions of the Pearson chi-square are not satis-
fied here, a comparison of the relative goodness of fit between the groups
may not be made.

The wvalues taken by the five parameters indicate the nature of the
differences between conditions. The changes in all of the parameters
are monotonic across the three conditions, with the mixed condition show-
ing estimated parameters between those of the two unmixed conditions.
The parameter ¢ is not too useful here since it was estimated for only
two of the conditions and since it does not differ much between them.
The parametef that changes most drematically is the size of the buffer,
r. This parameter is estimated at 1 for the recognition condition, at
2 for the mixed condition, and at 3 for the recall condition. At the
same time the prcbability that a new item enters the buffer, ¢, drops
from. 0.79 in the recognition condition to 0.53 in the recall condition.
This difference in parameters implies that in the recognition condition

subjects enter most items intc the buffer, but held them there for little

2l




Table 1

Estimates of model parameters for the
three experimental conditions

Experimentél Condition

Récognition Mixed Reééll
o | o9 073 0.53
e' 0.79 0.52 0.30
T 095 0.97 0.9
c - 0.71 6.62 *
X2 22,3 29.3 11.3
ar 23 37 10

*The parameter ¢ was not regquired for this group.
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more than a single trial, whereas in the recall condition almost half of
the items falil to enter the buffer at all, although when they do enter,
they tend to stay for a fairly long time. The mean number of trials that
an item stays in the buffer given that it is entered is r/a, which is
1.3 trials for the recognition condition and 5.8 trials for the recall
condition. A% the same time the amoﬁnf'of infermaticn about each item
that is transferred into LTS on'eagh tria1, indicatéd by the value of B,
is much larger for the recognition condition than for the recall condition.
These results may be"interpreted as characterizing two alternative
strategies that the subject caﬁ adopt tp_deal_with.the twé different
testing procedures. When the.reCOgnition test.is used, the quality of
the information required to produce a correct respbnse is fairly low.
It would, for example, freqﬁently be sufficient to code the response
letter E sim@ly és an early letter in the aléhabet.or as a vowel., In
this conditiou the parameter estimates sugéest thaf the subject choose
to concentra%e on each item when it was présented énd to fransfer as
mach information about it as possible to LTS. Althcough the guality of
this representation was probably poor and bec_ame lérg,ely ﬁnavailable at

long lags (7 = 0.95, but, e.g., 18

= 0.66), it was frequently sufficient
to determine a correct response. On the other hand, the recall cendition
required much more complete information. Apparently, in this condition
the subjects tried to maintain some items in 575 for a longer time, at
the expense of other items. A strategy similar to that used for the
recognition condition apparently transferred so little information to

LTS as to be unable to support recall. The strategy employed, therefore,

seems to be to use STS as much as possible for informstion storage
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(remember that mere short lags are present than longer lags), even though
this allewed information abeut each item to accumulate in LTS only slowly
(8 = 0.30 compared to 0.79 for the recognition group). In order to do
this some inceming items had to be skipped almost entirely. In the mixed
condition subjects appaxeﬂtly were Torced intc an intermediate strategy,
~retaining items in STE for longer than they had in the recognition con-
dition, but not for as long as in the recall condition. It is inieresting
to note that fewer errors were made on the recognition éask in the mixed
condition than in the recognition condition. = Apparently, the strategy
. gelected for the mixed condition actually was bhetter on reccgnition tests
than the strategy selected when the recognition task cnly was present.

It éeems that subjects. do not always choose the set of control processes
.which produce the best performance.¥

Aftention

It is difficult to consider the concept of reinforcement. without at

least attempting to relate it to attention.** The extent to which a .
particular event modifies a subject's later behavior is influenced by
the attention he gives to that event as much as by any reward or punish-

ment associated with it.. Accordingly, before reinforcement per se is

¥The interpretation given to the shove experiment i1s based in part on
‘the parameter estimates presented in Table 1. It should be noted that
the interpretation also depends on a detailed analysis of the sequential
properties of the data that have not been described here. - The reason
.is that such analyses are complex and reguire a jengthy description;
further, analyses of this sort.will be considered later in treating a

. similar experiment (p. 36).

**See Cuthrie (1969) for an interesting discussion of this point.
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- considered, we shall examine the ways in which attentional variables can

“be incorporated intco the framework of our memory system. We assume that
attentional variables affect this system in three different. ways, asscci-

~ated with the input of information intc the SR, 815, and LTS, .In the
next section, when cénsidering reinforcement, our interpretation of it
will be wvery similar to the third of these attentional processes: that

" asscclated with entry of information to LTS.

The first place where attention can affect information fransfer is
at the very outsét, by selecting information for entry into the SR. The
processes which determine this selection are, in general, gross hbehavioral
ones, primarily involving the crientatiocn of the subject toward sources
of stimulatior so that the appropriate sense organs are stimulated. Cnce
the sense organs have been activated, however, we assume that the ineil-
dent information will be transferred to the SR.

The attentional processes invelved in-the transfer of this informa-
tion to STS are more complex. This transfer results in a great reduction
in the amcunt of information that is processed, since only information .
of impoertance to the subject is entered into STS. Such information may
roughly be grouped into three classes which we associate with three dif-
ferent types of transfer control processes. The first class of information
transferred to ST8 relates directly to the task with which the subject is
curréﬁtl& involved,"'Thuég for.exampie;‘iﬁ reading'thisA£éxt_Qne nore or
:less éufomatically traﬁ$fefs information about the nextiwords'into 5TS
(note; however, that the eye—mbﬁements.invblved in scanning the page are
an attentional process of the first type). To account for this transfer

we shall assume that the presence of information of a particular sort in
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ST8 will induce transfer of any similar information. in the SR to take
place. It is immaterial whether the control processeg involved here are
“thought of ‘as comparing the contents of the SR to STS, or as reaching out
from STS and tracking = particular part of the SR. In any case, these
control processes allow the system to track activity in the environment
as lbng as information about 1t is maintained in STS. " The second class.
of information transferred requires a somewhat more elaborate set of
control processes. We-postulate that all .information entered into the
SR 1ls rapidly analyzed.and, as part of this =nalysis, a reference is.
made to LTS. At this stage the primary result of this reference is the
retirieval of a gquantity, the pertinence associated with the information
(Norman, 1968).  For our purposes we may think of the pertinence as a
scalar guantity with the property that information which has a high pex-
tinence is likely to be selected for transfer to STS and information - -
-which has a low pertinence is. likely to be allowed to decay without
attention. The value which i1s taken by the pertinence function will
depend on many dlfferent variables. The recency of a reference to the
informétion in LTS and the frequency with which the ‘Information has been
referenced, for example, are two such variables. The reference to LIS
and the transfer to STS tske place only after the information in the SR
has been analyzed at a falrly high level. If anything is entered inte
STS as a result of these attenticnal procegses, it will be far more com-
plicated than a sensory image and will include some of the information
recovered from ITS, for example, its context and seversl asscciations
to it. The last class of information which may be transferred from the

SR to 8TS concerns sudden changes in the environment.  We suppose that

29 .




-whenever there is a sharp discontinuity in- thHe contents of SR which is
not correlated with an obsgerving response. or other subject induced activ-
ity, there is a tendency for the new material in the SR to be transferred
te. 8TS. Tt is worth noting that these three classes of processes are
competing with each other for the limited processing capacity available
in 5T8, as well as with information that is being transferred from LTS
and information that is being maintained in STS5. What actually will he
entered depends on the relative demands of all these sources of input,
rather than on the magnitude of any one request.

The third place where attention influences  the transfer of informa-
tion is in the link between ST5 and LTS, It is clear that we remember.
a greai deal about some aspects of the environment and very 1ittle about
~others, even when we have "attended" to all of them. In dinterpreting
such effects it is not necessary to add anything to the collection of
control processes that have already been introduced. In the previous
section we noted that the transfer to LTS was influenced by any of .a
number of control processes acting on STS. The number of items. in STS,
the formation of a rehearsal uffer, or the retrieval of information
from LTS to form mnemonics are examples of these processes. We shall
rnot dwell on these attentional processes here, since they will . be dis-
cugsed. in the next section.

The Cencept of ‘Reinforcement

In the preceding two sections a theory of memory and attention has
been outlined that we believe can account for most of the results from
gimple verbal-learning experiments. In this section an attempt will be

made to.discuss. reinforcement in the framework of this system. We do.
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not think that a gingle formulestion can explasin the wvariety of reinferce-
“ment effects that have been demonstrated with human. subjects.  Rather,.
it appears that the major determinants of learning are the memory and
attention processes, and that the concept of reinforcement may best be
understoed in terms of their action. In several of the applicationsg to
be discussed in the second part cf this report, results will be presented
where the reinforcement effects appear at first glance to be quite com-
plicated. When these effecis are analyzed in terms of the theory, however,
their basis will be seen to be relatively simple. The memcry and atten-
tional processes avallable to the subject provide bounds, often guite
strict, that Iimit the set of control processes that can be used, and
thereby constrain the action of reinforcement.

In many ways our interpretation of reinforcement is guite similar
to the ideas of attention that were discussed 1n the preceding section.
Transfer of information to LTS takes place only while that information
s resident in STS., Thus, if learning is to take place, the appropriste
infeormation must be maintained in STS.for some pefiod of time.  As indi-
~‘cated before, however, STS 1s & syetem of limited capacity, and many
potential sources. of information are competing for access to it. At the
- same time that an item is being studied for later recall, processing
space in STS is also demanded by incoming stimuli-and by other items
already in STS. The extent tc which information about the item 1s suc-

- cessfully processed depends on the 1imitations imposed by the tasgk and
Lon the-strategy gelected by the subject.
The data collected in an experiment may appear to be unduly com-

plicated for another reason. The system of memory has two distinct ways
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in which information about an item may be stored. An improvement in per-
formance as a result of a study trial may be brought about either because
information is temporarily maintained  in-STS or because it 1s permanently
gstored in ITS. The relative importance of these two stores will depend
on many factors, such as the ﬁature of the task, the presence or absence
of competing stimulation, and the length of time between study and test.
The operation of reinforcement. will have an effect on both:.of these pro-
‘cesses, that is, feedback or payoff may lead the subject both to retain
‘information in STS and to try to fransfer it efficiently to LTS. Although
the term reinforcement typically is used %o refer to processes which have
an effect on the permanent stordge of information, in many experiments
these long-term effects can become confused with those due to STS. The
long-term and short-term effects may be very different from each other.
In the next section, for example, we shall consider an experiment in
which the effects of a series of dimilar stimuli on the storage of infor-
‘mation in LTS agree with predictions from classical interference . thecry,
whereas the effect on the contents of STS is exactly the opposite. -The
overall behavior is, of course, a mixture of long- and short-term effects
and thus, at first analysis, appears to show inconsistencies. TIn short,
we do not feel that it is possible to study reinforcement variables with-
out first making & careful analysis of the role of the two types of memory
in the learning situaticn.

There are actually at least three sets of centrol processes by which
information can be maintained in memory for later use. If the information
is to be used immediately and then can.be digearded, the subject may

choose to simply maintain as much of it as possible in STS via rehearsal
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without any attempt to transfer it to LTS. With such a strategy the sub-

~Ject will be highly accurate at short lags, but performance will drgp
rapidly to chance thereafier. The second type of strategy also_involveé
maintenance cof information in STS via rehearsal, but this time in_;esser
quantity sc that an attempt can be made to transfer it to LTS. .Again_
performance will be good at short lags, but now items tested at long ds—
lays will not experience as 1§rge a drop in performance. Finally, the

~subject may attempt to code the information and store it in LTS as it
comes along without maintaining i1t in STS for any length of time. This
get of control processes usually involves the retrieval of information
from LTS to help generate a more robust image er_permaQent storage,
usually by forming associlations or by the use of mnemonic devices. The

.choice of which Qf.these control procesges to use is usually not freely

-avallable to the subject. The nature of the material that is presented
frequently restricts. the possibilities or even dictates exactly the
methed that must be used. The dynamics of the information processing
that goes on in the three cases is different, however, and so the effect

~of an external manipulation will depend on the particular control pro-

- cesses that are used. In a later sectlon con reinforcement magnitude.we
will see a case where a seemingly minor change in the stimuli led to a
change in study procedure, which in turn resulted in vastly different
reinforcement effects. An analysis of the information transfer aspects

~of the situation is necessary before the role of reinforcement can be
understocd.

In spite of the restriqtions that have been set forth in the pre-

vious paragraphs, we shall now consider a general description of the
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reinforcement process. This formulation should not be thought of as an
exact statement of the action of reinforcement, but as an outline which
is freguently modified in its specifies. This description is, basically,
an expectancy interpretation of reinforcement, and a& such is in the
tradition of the ideas set forth by Tolman (;932) and by Brunswik (Tolman
- and Brunswik, 1935).. Eésentially, 1t consists of two components:.first,
the formation of a prediction {and possibly the production of a respénSe)
based on the étimulus input and on correlated Information retrieved from
memory, and second, the comparison of this prediction with subsequent
events. Tt is the result of this comparison that determines whether
information about the episode will or will not be transferred to LTS.
As noted in the section on attention, the transfer of information
about an external event to STS involves more than simply a transfer from
‘the SR to STS. In particular, a referénce to LTS is required to generate
& pertiﬂence measure, and some of the recovered information will be en-
tered into STS along with information from the SR. This information,
“along wilth other information that may be retrieved later from LTS, is
uged by the subject teo select a response 1f cne ig necessary. In addition,
thig information sllows the subject to generate an expectationlor pre-
diction ébout the events that will follow the stimulus. Any response -
that is'required is based on this prediction, but the predictiocn usually
_ ié more elaborate than may_be.inferred from the cbservable response.
When the outcome evént in question cccurs, it is compared with this pre-
diction. The extent to which the outcome fails to agree with the
prediction determines the degree and nature of the study the item receives.

Usually.large discrepancies between the prediction and the outcome dispose
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the subject to apply contrel processes that maintain the relevent infor-
mation . in TS and induce the transfer of information to LT5. The infor-
mation which ig transferred is primarily associated with those components
of the predictionrthat.wére most deviant from thé'éctual outcome. The
‘result is to reduce the disparity betﬁeen,the outcome ana infofmétidn'
now stored in LTS so.fhat if the same stimulus and outcome were to be
presented again, the discrepancy would be smaller than fheIOriginal'oné,*
This special analysis simplifies considerably.fhe Tactors that are
involved in causing informstion to be maintained in STS. It is important
to realize that STS is a system of limited capacity and that many potential
- sources of information are competing for access to 1t. At the same time
thét a comparison between a prediction and an outcome indicates a dis-
'crepahcy, the prOCESsing capabilities'of STS will also be demanded by:
external inputs and by other information that ié already resident in STS.
Whether the item in qﬁestidn-Wiil'actually receive sufficient processing
in STS to have an effect.on later performance Will.depend upon the task
in progress, the nature of the competing items,'and any éontrol processes
" which may predispoSe'the system to treat information of one type and not
of énbther° This dynamic aspect of shori-term proceésihg isg respeonsible
for many of the effects of reinforcement, and we shall return to it in
several of the applications that will be considered in the remainder of

thig paper.

*The above hypothesisg is similar to several other theories that have
‘been proposed. The noticn that the condition under which learning tekes
place involves & discrepancy between a prediction and an outcome is quite
close to the expectancy hypothesis developed by Kamin (1969) and by
Rescorla (1969). In the restriction of the stored information to that
necessary to eliminate an observed discrepancy, our theory is similar

to the discrimination net models of Feigenbaum and Simon (Feigenbaum,
1963) and Hintzman (1968). In this respect it also bears a resemblance
to dissonance thecry (Festinger, 1957; Lawrence and Festinger, 1962).
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EXPERIMENTAI RESULTS

In this sectlon the results of a nurber of experiments are considered.

Hopefully, these experiments will.help to elarify the role of the various
stores,and control processes and illustrate how reinforcement variables
..(g.g“, the magnitude of reinforcement, the schedule of reinforcement)_or
the delay of its presentation) may be interpreted. 1In the original re-
::ports where these experiments were first described, they were given some
form of quantitative aﬂalysis in terms of the theory. The details of
these analyses can be found in the reference articles, so cur discussion
will be of a2 more qualitative natureﬁ We hope that this simplificetion
will allew us to cqnsider the problems of reinforcgment without becoming
_,involved in guestions of mathematical notation and proct.

Number of Reinforcements and Thelr Presentation Schedule

The first experiment is a fairly direct application of the theory.

~ to paired-associate learning (see Brelsford, Shiffrin, and Atkinson, 1968,

for a more complete treatment). It'illustrates the Way in which & serigs

_Qf reinforcements can act to build up the strength of a representation

in LIS through the successive storage of information. Basically, ﬁhe

same continuous paired—associate task that has already been described

in connection with the Loftus experiment above is employed, although

with several modifications. A new set of eight stimuli (random two- g;
digit numbers) were chosen at the start of each session and were used

' throughout.the session. .As in the Loftus experiment, the res?onsés were
letters of the:alphabet, Each trial of the experiment began with the

pregentation of a.stimulus to which the subject had been instructed to
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respond with the most recently paired letter.  This stimulus was chosen
. randqmly from the set of eight stimuli sc the lags between siudy and test
‘rweiegagaiﬁ,diétributed geometrically with perameter 1/8. FOiiéwiﬁg his
feééoﬁse, the subject was gilven three seconds to study_theiéiimuiﬁ; paired
with a response. This ended the trial. Unlike-thé'Loftué-experiméht;the
study phase of the trial did not aslways involve paixing é'ngﬁ respénsé:
with the stimalus. A stimuius—reééonse pair might be giveﬁlone,itwo,j
three, or four reinforcements, the probabilities of these frequencies
being 0.3, 0.2, 0.h, and 0.1 reépectivelyu Thus a gtimulus selected fbr
two réinforcements would be studied with the same response following fhe
first test, but after the second:test & new response would be introduced.
;Thisiprocedure cbntinﬁéd.for 220 trials per session. Bach subject.waé
~ run for atjleaét'lo sessions.

As in the previous experiment, the principal finding can be ex-
pressed in the form of lag curves (Figure 4), Separate curves are
.presented showing the probaﬁility of & correct response, depending upon
the number of prior reinforcements. Hence, there 1s a lsg curve for
stimulus-response pairs tested after one, two, and three reinforcements.
By the nature of the presentation schedule, the number of observations
at each point declines with increasing lag, and also with increasing
number of reinforcements. Since at the time a subject was tested on an
item, he had no way of knowing whether that item would be studied again,
the first test of every item could be used in plotting the lag curve Tor
one reinforcement. Similarly 70% of the items received two or more re-
inforcements and therefore contributed to the second lag curve. Oaly

in the case of four reinforcements (which involved only 10% of the items)
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PROBABILITY OF A CORRECT RESPONSE
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Figure 4. Observed and predicted probabilities of a correct response as

a function of lag for items tested follow1ng thelr first,
second, or third reinforcement.
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were the freguencies too small to permit stable curves to be plotted..
The three curves in Figure L4 show a resemblance in form to the‘lag_curves
obtained in Loftus' experiment. . In particular, the curve for one eein—e
forcement in quite simllar to the comparable_curve for the Loftus recall
- group. The curves in Figure 4 also indieate_that the propertionrof errors
at a given lag decreaged as more reinforcements were given,
In order to account for the effects of multiple reinforcements, only

a few minor changes need be made in the model used to analyze Loftus’
data. As before, it is assumed that if alstimulue is presented for study
.. paired with a new regponse and the stimulus Is one of the r items cur-
rently in the rehearsal buffer, then the subject will simply replace the
cld response with the new one. - Otherwise, no change ig made in the con-
tents of the buffer. The case of an item which is not in the buffer at
the time of presentation is somewhat more complicated,*_ Whenever. the
stimulus for such an item is presented for test, the subject must reﬁrieve
information from LTS in .order to make a response. Agaln we assume that
the amount of available information can be represented as a d' measure
for that item. On the basis of this information the eubject generates

a regponge, in this case his prediction about the_outceme of the trial,

Accordingly, we postulate that whenever the response is correct (indicating

*¥The analysis used here is not quite identical to that used by Brelsford,
et al. (1968, p. 6), the principal change being in the mathematical form
. BT'EEe response generation postulate. The quantitative predictions of
the two formulations are virtually ideanticar; the one that is presented
‘here is more in line with our current thinking regarding reinforcement.
In.the version of the theory used by Brelsford, et al., the parameters
have slightly different meanings, and hence have values somewhat dlf—

ferent from those estimated for the Loftus experiment.
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a good correspondence between the prediction and the outcome), the item
~w1ll not receive additional study and hence will not be placed in the-
bulfer.® Whenever the correspondence is gmall (an error is made), the
item will enter the buffer with probability ¢ The probability of fail-
ing to enter the buffer, l-o, represents the combined effects of the many
sources of competition in STS that may take precedence over entry of an
item; for example, the presence of a naturally compatible stimulus-réesponse
pair or of an'easily rehearsablé combination of items in the buffer.

Once the item has entered the buffer, however, we assume that transfer

to LTS takes piace in the same manner as digcussed hefore: for every trial
in the buffer an amount of information € is transferred to LTS. Every
trial in which the item is absent from STS results in a proportion 1l-%

of the information in ITS becoming uravailable for recovery and response
production. Like the fecall condition in the previous experiment, the
predictionsg of the theory depend on the four parameters: v, @, 9, and T.
To make these estimations the same type of pseudo-chi square procedure
empioyed in the Loftus study was used here, this time simultaneously on
all three lag curves and also on the double lag curves presented in

Figure 5. From this minimization a set of parameters was found which

¥We are ignoring here the fact that when no information can be retrieved

.about an item, for example, on an early trial, it may be entered into
the buffer regardless of whether the guess whlch took place was correct
‘or not. It would not be difficult to modify these postulates to include
this, for example, by introducing & ‘threshold parameter and sssuming that
whenever the amount of information retrieved is less than this threshold,
entry to the buffer is attempted. In the present experiment, where the
guessing probability was only 1/26, the introduction of such a process
would make almost no change in the predlctlons, and Would not warrant
the new parameter. '
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‘generated the predicted curves shown in Figures L and 5 and in the sub-
sequent figures, The estimated buffér size was r = 3. . e

The lag curves of Figure b give a good idea of the general rate of =

learning, but they are not the best way to look at the effects of rein-
forcement, These effects are better examiﬁed by looking at sequenfial
p;opgrtigs of ﬁ@e data, £h§t is, at the effects of one reinforcement on
a later one. Ac?ordihglyg*in thé next few paragrapﬁé we consider.a numbe r
of differeﬁt summaries of the data, and show how they are prédiqtéd By

the theory. -

The first set of results to be examined relates the lag between the
first study and test of an item to the performance on the second test.
In particular, the presentation of an item with two or more reinforcements

can be represented as follows:

Som:nzest ‘lag a First test lag b Second test
first study on p """ and N NN and
new item gecond study some study

Thisg describes a new pair that is studied, then first tested at lag a,
is studlied again, and next tested at lag b. We wish tc look at the way
in which the results of the second test depend on lag a, with lag b
held roughly constant. Plots of this relation are shown in Figure 5.
FPor lag b > O these curves are bow shaped, with fewer correct responses
when lag a is either small or large. As would be expected from the
curves in Figure 4, more errors are made when lag b is large than when
it is small. It is relatively easy to see how these curves are pre-

dicted by the model. TFor small wvalues of lag a, little information will
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Figure 5. Observed and predicted probabllities ol a correct response
az & function of the spacing between the first and second
reinforcement (lag a) and the lag between the second rein-
forcement and the final test (lag b). '
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be transferred to LTS during the interval between trials, sc the primary
effect of the first reinforcement is tc increase the likelihoqd that the
pair is in STS when. the second reinforcement occurs. This will slightly
. inerease the probability of a correct response, particularly at short
lag b. For somewhat longer values of lag a this effect is coupled with
the transfer of & considerable amount of information into LTS before the
second study. Thus a facilitative effect of the first reinforcement is
expected even when the item has been deleted from the buffer before the
second test. Finally, when lag a is very large, the item will almost
certainly have departed from the buffer and much of the information that
had been depesited in LTS will have become unavailable (in this experi-
ment the estimate of 7 was 0.82, so the retrievable information in LTS
‘had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first
and second. reinfeorcement of a stimulus-response pair was examined. In
~this paragraph we shall again consider the effects of the lag between
two successive reinforcements involving the same stimulus; however, in
this case the two presentations represent the last occurrence of one

palring and the first occurrence of a new pairing:

Some test Final test L First test
and 1eg & and lag b of new item
| final study [T~ first study N2 and
of an item : of new item | some study

Here a stimulus-response pair is given its last study and tested at

lag'a° A neﬁ're3ponse is then paired with the stimulus and is given
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its Tirst test at lag b. The predictions for this case are somewhat
surprising and are worth examining closely. If the item is not in the
buffer at the end cf lag a, it should have no efiect on whether the new

. pairing is studied or nct. If the previous stimulus-response pair is

in the buffer, however, it should have a facilitative effect on the new
learning, since the new item is now guaranteed to enter the buffer. In
this case the probability of a correct response on the new item should
be relatively large. Unfortunately, the presence of the pair in the
rehearsal buffer is not an observable event, but it is probabilistically
related to the occurrence of an error and to lag a. In particular, if
an error was mede on the final test of the cld item, we knew that it was
not in the buffer,. and therefore pfedict that the probability of a cor-
rect response on the new item, when tested later, will be independent of
lag a. When & correct response is made on the old item, it may be 1in
the buffer, and furthermore, it is more likely to be in the buffer if
lag a is small. In this case small values of lag a should be assoclated
with fairly large probabilities of a correct response, and that these
probabilities should fall with increasing lag a. Note that this pre-
diction is quite different from what would be predicted by interference
theory, since it assoclates good performance on a transfer task with
good performance on original learning. This prediecticn, however, seems
to be well-supported by the data as indicated by the functioﬁs plotted
in Figure 6. In this figure, unlike Figure 5, the results have been
averaged over all values of lag b. Three sets of curves have been
.plotted, depending upon whether the item given on trial n+at+l received

its first, second, or third test. It is interesting to note that the
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magnitude of the differenée betweeﬁ the -correct and the.érror.data_de;
clines as the number.of prior reinforcements increases. 'This maf be
attributed to:theffagt that the facilitation is purely a. result df'study
in STS, and that this study takes place only when the subject's prediction
-based on LTSrinfofmation is incorrect. When several reinforcements have
been given, tﬁere is a greater likelihood that the item will be cdrrectly
reéovered from LTS, and hence that no rehearsa; in STS wili take place.
Accordingly, the proportion of.correct reSPOﬁses that occur because the
item was maintained in STS decreases, and With it the size of the facili-
tatiqn effect. It sﬁould also be noted that the probability of & correcf
response to the new ditem, conditional on a correct respcnse to the old_
one,'appears'tb fall;systematicaily beiow the ﬁrediction when a léﬁg lag
intervenes between the two study %rials, This éffect, which is e#actl& |
“the opposite of the oné observed_at short lags, is evidence for thé |
acfivity of more conventional intérferemce processes in LTS. Items that
are correctly recalled'at long lags are likely to have'been recovered
from a good répresentation in.LTSn Apparently.thié strong trace inter-
feres with the estébiishmgnt of a new frace based on the‘same stimulus.
Addifional evidence for thege interference effects will be presented in
Figure 8. |

The laét two results to.be considered involve the effects of a o
sequence cof similar or dissimilar stimuli andfprovide further evidence
for same of our postulates aboﬁt study efiects in STS. Consider a series
of consecutive trizls all involving the same'stimulué, but in which the
regponse paired with thé stimulus on the final“study frial is different

from that on the immediately preceding trial. The theory predicts that
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the longer the string of presentations, the more likely it is.that the
fiﬁal item when eventually tested will be correctly recalled. This is

g0 because the probability tﬁét_a palr containing the stimulus,is in;the
rehearsal buffer inéfeéseé‘wi%h the sequence of zero-lag presentatipﬁs,
On each successive trial of this sequence a pair containing the stimilus
may be entered into the buffer if it is not already there, and if there
are no competing items to force it out. The fesulting effect 1s shown

iﬁ Figure 7. In this figure the probability of correétly recalling-{he
last item of a series of trials all involving the same sfimulus (gveraged
over all test lags) is plotted as a function of the length of the series,
As expected, this is an increasing function, and falls quite closé to

the ?redietefd fun;tién, No.t‘é".tk'lat_ again this effect is quite the opposite
of pfedictions frdm é.tra&ifioﬁéisinterferencé.éhe;ry;L”Such a theory
would predict that the repeated présentafions would interfere proactively
with the new péir and that this would decrease”the probability of re-
sponding correctly to the transfer item. It is important to realize that
these effects are the result cf activity in ST8 and say nothing about the
nature of interference in ILTS. Indeed, the long-term effects appear to
be the cpposite of the short-term effects. Figure 8 shows the probability
that, on the first trial of a new item, the response that had heen cor-
rect on the previous occcurrence of the stimulus is given instead of the
current correct response, The probability of these intrusion errors is
plotted as a function of the lag at which the new item is tested (the
three curves depend on the number of times that the previous pairing had
been reinforced). Intrusion errors were more frequent when the previous

item had been given several reinforcements than when. it had received
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~ Figure 7.

Observed and predicted probabilities of a correct
response ag & function of the number of consecutive
preceding items using the same stimulus.
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only a single reinforcement. This more typlcal proactive effect is ap-
parently assoclated only with long-term storage.

A series of consecutive trials using the same stimulus, as indicated
in the preceding paragréph, tend to cause thaf sfimulus to be entered into
the rehearsal buffer, but will not cresate any further disruption of other
items in the buffer. On.the other hand, a series of items with different
stimili produce maximum disruption, since.each of them will have some
probablility of heing entéred}ihto the buffer. To illustrate this effect
we can examine the way the items which intervene between study and test
of a given item affect the probability of a correct response. In partic-
ular, supposé‘that the test of an item following its kth study occurs
at lag x. We will look at the caée.where all of-the.x intervening items
invelve the same stimulus and the case where they involve all differént
gtimuli, predicting that the all-game condition will produce better per-
formance than the all-different condition. TFor each of the three values
of k this prediction is supported (Figﬁre 9).

This experiment has-illustrated the way in which the theory can be
applied tc show increases in LTS strength as a result of a series of
reinforcements. It has also_shown a simple way in which the corres-
pondence between the subject;s prediction and the outcome of a trial can
determine rehearsal patterns. Finally, by considering the sequential
properties presented in the last five figures, evidence has been given
which supports our particular two-process formulaticn of memory.

Delay of Reinforcement

The second experiment to be considered examines one of the most

confusing issues in the area of human reinforcement; that of its delay.
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It appears fhat 2 delay in the feédback\of informétion.éboﬁﬁ‘érrésﬁdnse
‘can have many,diffe?ént effects. Some-studies (Gréenspoon and Foreman,
'1956; Saltzman, 1951) have indicated that é deléi.will impair 1eaxning,
others show no effeéf.(Bilodeau and Ryan, 1960; Bourne, 1966; Hockman

énd Lipsitt, 1961),‘and gtill others appear téTshoW a facilitativé éffect
of delay (Buchwald,.1967, 1969; Kintsch and McCoy;.196h). We shéil
attempt te show that any of these effects can bhe accommodated,by ﬁur
'analysis end will_discuss_an éx?erimént (Atkinson, 1969) in which éil
-of these effects were obtained as the resuit of éeveral fairly simple
.‘_manipulatiorns° |

The basis of this experiment was. a continuous paired—associa%e task

:éimilaf to ‘the one just described. - The stimgli were randomly genérated
cénsonant‘ﬁrigrams and were paired Witﬁ Sihgle—digit responses from 2 to
"9¢ Every Stimulus—response palir received betﬁeen 3-andg 7 reinfofcements,
:with each pair being equally likely_to receive any numbef-of reinforce-
- -ments within this range. A stimulus was used only once during the“gourse
~of the experiment, that is;’'a stimulus trigram would reéeive several
étudy and test triéls Withiatparticular response number, and then wQuld
never be used again. The major difference between the presentatibn.
schedule in this experiment_énd those discussed earlier concerned.the

lag structure. Sixteen diffefent stimuli were active at any time. The
sfimulus that was presented, however, ﬁas'nbi chosen at random from this
set, but only from the six stimuli that had not been presented on the
previcus 10 trials. Thus; the iinimum possible fést lag wainO and the

mean lag was 15 items.,
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- The experimental manipulation in this experiment invelved assigning
each stimulus-response pair to one of 14 conditions. This assignment
‘was made rendomly for each pair, but was the same for-all reinforcements
of that pair. All conditions were run simultanecusly; that is, the set
of items that were active at any time Iincluded ones assigned to many dif-
Perent conditions., The 14 conditions resulted from combinations of three
independent variables affecting reinforcement: (1} The first of these.
variables was the delay itself. The presentation of the stimulus was
terminated by the respcnse, then the feedback (reinforcement) appeared,
either immediately or following a delay of 3, 6, or 12 seconds. (2)
During this delay the subject was either allowed to do -as he pleased or
wag instructed to count backwards from a randomly selected 3-digit number.
These conditicns will be referred to as the no-count and the count condi-
tions. (3) The feedback consisted either of the correct digit response
presented alone or of both the stimulus trigram and the correct response.

Thege conditions will be referred to as the feedback-only and the stimulus-

'plus~féedback conditions. In either case the duration of the reinforce-

ment was four seconds. When the delay is zero, the count and no-count
“conditicns are the same, hence only 1M conditions are possible, instead
of the 4 X 2 X 2 = 16 conditions which might be expected.

The primary dependent variable considered in the experiment was the
proportion of correct responses averaged over trials 2 through 7 (the
initial trial, of course, was a random guess and has not been included
in the average). In Figure 10 this proportion is plotted as a function
of the delay for the varicus reinforcement conditions. This figure shows

all three of the trends. which were mentioned sbove: the count, feedback-
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cnly condition shows & drop in the mean proportion correct as a function
of delay; the count, stimulus-plus-feedback condition shows no effect

of delay; while both of  the nco-count cconditions show an improvement with
delay.

In interpreting the effects of reinforcement delay here it is im-
-portant to realize that the roles of rehearszl and of LTS are guite
different in this task than they were in the twe previcus experiments.
The presentation schedule was constructed so that there was elways a
substantial lag between successive appearances. of an item. Because of
this it was not practical for the subject to use a rehearsal buffer to
maintain information uwntil a response was reguired--toc many of the items
‘which intervened between study snd test would have to be ignored altogether.
Instead, subjects were forced to rely primerily cn LTS as a source of
informaticon storage. In such a case subjects usually do not form & re-
‘hearsal buffer, but instead try to code each item as it is presented,
“and then turn their attention to the next item when it appears. The use
of unique &nd relatively unfamiliar stimuli for each pair also increased
the likelihood that this ccding scheme was used.

The results of the count conditions are now fairly simple to inter-
pret. The counting procedure had the effect of preventing rehearsal of
informatien in STS, in particular, the subject eould not readily remember
the stimulus that was presented throughout the course of the delay period..
Thus, in- the feedback-only condition, the subject would frequently be
unable Lo remember ithe stimulus by the time feedback was presented and
would, therefore, be unable to assceiate the stimulus-response pair.

In such a case the probability of a correct response would drop toward
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chance as the likelihcod increased that the stimulus could not be remem-
béredz that is, as the Qdelay interval increased. In the stimulus-plus-
feedback condition forgetting the stimulus during the delay perlod should
have no effect since both members of the pair would always be available
at the time of study. The counting task would, however, prevent any -
other processing from occurring during this interval, so the delay would
be expected to have no effect at all.

In the no-count conditicns the subject should have no preblem in.
retaining the stimulus in STS during the delay intefval;.consequently,
there should be_np differences between the stimilus-plus-feedback and the
feedback~enly conditions. In fact, the'délay interval can be spent in
pfocessing information in such a Wa& as to meke later LTS storage easier
aﬁd more efficient. There are several ways in which this can be doneg
for example, the subject mey engage in some ‘sort of pre-processing of
th.stimulus, such as generating images or mnemonic:éodes.which will aid
.in efficient storage once feedback is provided. Furtherﬁore, after
several reinforcements have been presented, the subject may be able to
recover the response from LIS and recognize it as the correct one before
the feedback is presented. He canhthen use the delay interval to further
study the item. ZEither of these twc processes can generate the increasing
delay function that was observed.

Atkinson (1969) has described the amount of information which was
transmitted to LTS by each reinforcement by an increasing exponential
function for the no-count conditions and by a decreasing exponential
function for the count conditions. These functions have been used to

generate the predictions shown in Figure 10. Although the sort of
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sequential investigations illustrated by Figures 6 through 9 have not .
been made,. the. overall accuracy of these predictions support the
interpretation.

Concept Identification

In the fellowing section the theory will be applied to a concept—
identification paradigm in which the effects of reinforcing events. are
guite different from those that have been discuésed go Tar.  The concept-
identification task reguires the subject to observe a series of stimuli.
and to classify them, one by one, into a Iixed set of categories. Fol-
lowing each response, the subject is told the correct classificatlion of
the stimulus and it is this feedback that gives rise to learning. . The
concept-identification procedure differs from the paired-associate pro-
cedure in that the classification-depends systematically on some.property
(or properties) of the stimuli. This means that once the subject has
solved the problem and has learned the rule by which they are classified,
he will be -able to classify novel stimuli correctly.. There are, of -,

. course, an almost indefinitely large number of possible stimulus prop-
erties and rules that can be used to partition the stimuli. - In the
experiment to be discussed below we shall treat only z very few of these

.pessibllities, those where the stimuli are compoged of orthogonal binary

. dimensions and where the classification rule depends on only one of

_these dimendicns. . The preocedure for the experiment that will be dis-
‘cussed (for a complete treatment see Wickens, 1969) will show these
crestrictions mere. clearly.

Subjects were seated before a teletype keyboard and saw stimuli

projected on a screen in front of them. These stimull were pictures . .
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which were constructed to vary along twelve different dimensions. Each
of these dimensions, or attributes, of the pictures, could take on either
of twe different values, only one value in each picture. One set of
stimuli, for example, consisted of line drawings of houses in which the
dimensions were represented by one or two windows, by a chimney on the
left or on the right, and by ten other distinctions. From the twelve

‘attributes a total of 212

= 4096 distinet stimuli could be constructed.
VThe riles usged to determine the correct classifications were based on .
exactly one of these attributes; all stimuli for which that attribute
took.one value falling inte one of two categeries, all stimull for which
it took the other wvalue falling into the other category. As each stimulus
was presented}IthE'subject indicated his cholece of category by pressing
the zero or the one key on the keybecard and was informed of the correct
alternative by indicator lights mounted gbove the keyboard. A series of
'-éuch trials were presented to the subject, the series continuing without
interruption for the duration of a session. Whenever the subject had
correctly identified the relevant attribute, as . indicated by a string of
12 consecutive correct responses, he was signaled that the current prob-
lem was complete and was immediately started on a new problem, using a
"rule based on cne of the 11 attributes that had not just been used. -Sub-
‘Jects were run for two hours per day for five days. The number of problems
solved by a subject during the experiment ranged from 53 to 115. During
the first 25 problems or so subjects showed improvement. After this peint,
however, the number of trials to solution remained approximately constantf
. The analysis to -be discussed below 1s based on thig stable,. asymptotic

data only.
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The analysis that we shall make of concept-identificatien is. based

upon the general idea of hypothesis testing. {Bower and Trabasso, 1964;-
“Restle, 1962). We assume that the subject solves concept problems by
formuilating hypotheses:about the “rule that determines the elassification,
then observing the seguence-of clagsified stimuli to see; whether the .
hypothesized rule:is supported;or not. A rule which is cconsistent with
the true ¢lassification will enable the subject to respond cerrectly and
thereby to.solve .the prcblem, whereas a.rule that is. inconsistent will
- cause errors.to be-made. When an inconsistenecy sppears, the subject will
abandon the rule under test and select a new one.. It is apparent that
~this sort-of solution is composed of two.different processes: the selec-
~tion.of:rules and their test. This dichotomy will represent: an important
—part of our analysis of the role of reinforcement in concept-identificaticn.
“We. assume. that initislly there is a set of hypotheses which the . -

subject considers to be potential sclutions to the problem and which he

“ wishes to test. The size of this pool depends:on the nature of the task

.~and'on the subject's familiarity with it. -In his . first attempt to:. golve
a2 concept-identification probliem a subject may have a large set of hy-
potheses which he views as possible, many of which are quite. complicated
and cannot be the true sclution to the preblem. . In the case of the |
“experiment mentioned above, in which considerable practice was given

and -the subject was adapted to the task, the set of hypotheses may rea-
sonably be ildentified with the set of attributes of the stimuli. In
the following discussion we shall speak of sampling attributes, indica-
ting the specific nature of this experiment. One may, however, think .

of this as sampling f{rom & pool of much more general hypotheses.
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When solving.a concept-identification problem:we assume that the
_subj6ct gtarts by choosing a sample of r attributes from.the total set

and maintaing them in STS. by rehearsal. The matching :of the values . taken
~by these -attributes to the two response-alternatives is -assumed:tc show
local congistency (Gregg and Simon, 1967), .that is, the assignment is

made in such a way as to bé:consistent with the outcome of the last trial
“that has tsken place. By comparing this:assignment to thewvalues that-
these attributes take in a rew stimulius, ‘the subject makes several pre-
dictiong regarding the cutccome of the new trial. Each.of these predictions
is based on one attribute in the sample: If the value of this attribute
“is the same as the value it took in the previoug stimulus, then the same
‘¢lassification is predicted; if the value is different, then the clagsi-
“Tfication is predicted to change. If more:than®two attributes are sampled,
it is possible ‘that the set of predictions may have internal inconsis-
tencies, since-each attribute may be varied independently of the others.
‘The subject's c¢lassification response is generated from these predictlons
“in -some manner or other.  The ectual method.of generation is not crucial
to our analysis: he may choose a prediction at random, may select the
- ‘response indicated by the largest number of predictions, or may use. any
5f several other strategies.

- "The cutcome of the trial provides confirmation of scme of these pre-

dictions and disconfirmation of others, implying that those atitributes
on which incorrect predictions were based are no longer tenable candldates
for the solution.  Accordingly, these attributes are dropped from the
rehearsal buffer. On the following trials this process is continued,

either until the buffer is emptied or until the probiem,is solved, in
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the sense that only one attribute is being considered -and this is the
correct one. If the buffer is emptied, the subject is forced to draw a
new sample of attributes for testing. Here, for the first time, LTS
bhecomes important. While the first set of atiributes wag being tested,
information about them was being transferred to LTS. Now when resampling
is {aking place, this informaticn in LTS may allow the subject to avoid
resampling those attributes which have already been tested and rejected.
Resampling of an attribute that has already been tested may take place,
but only when information about that attribute cannot be recovered from
LTS, either because only a small amcunt of information was originally
transferred or because of a failure of the search process. As more and
-more samples are drawn there will be a greater and greater likelihood -
that the correct attribute will be selected and the problem solwved.

The formulation of concept-identification learning gliven here is
similar to a number of those which have been discussed in the literature,
although it is not identical to any of them. In addition to the refer-
ences mentioned above, Trabasso and Bower have presented models in which
gquestions of the delay of resampling (Trabasso and Bower, 1966) and the
size of the test sample (Trabassc and Bower, 1968) have been discussed,
‘while Gregg and Simon (1967) have considered a series of models which
make a number of different assumptions about the selection of new hy- .
potheses for test. ALl of these models, however, are different from
our model in one critical respect, for they assume that the cccurrence
of an incorrect response causes the whole sample to he eliminated and
redrawn. In contrast to this assumption,; our theory makes a clear dis-

tinction between the effects -of information feedback and - the effects-of
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reward. The important wariable in determining what learning tzskes place
is not whether the overt response was correct or in errcr, but rather the
way in which the variocus predicticons about the attributes were confirmed
or disconfirmed.  Since the subject can make a response that is not con-
sistent with some of his predictions, it 1s possible for these predictions
to be disconfirmed,. and therefore rejected, at the same time that the
response ig correct. Only in the case where the buffer size is one (i.e.,
only a single attribute is under test) will the reward and information
feedback aspects of the reinforcement be equivalent.

The fact that resampling does not take place on every errcr is
central tc our analysis of the role of reinforcement in this situation.
It .is relatively easy to demonstrate that this cannot cccur as frequently
as do errors. ITf resampling is postulated to teke place afterevery error,
the rate of learning for preblems based on a particular attribute is in-
dependent of the value of r.and can be represented by the probkability
that no more errors follow a given error, that is, by the probability
that the correct attrilute is both selected for rehearsal and is used
as -the basis for response generation. This scolution probability can be
estimated frem the number of errors required to solve the probiem. IT
my is the mean number of errors to solve problems based on the iJCh attri-
bute, then the solution probability for that attribute, ¢y, can be
estimated as follows (Restle, 1962):

é‘n_l
17 oml
l.

The cils should form a probability distribution over the set of attri-

butes. Using data from repeated problems for & typical subject, Wickens
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(1969) was able to determine Gi for all twelve attributes in the stimulus.
These estimates summed to i;SEIWhiCh was sigﬁificanfly larger than the
maximum value of 1.0 that would be permitted for a £rué probability dis-
tribution. The conclusion must be that the subjectlwas learning more
rapidly than_could be accounted for by a process that depended only on
whether the fesponse was:cdrreét or not. Subjects mist have used re-
hearsal buffers Wifh slzes that were greater than one and must have
depended on dutcome—infqrmatiéh to adjust the contents of STS.

In his treatment of the data from this experiment Wickens used a
somewhat simplified version“of the LTS postulate put forwsard in the pre-
-ceding paragraphs;Lindeeq, he did“not separate his énalysis into short-
and long-term éompdnents as we_have done. He asgumed that all items
contained in-a.particulég sampié;ﬁeﬁé unavailapléﬂto the next £ samples,
where £ = 0, 1, 2, ..., and that this value of £ was constant for all
attributesu*. Using.thesé éssﬁﬁptions he was able to derive the distribu-
tion of the trial of last error and of the total number of errors,
parametrized by combinations_df:r and £. Figure'll presents predictions
for the mean trial of 1ast error and compares‘thgm with the observed
mean trialsof‘last error for each of the 45 subjects who served in the
experiment. The cbserved means are plotted as a histogram at the bottom
of the figure, while the predictions are plotted along four short axes;

a separate axis for r = 1, 2, 3, or 4. DPoints along these axes indicate

*¥The model that we have proposed above would predict that items from the
gseme sample could remain unavailable for different lengths of time, and
that these periods should depend upon the number of trials that the at-
tributes resided.in the rehearsal buffer.
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Figure 11.

5 ' 10 ' 15
MEAN TRIAL OF LAST ERROR FOR INDIVIDUAL SUBJECT

Freguency distribution of the mean trial of lagt error for individual
"subjects on a simple 12 dimensional concept-identification problem.

Upper axes show theoretical predictions for four buffer sizes
{r=12,2, 3, 4) and an appropriate range of delays in sampling
replacement. g : '




values of 4. For example, there were three subjects whose mean trial of
. +ast error over all problems fell between 9.5 and 10.0. Mean trials.of

last error in this range are predicted by strategles in which r = h_and

£

0, 1n which r = 3 and 3:: 1, or, to reasonable accuracy, in which

]

r=2and £ = 4. Tone of the strategies with r = 1 would be satisfactory
for these subjects since, even with perfect long-term retention (£ = 11),
& mean trial of last error smaller than about 12 would be extremely un-
likely. It is épparent from Figure 11 that there is a very large spread
in the cbserved data and that no single set of parameters can adequately
account for all of the subjects. It is clear, however, that subjects
_with low values for the meanutrialqof last error were using strategies
which required an r of at least 3 cr h,_and which made significant use
of LTS. The presence of these subjecis who used rehearsal buffers of
larger than a.single attribute is again evidence for our contention that
it is the confirmation of predictions about the attributes rather than

the reward of a response that dictates the course of learning.

. Magnitude of Reward

The amount of reward assoclated with a correct regponse. or the
punishment assoclated with an error are variaples that have not received
a.great deal of systematic consideration in human learning. In general,
the studies that have examined amount of reinforcement have varied the
degree of information feedback made available to the subject after his
response (e.g., Keller, Cole, Burke, and Estes, 1965) or the amount of
time that he is given to study the item (e.g., Keller, Thomson, Tweedy,

. and Atkinson, 1967). When reward megnitude has been considered, however,

- the extent of its effects seem to depend upon whether reward conditions
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have been compared between or within subjects. A series of experiments
by Harley (1965a,b) illustrate this cleariy. He ran subjects in a paired-
~assoclate experiment using an anticipation procedure to learn CVC pairs.
Inecentive was provided for scme pairs by telling the subject that he
“would receive 25¢ for each one that he correctly anticipated on a later
friai. In one experiment (1965b) Harley tested for the effects of this
reward in an absclute manner by cbﬁparing two groups'of subjects’ one’
gfoup received 25¢ for every correct anticipation, whereas the other
group received no rewards at éllo' The rate of learning for these two
groups ﬁas virtually identical (Figure 12). When both reward values
were used éimﬁltanedusly with the same subject, half of the pailrs receiv-
ing a reward and half not, the rewarded items were correct significantly
more often (Harley, 1965a). As Figure 12 indicates,fthis'effect‘appears
to take the form of an improvement in performance on the revarded items
and a decrement in performance on the unrewarded items when compared to
either of the absolute groups. This intérpretation is’ placed in some’
doubt by a later experiment (Harley, 1968) which suggests that the. reward
effect should be attributed primarily to pdorer performance on the low
:incentive items rather tharn to an improvement on the high incentive items.
'iﬂ any case, these experiments indicate that the relative reward was the
important variable, ncot the absolute mégnitude of the reward.

In the system of reinforcement considered here, the reward associ-
ated with an item can influencerperformance only by altering the way in
which information about the item is processed 1n STS. With this view it
'ié relatively easy to see why absclute rewards may nof be important.

The subject in a typical vgrbél-learning experimenfris usually motivated
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DIFFERENTIAL LOW ——Or—
ABSOLUTE HIGH = = ==
ABSOLUTE LOW — O

TRIALS

Iearning éurves fdr high and low rewarded Péiréd—aséociate
items tested with both reward values present at, the same
time (differential procedure) or with values presented

.alone (absolute procedure)., -Data is replotted frem L4-second

groups in Harley (1965a,b).
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- to perform well, even in the absence of monetary incentive. The wey in
which. information is processed in STS will . he determined primerily by_ |
the nature of the test material and by theﬁétructurerof_the eiperimen{,
IA,difference in the absclute reward level will not make very much changé
:in this scheme. When items with different reward values are presented,
however, they may receive different treatments within the same generai .
schemé; In particular, for tasks in which a rehearsal buffer is set up,
the effects of differehtial rewards will be reflected in the relative
.probabilities of entering an item into the buffer or of deleting it oncé
entered. Thus high reward items would be more likely to receive study
than low rewérd items, and so Woulé be_leérned‘béttera When only a
single level of reinforcement is present,'howevgf,wéll_items are equaliy
likely to receive study, regardless of the level of reinfofcement, Thé-
: overall rate of Iearning in either case will be det-ermined‘.by the na't.ure
 of the material. to bé learned and will not depend on the reward.

We havé said that the effects of reward are determined by differ-
ences in fhe processing of high and low value items in STS. If this is
‘the case, the nature of the reward effect should be influenced by the
.presence or absence of a rehearsél buffer. When a buffer is used, differ-
ential processing of high and low value items can occur easily, since
high point items may be entered intc the buffer with a higher probability
than low point items, while low point items (if recalled as such) may be
more likely to be deleted from the buffer., On the other hand, if a codlag
strategy (similar to the one induced in the delay of reinforcement study)
-is used, each item wilil be studied as it is presented and there will be

relétively little opportunity for an effect of reward magnitude to appear.
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Fortunately, 1t is possible to predispose the subject to use either a
rehearsal or a coding strategy by a fairly simple experimental manipula-
tion. This effect has been demonstrated cléérly in an experiment by
Atkinson, Brelsford, and Shiffrin (1967) using two groups of subjects in
a_continuous palired-associate task in which Qumber-letter pairs were
glven.single reinforcements. In one group a fixed set of stimull was
used,,pairing.newtresponses with eéch:stiﬁulué throughout the course of

& sessicn. In the second group each stimulus was used only fo: a single
pair, then retired. For the Tirst group they obtained clearly separate
lag curves by vearying the number of pairs that the subject was required
to keep track of at any point in time; for the second group therelwas no
effect of this manipulation on the lag curves. This difference is readily
explained by assuming that subjects ip the first group set up a rehearsal
cbuffer, while subjects in the second group attempted te code each item
during the interval before the presentation of the next pair,*

An experiment which locks at reward effects while manipulating the
stimuli in_this‘way has been conducted by Kirk Gibson at Stanford Uni-
versity. The paradigm of this experiment was, in general, similar to
those that we have already asnalyzed. BSubjects were seated at teletypes

and were presented with a series of psirs to be learned. The stimuli

were. CVC trigrams and the responses were the letters of the alphzabet.

*¥In their original paper Atkinson, et al. (1957, p. 295) interpreted the
difference in the two conditions by agsuming that for the second group
items were maintained in the buffer even after they had been tested. In
light cof later evidence, it now appears that this explanation is unreal-
istic and that the results may be more reasonably explalined, as we have
done, by the failure to form.a buffer..
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Each pair received only a single study and a single test. Two groups of

subjects were run: In the fixed-stimulus condition a set of nine &timuli

were selected at random at the start of each session and were used through-
out that session. After each test in this condition, the same stimulus
was presented Tor study palred with a new response. The second group of

subjects was run in a variable-stimulus condition, In this condition the

itém.just tested was permanently discardéd and a new stimulug-response
pair was preseﬂted during the study phase of the trial. As in the fixed
group, however, the subject was trying to keep track of only nine stimilus-
response palirs at any given point in time. The same random presentation
schedﬁle‘émPIOyed in most of the other experimehts was used, so that the
test lags were disfributed geometrically beginning with lag zero.

The second aspect of the experimeﬁt concerned the reward values
assigned'to the pairs. As cach new item was presented for study, a vaiue
of either il, 22, or 99 peints wds randomly assigned to it (i.e., each
of these three values was equally likely to appear). The values were
assigned indepéndently for each item; in particular, a stimulus in the
Tixed group could receive different reward values when paired with dif-
ferent responses. The subject was told that if he correctly recalled
an.item, its points would be credited to his score for the session. At
the time of test the subject was not shown the point value associated
with the item. Indeed, subjects were given no immediate feedback on
their accumulation of pointe, although at the start of each session they

~were informed what percéntage of the.total possible points had been ob-
ﬁgined during_ﬁhe previous session. The subjects were paid for partici-

pation in the experiment in proporticn to this percentage.
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'The results of this experiment are shown in the form:of lag curves

in Figures 13 and 14. For the fixed-stimulus group (Figure 135 there
was & marked difference between performénce cn the 99 point itéms and:Qn
the. othexr two types of items, although there was not a stgfi;ﬁiéélly
. significant difference between the 22 and the 11 point iéemgi Iﬁ contrast
'to_these resuits there were no differences ambhg the paycff conditions‘
.-fdf.the variable—stimulgs.procédure (Fiéure ). Apparentiy, vafying the
stimﬁlinﬁéé sufficignt to eliminate the basis for gﬁf.reward effect.

- Thé.?eSQiﬁS‘Of this experiment are in éécord‘with our view of learn- .
ing and ;éwafdl As indiéated by Sﬁbject reports at the conclusién of %he
‘ expefiment, the variable-stimulus pairs (a unique stimulus trigram and.
response letter) were fairly easy to code on an item by item basis. For
Jthis méteriai, however, the subject experienced difficulty if he t;ied
to maintain~se§eral‘iteﬂs siﬁulta@eously in 8T8 #ia~:¢hearsa1,i Siﬁce it
was much easier for the‘subject t§ code thelitems than to maintain a re-
héarsal buffer, he tended to study each item when it was_presepted and
then turn his attention‘to the'next item. Using this strategy every
item will be studied and the point values wlll not play an important
role in the amount of informaiion transferred toc ITS. Consequently,
littie or no effect of reward value should be observed, ag indeed was

the case for the variable-stimulus procedure.

On the other hand, for the fixed-stimulus procedure, the set of
stimuli quickly became very familiar, and subjects report that it was
easy to set up a rehearsal buffer of three to five items. Coding, how-
ever, is much more difficult for this preocedure, since it ig almost

impossible to generate non-~competing codes for the same trigram paired
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"PROBABILITY OF A CORRECT RESPONSE

99 POINT ITEMS

22 POINT ITEMS

LAG

Figure 13. Probability of a correct responée g a function of lag for

items receiving different amounts of reward. The stimuli
were a fixed set of trigrams.
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| PROBABILITY OF A CORRECT RESPONSE

- 11 POINT ITEMS -
Lo et
0. 2 4. 6 8. 10 12 14

LAG
Figure 14. Probability of a correct response as & function of lag for

items receiving different amounts of reward. A unigue

stimulus trigram. was used for each item.
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~ with many different letters during the course of a session. For this
- group, then, several items will be maintained in STS at any given time,
and it will be e¢asy to give preferential study to an item in the buffer
by ignoring another item just presented. Similarly, a high poinﬁ?itemi
- will almost always be entered into the buffer at the expense_ofﬁsome item
that is already there. Thus the reward values will deterﬁiﬁe-wﬁich items
are studied and_for how lpng'they are méintained;- Accordingly, a reward
| effect is pfedicted for.the fixed-stimulus procedure, as was observed.
| We do not want to argue from these results that a reinforcement
effect cannot be obtained using the variable-stimulus procedure. If
sufficiently large rewards are offered for correct responses to certain
: items, then there is no doubt that they will receive additional study,
probably both by rehearsal and by coding. The point that we feel iz im-
.portant here is that with the particular payoff levels used in thg study,
a marked difference in reinforcing‘effects appeared between the fixed-
and variable-stimulus procedures, two procedurss which in a logical sense
place identical demands:on_a subject. Althcugh both'pfocedures require
the subject to keep track of the same number of stimulus-response pairs
at any given point in time, the particular nature of the stimulus material
caused different methods of study to be used, and in turn made reinforce-
ment effects evident in one case and not in the other. This is another
example where a given reinforcing operation can lead to markedly dif-
ferent effects depending on the particular information processing
requirements of the learning task.

One of the surprising results in the experiment ig the high accuracy

of recall for the variable-stimulus condition. Although there was no
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effect of the réward,rthe overall proportion of correct responses is
gapproximately at the same level as the 99 point items for the fixed-
stimulus group. Further studies are currently in progress tQ7iﬁvesti—
.gate the exact form.of the 8T8 structure that is =set upJfor thié conditiéno
It is neot possible to make a direct compariscn of rewardeﬁ and unre- 
warded performance Wifhin this study. Some Sort.of comparison.can be
.made , howevgx, bétween another of Gibsoﬁ's groups and a groqp from the
experimént by. Loftus reported_in the first part.of-fhis-péperﬂ Thé group
in guestion used a fixed-stimulus précedure, but with the digits 1 through
9 ag stimuli- instead of trigrams. This ﬁ%ocedure is exactly the same as
thé.recall-alone condition of the Loftus study, except for the presence
of rewards. If these rewards are neglected, performance in the two ex-

-periments 1s almost exactly the same; 1f the three reward values are

- ~combined, the mean lag curve.is indistinguishable from that observed by

Loftus. The unréwarded responses of the recall-alone condition fall
roughly between the ltems which had been given high and iow incentives
(Figufe.lB); In this figure the 11 and the 22 poiht items ha%e veen
combined,:hence.each data point in.this curve.includes epproximately
twice the number of observations as the corresponding peint in the high
reward curve (this means that the average of the two curves does not lie
midway between them; in fact it falls almost exactly on the curve for
the recall-slone group). While hardly conclusive, this comparison again
suggests that thé 99.point items have been given additional study at the

expense of the low-point items.
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Probability of a correct responee as a fuhction of lag for

items: receiving different amounts of reward. The stimulil
were a fixed set of numbers. The recall-alone condition,

.which received no reward, has been replotted from Figure 2,
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Effects of Reinforcement on Retrieval

Throughout this paper & distinction has been made between storage- .
and retrieval processes-in learning. As noted in the introduction,..this
digtinetion is also relevant to an analysis of reinforcement,: The appli-
cations considered so far have been primarily concerned with how rein-
forcement influences the study of items, hence the storage of information.
The reason for not turning sooner to retrieval aspects of reinforcement
is that there are few if. any experiments dealing specifically with this
topic.

In an attempt to remedy this state of affairs, we have initiated
some experiments in which the reward associated‘with paired-associates_
has been manipulated both at the time the item is first studied and later
at test. None of these experiments are yet cemplete, but we want toc pre-
sent some pilot data from an experiment by Gecoffrey Loftus which illustrate
some effects of interest.  This experiment employed a continuous memory
task that was almest identical to the fixed-stimuius procedure described
.in the section on reward magnitude {p. YO)ﬁ The stimuli were the digits
from-1 te 9, and the responses were letiters of the alphabet. Each new
stimuius-response item was assigned a value of either 11, 22, or 99 points.
When an item was presented for study, however, its point value was not |
always displayed. For about half of the items nc information abeut the
reward was given at this time; the subject was instructed that the items
for which no point values appeared had, nevertheless, been assigned cne
~of the three values ai random by the computer controlling the experiment
and that these values would cqunt,in his total score for the sessionn.

Similarly, when the Items were tested, thelr reward value might or might
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not be displayed. Again, the reward value was presented on about half '
of the tests. The presentation of the reward value at test was inde-
pendent of whether the reward had been presented during study; thus the
subjects might receive information about the rewards assigned to a par-
- ticular item at the time of study, at the time of test, at both times,
or at neither time. If e reward velue was presented at study and test,
then the same value appeared both times.

Some preliminary results from.this study are presented in Figure 16.
The graph gives the proportion of items correctly recalled, averaged ovexr
all test lags,.as.a function of the presentation schedule and reward value.
The mean latencies of correct and error responses are alsc shown. As in
‘Gibson's experiment there was very little difference between the 11 and’
22 point items, so these have been grouped'together as low-value items.
‘The two points on the left of the graph aré for the conditions in which
the subject was informed during study that he was being shown a high
(iueq, 99) point item. One of the observations (HH) shows the results
when the reward information was also presented at test, the other (H-)
when. it was not. Similarly, the three middle points (-H, --, -L) are
' associatea with conditions in which no: reward was pregented at the time
of study, while the two right-most points (L-, IL) give results for items
studied with a low point value (11 or 22}, Although all test lags have
been combined in this Tigure, the general form of the results appears to
be the same at both short and long lags.

. The majdr effects in Figure 16 are due to the reward values displayed

during study. Items that were assigned 99 points at study had & higher

probability of being recalled than items for which no reward value was
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Figure 16. Probability of a correct response and latency of correct
and error responses as a function of reward information
given at study and test. The first letter in the condition
label designates reward at study, the second designates
‘reward at test; H indicates 99 point reward, L indicates
11 or 22 point reward, - indicates that no reward informa-

' tion was given. = o W h B L
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assigned. These items were, in fturn, better remembered than the low
point items. The explanation that we offered for Gibson's data in the:.
- previous section ig consistent with these findings if items with an un-
specified'reward are assﬁmed fo feceive a level of study intermediate
between that given te high and low point items;

In the introduction two ways were mentioned by which reinlorcement
could aid retrieval. The first of these suggested that the reward value
asgociated with an item might_act as a cue to fécilitate the retrievall
of information from LTS. This.preliminary daéa provide 1ittle‘support
for this hypothesls, for there is no indication that items for which thé
reward value was presented on both study and test are better recovered
than those that received reward only at the time of study. This result
indicates that in this experiment the reward had negligible cue value.
The second potential effect of reward on reirleval receives more support;
namely, that a subject would be willing to spend more time in attempting
to retrieve items that had been aséigned a high‘value than items that
‘had been assigned low values. Tﬁis effect is quite clearly shown in the
latency of incorrect responses, particularly for the conditions in‘which
the reward va;ue'had not beenéidentifiéd during study (i.e., conditions
-H, --, and -L). The latency of errors shows the same effect for the
two conditions where point values were presented during. study, although
not t§ a$,marked an'éitent, Curiously, this effect is fotally lacking
in both:thé 1étenéy and prchability of a correct response. These results
suggest thét either the subject was able to retrieve an item without

much difficulty (with a latency of sbout three seconds), or else no
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recovéry wag possible. When an item could not be recovered, the addi-
tlional search time spent on items with large reward values was not of
much help.

These results must be regarded With gome caution. The amount of
data represented is not éreat, and it is 1ikely that the specific charac-
teristics of the task are not optimum for demonstrating retrievel effecis.
The fixed-number procedure that was used is one which almbst invariably
leads the subject to set up a rehearsal buffera' Indeed, éeveral of the
subjects reported heing able to successfully set up a nine-item buffer
by visualizing the responses arrayed in a. 3 X 3 matrixf. The process of
Irétrieving items from the buffer is a falrly simple one and invariably
will Jead to a correct resydnse° . Items that are recovered in this.man-
.her'will.not contribute to any effects of reinforcement on the recovery
cf the iteﬁ; We would expect that more substantial effects will be
observed in-a task in which the subject is forced to put greater reliance
on LTS. Nevertheless, an effect of reinforcement on retrieval time was
clearly evident in this study, showlng,.as expected, an incentive effect.
This effect.would not be predicted from.a théory that assigned fo rein-
forcement only the rele of strengthening connectioens; it.ils, however,
.consistent with the view that reinforcement acts to direct attentioﬁ and

to control information flow.
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CONCLUDING REMARKS

In this paper we.have attempted to present é fheoretical framewofk
within which to view the phencmena of reinforcement. Basicall&, the
Tramework involves an account of learning énd éttenfion in terms of the
étorage of information.in memofy and its subsequént retrievaiv Reinfofce-
ment is the modulation of this inférﬁation flow as it influencés bgth
storage and retrieval.prdcesses. It 1s bﬁf belief tﬁét a given‘rein—.
foreing operation can have many different.and of'ten seemingly contra-
dictory effects depending on the particular study and fest procedufes
that are used. In order to iliuétraté some of these effects, the theory
was gpplied to resulfs frém several different experimental paradigms; |
Thése applications, we hope, havé demonstratea the general principles by
ﬁhich the transfef of information in memory is confrollea and.éﬁaped by
reinforcement.

It is unfortunate fhaf our discussién of reinforéement cannof be
summed up in thé form of a set of simple statements. Statemeﬁts of this
type, such és that of.the léw of effecf, do not providé a éohsistent and
unambiguous explanation of the range of réinforcemenf phenoména that ﬁave
been obsérvedu If the effeéts of”reinfégcemenf are analyzed“in the con-
text of an informatioﬁ processing thecry of the type.outlined.in this

paper, we believe that they will appear relatively orderly énd consistent.
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