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INTRODUCTION

The purpose of this paper is to offer a theory about the role of

reinforcement in human learning, and to evaluate the theory against data

from several different types of experiments. It should be emphasized

that this analysis is restricted to human learning. Our discussion of

reinforcement will be based on a more general theory of memory (Atkinson

and Shiffrin, 1968a) that has been derived primarily from results of

verbal-learning experiments. The remarks that we shall make about rein­

forcement have not been applied outside of this context, and accordingly

we are unwilling at this time to extrapolate the analysis to animal

learning.

In his discussion of the law of effect, Thorndike (1931) proposed

two alternative views regarding the nature of reinforcement. One view,

which he favored, assumed that the action of a reinforcement produced a

direct and automatic strengthening of stimulus-response associations.

The other view, which Thorndike considered and rejected, postulated that

reinforcement did not affect learning per se, but rather determined the

choice of a response once the sUbject recalled the relevant events that

had occurred on preceding trials of the experiment. These two alternative

views have been maintained in the literature since that time, and much

research has been done in an attempt to determine which is the true state

of affairs (for an excellent review of this research see Postman, 1962).

This distinction may be useful in a general way to categorize theories

of reinforcement, but it is becoming increasingly clear that the set of

theories qualifying in each category is so large and variegated that it
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is not possible to formulate experimental tests which meaningfully dif­

ferentiate between them. With this reservation in mind, it still seems

worth noting that we regard our discussion of reinforcement as most

closely allied to the second of the two views. Thus our analysis is in

general accord with the theorizing of Tolman (1932) and with the more

recent analyses offered by Estes (1969) and by Buchwald (1969).

Our discussion of learning and memory is in terms of information

processing concepts (Broadbent, 1963; Simon and Newell, 1964). Accord­

ingly, we view the processes involved in learning as an exchange and

transfer of information between a number of memory storage units. The

nature of these transfers and the properties of the storage units will

be specified in some detail, but we offer no speculations about their

inner structure or possible physiological representations. In our view,

learning involves the transfer of information generated by sources both

external and internal to the organism into some form of memory store that

can hold it until it is needed later. Reinforcement is the modulation

of this information flow. A reinforcing event, in this sense, serves

two functions; first to set in motion the processes that cause the trans­

fer to take place and, second to select what information is to be trans­

ferred. When the study of some item occurs in an experiment, information

associated with it is coded and transferred to the subject's memory. In

order to produce a response at a later point in time, this information

must be retrieved via a process which involves a more or less active

search of memory. Thus the operations involved in a typical learning

situation can be divided into two classes, one associated with storage

and the other with retrieval of information from memory. In many
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experiments this distinction is reflected in the study and test phases

of a trial, The distinction between storage and retrieval is fundamental

~o the system, and is reflected in our analysis of reinforcement,

Reinforcement manipulations that affect the storage process are the

ones most commonly studied, Indeed, typically when the term reinforce­

ment is used, the reference is to operations that cause information about

events which have taken place (including, perhaps, the reinforcing event

itself) to be stored, To understand how transfer is effected it is

necessary to realize that a reinforcing event plays two separate and

distinct roles in determining the storage of information: an informational

role and an attentional role, The first concerns the knowledge that is

provided by giving feedback to the subject about whether or not his

response to a particUlar stimulus was correct, When a subject is told

that his response was, for example, correct, this provides the informa­

tion that he must store to assure correct performance on subsequent trials,

The quality 'of this feedback can be varied in a number of ways, most

obviously by varying the amount of information provided to the subject

after an error, The use of a correction procedure, in which the subject

is told the response that should have been made after an error, makes

more information available than does a partial correction or a non­

correction procedure in which the correct response is not completely

specified (Bower, 1962; Keller, Cole, Burke, and Estes, 1965; Millward,

1964), The quality of information provided by the feedback also can be

manipulated by introducing a delay between the SUbject's response and

this feedback, Under these conditions some information about the
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situation may be lost or confused, so that the feedback information,

when presented, is of less value.

The attentional component of reinforcement in the storage process

is closely related to conventional ideas of reward. Reinforcement, in

this sense, acts to direct the sUbject's attention to one aspect of the

situation and not to others. Thus, when a reward is associated with

certain items presented for learning and not with others, more study may

be given to the rewarded items and consequently they may be learned more

rapidly (Harley, 1965a). Indeed, we postulate that this is the principal

role of incentives when presented at the time of study: to cause the

sUbject to attend to certain items or aspects of the situation more in­

tensely than to others.

The storage aspects of reinforcement have received a. good deal of

study. The same cannot be said about the role of reinforcement in the

retrieval of information and the production of a response. Again, we

believe that these effects take at least two forms. On the one hand,

when the payoff value associated with a particular item is presented at

the time of study, it may become part of the information complex placed

in memory and may even determine where in memory it is stored. If this

is the case, storage for an item with a high payoff value, for example,

will be different in some way from storage of an item with low payoff.

Knowledge given at the time of test regarding the payoff value assigned

to the item, therefore, can aid the subject by indicating where in memory

to look and hence cause him to set up a more effective search. The

other effect that reinforcement may have on retrieval is to dictate the

effort and time the subject is willing to spend in searching memory.
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It often happens that the information necessary to produce a response

may be available in memory, but for various reasons cannot be recovered

without an extended search. Presumably, when items are presented for

test which have been assigned high payoff values, the subject will engage

in a more extensive search and hence will be more likely to retrieve the

appropriate information. Unfortunately, these two effects are largely

speculative and have not been carefully documented experimentally. We

have, however, undertaken some preliminary studies on reinforcement

effects during retrieval which will be described later.

The main body of this paper is divided into two sections. The first

. develops the theoretical system, and the second deals with applications

of the theory to a number of experimental situations. The theoretical

section begins with a fairly extensive discussion of the structure of

human memory. Although this discussion will not explicitly consider

the question of reinforcement, the nature of the reinforcing process is

so much determined by how the subject uses his memory that it cannot be

analyzed without first considering these mOre basic processes. As we

have noted above, the action of reinforcement may.be thought of,in part,

as an attentional process. Accordingly, the second step in our analysis

specifies mOre exactly the ways in which attention acts within the frame­

work of the theory. This consideration brings us in turn to .a discussion

of reinforcement.

In the second section the theory is applied to a number of experi­

ments involving the manipulation of reinforcement variables. The first

of these concerns simply the way in which repeated reinforcements and

their schedUle of presentation bring about an improvement in performance.
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This example will also illustrate a number of the complexities that can

plague an analysis of reinforcement; in particular, the ways in which

the short- and long-term properties of memory can lead to apparently con­

tradictory effects. The second application examines delay of reinforcement,

and illustrates how this variable can have many different effects depending

on the precise conditions of learning. The role of feedback in learning

will be examined in another way as part of a third experiment, using a

concept-identification paradigm. One of the primary purposes of this dis­

cussion is to demonstrate that the actual responses made by a sUbject

frequently fail to provide an adequate indicator of the reinforcing pro­

cesses involved. Finally, the last set of experiments considers the ways

in which reward magnitude can lead to selective study of certain items

and in turn affect both the storage and retrieval of information.

Before starting our discussion, a warning should be added. We view

reinforcement as a complex process and one which is derived from other,

more fundamental aspects of the learning situation. Because of this fact

the effects of reinforcement are often quite varied, both in their ap­

pearance and in the manner by which they are produced. Our discussion,

therefore, may well prove unsatisfactory to someone who is looking for

a single, unified law to explain all reinforcement phenomena. Such a

law, we feel, does not exist.
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THEORETICAL SYSTEM

The Memory System

Although the theory on which our discussion of reinforcement will

be based has been described in other papers (Atkinson and Shiffrin, 1965,

1968a,b; Shiffrin and Atkinson, 1969), a brief review will provide a

starting point for the work to be presented. This discussion will not

present the theory in its full detail. In particular, no attempt will

be made to consider all of the possible variants of the memory system,

nor will explicit mathematical predictions of the theory be derived. For

these matters, and for a description of the evidence which supports this

formulation, the reader is referred to the previously cited theoretical

papers and to reports of related experimental work (Atkinson, 1969;

Atkinson, Brelsford, and Shiffrin, 1967; Brelsford and Atkinson, 1968;

Brelsford, Shiffrin, and Atkinson, 1968; Freund, Loftus, and Atkinson,

1969; Phillips, Shiffrin, and Atkinson, 1967; Shiffrin, 1968; Thomson,

In what follows the memory system will be assumed to be divided into

three components: a sensory register (SR), which receives information

from the sense organs; a short-term store (STS) which may temporarily

hold information that has been passed to it, either from the SR or from

the third component of the system, the long-term store (LTS). The LTS

represents permanent memory, and it is only here that information* may

*In this paper the term "information" is used to refer to codes, mnemonics,
images, or other material that the subject places in memory and that can
help him to generate a response; we will not use the term in its formal
information-theoretic sense.
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be retained for an extended period of time. All three of these stores

are capable of retaining information received from any of the sense

modalities. Since the experiments that will be discussed in this paper

are primarily of a verbal nature, no attempt will be made to consider

memory other than of a linguistic nature. This restriction does not

represent a limitation of the theory, since the system can accommodate

other sorts of material (see Atkinson and Shiffrin, 1968a, for a more

complete discussion).

At the outset it is important to make a distinction between two

aspects of the proposed memory system. On the one hand, there are cer­

tain fixed structural features of the system that are invariant and

cannot be modified by the subject. On the other hand, the operation of

the system is determined by a set of control processes that may change

from one point in time to another. Thus, for example, information that

is transferred from the SR to LTS must pass through STS since the func­

tional connections between the three states are structural aspects of

the system. The way in which STS is used to make this transfer, however,

is a control process selected by the subject that can be quite different

in nature from one task to the next. In one task the subject may use

STS to rehearse several items simUltaneously in order to maintain them

over a s'hort retention interval, whereas in another task each item may

be studied and coded individually in an attempt to form a mental image

for long-term storage. We shall return to an example in which different

uses of STS are illustrated after a brief description of the components

and control processes of the system.
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The interconnections between the three stores are illustrated in

Figure 1. New information can only enter the system via the SR. In

order to be retained it must be passed from there to STS. It is in this

store that most processing of information takes place. The STS, there­

fore, receives input not only from the SR but also from LTS. Information

may be transferred from LTS to STS, for example, during recall, during

the formation of associations while coding an item, or during the com­

parisons of one event with the memory of another. Finally, information

which is to be permanently stored in LTS is "copied" into it from STS.

Notice that the transfer of information from one store to another is a

non-destructive process; that is, the information in the original store

is not lost as a result of a transfer per se.

In the case of visual input, the information entered into the SR

usually takes the form of a fairly complete image of the observed scene

which will decay in a matter of a few hundred milliseconds. The control

processes at this level are concerned primarily with the selection of

material for transfer to STS. Much more information is present in the

SR than it is possible to transfer to STS. For example, partial report

studies of visual memory (Sperling, 1960) show that subjects are able to

recall corr~ctly one line of a tachistoscopically presented 3 X 4 array

of letters if they are instructed which line to remember immediately

after presentation. If the recall instruction is delayed by more than

a tenth of a second, the number of letters that are correctly recalled

drops sharply, indicating that information originally present in the SR

was lost before it could be transferred to STS.
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Information entered in STS will also decay, but at a slower rate

than in the SR, The measurement of this decay is complicated by the

fact that the subject is able to retain information in STSalmost in~

definitely by rehearsal, Experiments (e,g" Peterson and Peterson,1959)

which attempt to prevent rehearsal have generally indicated that,without

rehearsal, information iri STS· decays with a half~life on the order of

10 to 15 seconds, the exact rate being highly dependent on the inter­

polated activity (Spring, 1968),

Control processes associated with STS may be grouped into three

classes, The first of these classes is associated with the search for

information in STS and its retrievaL There is evidence that the .storage

of information in STS is structured, hence that the use of a particular

search strategy may lead to more or less rapid recovery of certain aspects

of the data (Sternberg, 1966; Murdock, 1967), These search processes .do

not play an important role ·in experiments of the type that we shall be

considering in this paper, so will not concern us fUrther,

The second class of control processes in STS is far more important

in the typical learning experiment, Processes of this type involve the

rehearsal of items in STS in order to circumvent their decay,· As long

as information is rehearSed in STS it is preserved, but it begins to

decay as soon as rehearsal ceases, In order to formalize this rehearsal

process we assume that the subject sets up a buffer in STS that can hold

a fixed number, r, of items (see Figure 1), This buffer is not astruc­

tural feature of the system, but is .set up by the subject when required,

The size of this bUffer, when it exists, will depend both on the nature.

of the material that is being rehearsed and on the learning strategy
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that the subject is currently employing. It is not necessary that every

item which enters STS be incorporated into the rehearsal buffer. The

decision as to whether an item is to be entered into the buffer is another

control process and depends on, among other things, the nature of the

item and on the current contents of the buffer. Since the buffer is of

fixed capacity, when an item is entered another must be deleted. The

probability that a particUlar item in the buffer is forced out depends

on such factors as the age of the item, the ease with which it can be

rehearsed, etc. (Brelsford and Atkinson, 1968). Once an item has been

deleted from the buffer it undergoes rapid decay in STS.

The third important class of STS control processes are those associ­

ated with the transfer of information to LTS. In general, whenever

information is in STS, some of it will be transferred to LTS. What is

transferred, however, may vary greatly, both in the quantity and the

quality of the resultant representation in LTS. If the major portion of

the SUbject's effort is devoted to rehearsal in STS relatively little

information will be transferred to LTS) whereas if he attempts to develop

appropriate ways of organizing and encoding the material, a great deal

may be transferred. For example, in the learning of paired-associates)

long-term performance is greatly improved if the SUbject searches for

some word or phrase that will mediate between the stimulus and the re­

sponse rather than simply rehearsing the item (Montague, Adams, and Kiess,

1966). Of course, the reduced rate of transfer to LTS as the result of

the generation of a rehearsal buffer is frequently offset by the greater

length of time which the information will reside in STS and hence be

available for transfer to LTS. The size of the buffer can also affect
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the rate at which information is transferred in another way. All of the

items in STS at anyone time are, in a sense, competing for transfer to

LTS. Thus, when the buffer is large, the amount of information trans­

ferred to LTS about each item is proportionally smaller.

In the view of tl1is theory information that is stored in LTS is not

subject to decay. Information, once stored, remains in LTS indefinitely.

This does not imply, however, that this information will always be imme­

diately available for recall. It is essential here to distinguish between

the storage of information in LTS and its retrieval. Information which

has been stored at one time may fail to be retrieved at a later time

either because the strategy which the subject employed to locate the

information is inadequate, or because later learning may have resulted

in the storage of additional information that was sufficiently similar

to that stored about the item in question as to render the original in­

formation, when recovered, insufficient for the generation of a correct

response. In general, the control processes which are associated with

LTS are involved with storage and with the determination of appropriate

search routines. These will not be important in the discussion of rein­

forcement to follow, so the reader is again referred to the papers by

Atkinson and Shiffrin (1968a,b) and Shiffrin and Atkinson (1969).

In the remainder of this section an unpublished study run by Geoffrey

Loftus at Stanford University will be described. We have three reasons

for presenting this experiment. First, it will illustrate the continuous

paired-associate task that has been used in much of the experimental work

to be considered later in this paper. Second, it will extend our dis­

cussion of the memory system, in particular, indicating how it can be
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given an explicit quantitative formulation, Finally, the experiment will

provide an illustration of the way in which control processes in STS are

affected by the nature of the task,

In this experiment subjects were required to keep track of a randomly

changing response paired with each of nine different stimuli, To be more

specific, the task proceeded as follows: At the start of the experiment

each of the nine stimuli (which were the digits 1 through 9) was paired

with a randomly selected letter from the alphabet, After these initial

presentations the experiment proper began, At the start of each trial a

randomly chosen stimulus was presented to the sUbject and he was required

to make a response indicating which letter had last been paired with it,

As sOOn as the response had been made, the same stimulus was presented

for study paired with a new response chosen at random from the 25 letters

not just paired with the stimulus, The sUbject had been instructed to

forget the old stimulus-response pairing and to remember only the new one,

After a brief study period this pair disappeared and the next trial was

started, In this manner 300 trials could be presented during a session

lasting about an hour,

The motivation for Loftus' experiment was to examine how the type

of test employed to measure retention would affect the strategy used by

the subject to store information, In particular, strategies were to be

examined when the subject knew that he was to be tested using a recognition

procedure, when he knew that a recall procedure was to be used, and when

he had no information about the type of test, There were, thus, three

experimental conditions: (1) Items were tested by a recognition procedure;

that is, at test a stimulus was presented along with a letter that was
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either the correct response or another randomly chosen letter. The sub­

ject made his choice by striking either a key marked "YES" or a key marked

"NO" to indicate whether or !laD he thought that that letter was indeed

the one last paired with that stimulus. This condition will be referred

to as the recognition condition. (2) Items were tested by a recall pro­

cedure; that is, a stimulus was presented alone for test and the subject

was instructed to strike a key indicating which of the 26 letters of the

alphabet he thought was correct. This condition will be referred to as

the recall condition. (3) On each trial the choice of whether to use a

recognition or a recall test was made randomly with equal probability.

The data from this mixed condition must, therefore, be analyzed in two

parts, according to which type of retention test was used. Unlike the

other two conditions, when subjects were serving in the mixed condition,

they were unable to tell at the time of study how that item would be

tested.

Eight college students served in this experiment, each running for

a total of 16 daily sessions. In each session one of the three conditions

was used. In order to allow sUbjects to become familiar with the appa­

ratus and with the nature of the test procedures, the first session was

run in the mixed condition and the data collected were excluded from

analysis. During the remainder of the experiment each subject served in

each condition for a total of five sessions. To avoid warmup effects

during the later sessions, the first 25 trials of each session were also

eliminated. The reSUlting data consist of 1375 trials for each condition

and each subject. The experiment was controlled by a modified PDP-l

computer which was operated on a time-sharing basis to drive eight KSR-33
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teletypes, one for each of the sUbjects. These teletypes were used to

present the material and to receive responses. The output from each

teletype was masked so that only a single line of typed material was

visable to the subject. This allowed control of the duration of the ex­

posure and prevented the subject from looking back to the results of

e.arlie r trials.

Since the stimulus that was presented on a trial was chosen randomly,

the number of trials that intervened between the study of a particular

stimulus-response pair and its sUbsequent test was given by a geometric

distribution with parameter equal to the reciprocal of the number of

stimuli, in this case 119. The data which were collected, therefore,

can be summarized by the proportion of correct responses when a given

number of trials intervened between study and test. We shall refer to

the number of intervening trials as the lag of the test for that item.

In Figure 2 the proportion of correct responses at a given lag is plotted

for each of the conditions. There are over 1000 observations at lag

zero for the recall and recognition groups and about half that many for

the two curves from the mixed condition. The number of observations

falls with increasing lag according to the geometric distribution men­

tioned above; thus there were only about 200 observations for each

condition by lag 14. Beyond this lag, therefore, the lag curves begin

to show considerable instability and have not been plotted. The recog­

nition data may be separated into two subsets, depending upon whether

the pair presented to the subject for identification was actually correct

or incorrect. In Figure 3 lag curves reflecting this distinction are

plotted: the upper curves show the probability of a hit (i.e., Of a
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correct identification of a true pair) while the lower curves show the

false alarms (i.e., the incorrect designation of a false pair as correct).

These two fUnctions were used in the analysis of the recognition data

rather than the probability of a correct response.

The lag curves of Figures 2 and 3 show a consistent difference be­

tween the mixed condition and the two homogeneous conditions. When

serving in the recall condition subjects were able to perform better

than in the mixed condition. On the other hand, a greater proportion

of the items were correctly recognized in the mixed condition than in

the recognition condition. This result is also apparent in the propor­

tion of hits and, to a lesser extent, of false alarms.

In order to interpret these results in terms of the memory system

discussed above, the assumptions of the theory must be given in a more

explicit form (for a more detailed discussion of these assumptions and

their implications, see Freund, Loftus, and Atkinson, 1969). The first

step is to clarify the conditions under which a new stimulus-response

pair will enter a rehearsal buffer in STS. Whenever a stimulus is pre­

sented for study, there is a possibility that it will already be in the

buffer, although the response that is paired with it will now be incorrect.

If this happens it is assumed that the new pairing invariably replaces

the old pairing in the buffer. In the case where the stimulus that is

presented for study is not represented in the buffer we assume that

entry is not assured, but takes place with probability a. The value of

the parameter a is not known in advance and will need to be estimated

from the data. If the new item enters the buffer, another item must be

removed so that the buffer size remains constant at r items. As mentioned
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above, the choice of which item to delete from the buffer depends on many

factors, but for this analysis it is sufficient to assume that it is

random, with each item having the same probability of being knocked out.

The second set of assumptions that are required to make explicit

predictions from the theory involve the transfer of information from STS

to LTS. Since every item that is presented enters STS (although it does

not necessarily enter the buffer), there will be some minimum amount of

information about it transferred to LTS. This quantity of information

will be denoted by e' If the item is also included in the buffer it

will reside in STS for a longer period of time and hence more information

about it will be transferred. In particular, we will assume that for

each trial that passes an additional amount of information, e, will be

transferred.* Thus, for an item which enters the buffer and resides in

it for j trials, the amount of information in LTS will be e' + je. For

simplicity we identify the two transfer parameters e' and e so that the

information transferred will be (j+l)e.

Information once stored in LTS is postulated to remain there

*The model that is represented by this assumption may be contrasted with
a "single pulse" model in which rehearsal in STS does not induce addi­
tional information to be transferred to LTS, that is, in which e = 0
but e' > 0 (Atkinson, Brelsford, and Shiffrin, 1967, Appendix). Evidence
for the continual transfer assumption that we have used is provided by a
free-recall experiment run by Dewey Rundus at Stanford University. In
learning the list of items to be recalled, subjects were instructed to
rehearse out loud as the study list.was being presented by the experi­
menter so that the set under rehearsal after the presentation of each
new item could be precisely determined. Under these conditions the
probability of correctly recalling an item when tested was a sharply
increasing function of the number of times that it was in the rehearsal
buffer: items that were in the bUffer for a single time period were cor­
rectly recalled ollly 11% of the time, while items that were rehearsed
for nine or more times were always given correctly.

20



indefinitely. Nevertheless, with the passage of time other information

may also be transferred to LTS which makes the original information less

easy to retrieve or which renders it ambiguous once retrieved. To guan-

tify this decrement we assume that retrievable information decreases by

a proportion l-T for every trial which passes after the item has left

STS (0 < T ~ 1). * In summary, the amount of information which will be

retrievable from LTS for an item that remained in the buffer for j trials

and was tested at a lag of i trials (i ~ j) is (j+l)eTi - j •

The final class of assumptions specify the relationship between in-

formation in LTS and the production of an appropriate response. There

are three cases to consider here, depending on the disposition of the

item in STS. The first of these is the case where the test is at a lag

of zero. It is assumed here that the correct response is always available

in STS regardless of whether the item was entered into the rehearsal

buffer or not. No error is made. Similarly, when the lag is greater

*In a more precise model of memory the decay of information in STS would
be represented by the same sort of exponential process that we have used
here to describe the deterioration of information in LTS. This loss of
information would be through actual decay, however, rather than through
problems of retrieval that have been postulated for LTS. Formally,
parameters e" and -r" would be required, the first representing the amount
of information available in STS at the time when an item is knocked out
of the buffer, the second representing the rate of decay of this informa­
tion in STS. The amount of information retrievable from both STSand

LTS would, therefore, be (e'+je)-r i - j + e"T"i.j. The original amount of
information in STS would be greater than that in LTS (e" > e or ei,), but
its rate of decay would be more rapid (-r" > -r) so that the short-term
contribution would become negligible while the contribution of LTS was
still large. For the purposes of the analysis at hand, however, we can
assume that information in LTS becomes unavailable so much more slowly
than in STS, that the short-term decay factors may be ignored without
changing the quality of the predictions.
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than zero but the item has been entered into the buffer and is still

resident in it, a correct response will be made with probability one.

Only in the third case, when the item is not in STS and must be retrieved

from LTS, is an error possible. The probability that a correct response

is produced here will depend upon the amount of information transferred

to LTS. There are a number of ways in which this correspondence can be

made; in the analysis of the experiment considered here a postulate based

on signal detection theory was used. This equated the sensitivity param-

eter, d t
, with the amount of retrievable information, i.e.,

For the recall data this value can be converted to the probability of an

incorrect response (Elliot , 1964) which we shall denote by ~ .. , For the
lJ

recognition data the results must be analyzed in terms of hits and false

alarms, requiring the introduction of a bias parameter, c, associated

with the subject's tendency to respond "YES."

The final step in the analysis involves the calculation of the actual

probabilities of correct or' error responses. From the assumptions about

the probability that an item enters the buffer and that it is later forced

out, we can calculate the probability that an item resides in the buffer

for exactly j trials given that it is tested at a lag greater than j.

This probability will be denoted as ~., Since errors may occur only
J

when the item is not in the buffer (i.e., only when it has resided in

the buffer for a number of trials less than the lag) the net probability

of an errOr is equal to the probability that an item remains in the

buffer j trials mUltiplied by the probability of an errOr given this
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number of trials in the buffer, these terms summed over values of j less

than or equal to i. Hence, the probability of an error at lag i is

P(E. )
l 13j 'lij ,

where the case of j~O is used to indicate that the item did not enter

the buffer. The derivation of the hit and false alarm functions follow

very much the same pattern.

The predictions of the theory, therefore, depend on the integer-

valued parameter r and on the four real-valued parameters a, G, T and c.

In order to estimate these parameters a minimum chi-square procedure was

used. For the recall condition the observed frequencies of correct re-

sponses and of errors were compared to their predicted values with a

standard Pearson chi-square. Because the probabilities of correct

responses are not independent at different lags, the result of this

calculation is not assured of being distributed as a true chi-square.

Nevertheless, it should be approximately correct and in any case should

be nearly monotone in goodness of fit. The set of parameters that mini-

mize the chi-square will, therefore, be a good estimate of the true

parameter values. In order to evaluate approximately how well a partic-

ular parameter set fits the data, the resultant "chi-square" can be

compared with a true chi-square distribution. For this comparison, each

of the 14 points on the lag curve will contribute a single degree of

freedom to the chi-square. Subtracting one degree of freedom for each

of the four parameters estimated (performance in the recall conditions

does not depend upon c) the total number of degrees of freedom is

14-4 = 10. In the case of the recognition condition the data consist
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of two functions, the hits and the false alarms. ~ fitting both of

these functions simultaneously, the number of degrees of freedom in the

initial sum is doubled. Since in this case five parameters are to be

estimated, a total of 2 X 14 - 5 = 23 degrees of freedom are available.

Finally, for the mixed condition minimization must be carried out simul­

taneously over the hits, the false alarms, and the number of correct

recalls. There are, then, 37 degrees of freedom in this chi-square.

The results of these estimations are shown in Table 1. It is first

worth noting that the chi-squares are roughly on the same order as the

number of degrees of freedom, and so in every case the fit is satisfactory.

However, because the assumptions of the Pearson chi-square are not satis­

fied here, a comparison of the relative goodness of fit between the groups

may not be made.

The values taken by the five parameters indicate the nature of the

differences between conditions. The changes in all of the parameters

are monotonic across the three conditions, with the mixed condition show­

ing estimated parameters between those of the two unmixed conditions.

The parameter c is not too useful here since it was estimated for only

two of the conditions and since it does not differ much between them.

The parameter that changes most dramatically is the size of the buffer,

r. This parameter is estimated at 1 for the recognition condition,at

2 for the mixed condition, and at 3 for the recall condition. At the

same time the probability that a new item enters the buffer, a, drops

from 0.79 in the recognition condition to 0.53 in the recall condition.

This difference in parameters implies that in the recognition condition

subjects enter most items into the bQffer, but hold them there for little
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Table 1

Estimates of model parameters for the
three experimental conditions

Experimental Condition

Recognition Mixed Recall

r 1 2 3

ex 0·79 0·73 0.53

EJ 0·79 0·52 0·30

~ 0·95 0.97 0·99

c 0·71 0.62 *

X2 22·3 89·3 11d

df 23 37 10

*The parameter c was not required for this group.
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more than a single trial, whereas in the recall condition almost half of

the items fail to enter the buffer at all, although when they do enter,

they tend to stay for a fairly long time. The mean number of trials that

an item stays in the buffer given that it is entered is ria, which is

1.3 trials for the recognition condition and 5.8 trials for the recall

condition. At the same time the amount of information about each item

that is transferred into LTS on each trial, indicated by the value of e,

is much larger for the recognition condition than for the recall condition.

These results may be interpreted as characterizing two alternative

strategies that the subject can adopt to deal with the two different

testing procedures. When the recognition test is used, the quality of

the information required to produce a correct response is fairly low.

It would, for example, frequently be sufficient to code the response

letter E simply as an early letter in the alphabet or as a vowel. In

this condition the parameter estimates suggest that the subject choose

to concentrate on each item when it was presented and to transfer as

much information about it as possible to LTS. Although the quality of

this representation was probably poor and became largely unavailable at

long lags (T 8
~ 0.95, but, e.g., T ~ 0.66), it was frequently sufficient

to determine a correct response. On the other hand, the recall condition

required much more complete information. Apparently, in this condition

the subjects tried to maintain some items in STS for a longer time, at

the expense of other items. A strategy similar to that used for the

recognition condition apparently transferred so little information to

LTS as to be unable to support recall. The strategy employed, therefore,

seems to be to use STS as much as possible for information storage
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(remember that more short lags are present than longer lags), even though

this allowed information about each item to accumulate in LTS only slowly

(e ~. 0.30 compared to 0.79 for the recognition group). In order to do

this some incoming items had to be skipped almost entirely. In the mixed

condition subjects apparently were forced into an intermediate strategy,

retaining items in STS for longer than they had in the recognition con-

dition, but not for as long as in the recall condition. It is interesting

to note that fewer errors were made on the recognition task in the mixed

condition than in the recognition condition. Apparently, the strategy

selected for the mixed condition actually was better on recognition tests

than the strategy selected when the recognition task only was present.

It seems that subjects do not always choose the set of control processes

which produce the best performance.*

Attention

It is difficult to consider the concept of reinforcement without at

least attempting to relate it to attention.** The extent to which a

particular event modifies a sUbject's later behavior is influenced by

the attention he gives to that event as much as by any reward or punish-

ment associated with it. Accordingly, before reinforcement per se is

*The interpretation given to the above experiment is based in part on
the parameter estimates presented in Table 1. It should be noted that
the interpretation also depends on a detailed analysis of the sequential
properties of the data that have not been described here. The reason
is that such analyses are complex and require a lengthy description;
further, analyses of this sort will be considered later in treating a
similar experiment (p. 36).

**See Guthrie (19B9) for an interesting discussion of this point.
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considered, we shall examine the ways in which attentional variables can

be incorporated into the framework of our memory system. We assume that

attentional variables affect this system in three different ways, associ­

ated with the input of information into the SR, STS, and LTS. In the

next section, when considering reinforcement, our interpretation of it

will be very similar to the third of these attentional processes: that

associated with entry of info~mation to LTS.

The first place where attention can affect information transfer is

at the very outset, by selecting information for entry into the SR. The

processes which determine this selection are, in general, gross behavioral

ones, primarily involving the orientation of the subject toward sources

of stimulation so that the appropriate sense organs are stimulated. Once

the sense organs have been activated, however, we assume that the inci­

dent information will be transferred to the SR.

The attentional processes involved in the transfer of this informa­

tion to STS are more complex. This transfer results in a great reduction

in the amount of information that is processed, since only information

of importance to the subject is entered into STS. Such information may

roughly be grouped into three classes which we associate with three dif­

ferent types of transfer control processes. The first class of information

transferred to STS relates directly to the task with which the subject is

currently involved. Thus, for example, in reading this text one more or

less automatically transfers information about the next words into STS

(note, however, that the eye-movements involved in scanning the page are

an attentional process of the first type). To account for this transfer

we shall assume that the presence of information of a particular sort in
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STS will induce transfer of any similar information in theSRto take

place. It is immaterial whether the control processes involved here are

thought of as comparing the contents of the SR to STS, or as reaching out

from STS and tracking a particular part of the SR. In any case, these

control processes allow the system to track activity in the environment

as long as information about it is maintained in STS. The second class

of information transferred requires a somewhat more elaborate set of

control processes. We postulate that all information entered into the

SR is rapidly analyzed and, as part of this analysis, a reference is

made to LTS. At this stage the primary result of this reference is the

retrieval of a quantity, the pertinence associated with the information

(Norman, 1968). For our purposes we may think of the pertinence as a

scalar quantity with the property that information which has a high per­

tinence is likely to be selected for transfer to STS and information

which has a low pertinence is likely to be allowed to decay without

attention. The value which is taken by the pertinence function will

depend on many different variables. The recency of a reference to the

information in LTS and the frequency with which the information has been

referenced, for example, are two such variables. The reference to LTS

and the transfer to STS take place only after the information in the SR

has been analyzed at a fairly high level. If anything is entered into

STS as a result of these attentional processes, it will be far more com­

plicated than a sensory image and will include some of the information

recovered from LTS, for example, its context and several associations

to it. The last class of information which may be transferred from the

SR to STS concerns sudden changes in the environment. We suppose that
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whenever there is a sharp discontinuity in the contents of SR which is

not correlated with an observing response or other subject induced activ­

ity, there is a tendency for the new material in the SR to be transferred

to STS. It is worth noting that these three classes of processes are

competing with each other for the limited processing capacity availaqle

in STS, as well as with information that is being transferred from LTS

and information that is being maintained in STS. What actually will be

entered depends on the relative demands of all these sources of input,

rather than on the magnitude of anyone request.

The third place where attention influences the transfer of informa­

tion is in the link between STS and LTS. It is clear that we remember

a great deal about some aspects of the environment and very little about

others, even when we have "attended" to all of them. In interpreting

such effects it is not necessary to add anything to the collection of

control processes that have already been introduced. In the previous

section we noted that the transfer to LTS was influenced by any of a

number of control processes acting on STS. The number of items in STS,

the formation of a rehearsal buffer, Or the retrieval of information

from LTS to form mnemonics are examples of these processes. We shall

not dwell on these attentional processes here, since they will be dis­

cussed in the next section.

The Concept of Reinforcement

In the preceding two sections a theory of memory and attention has

been outlined that we believe can account for most of the results from

simple verbal-learning experiments. In this section an attempt will be

made to discuss reinforcement in the framework of this system. We do.
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not think that a single formulation can explain the variety of reinforce­

ment effects that have been demonstrated with human subjects, Rather,

it appears that the major determinants of learning are the memory and

attention processes, and that the concept of reinforcement may best be

understood in terms of their action, In several of the applications to

be discussed in the second part of this report, results will be presented

where the reinforcement effects appear at first glance to be quite com­

plicated, When these effects are analyzed in terms of the theory, however,

their basis will be seen to be relatively simple, The memory and atten­

tional processes available to the subject provide bounds, often quite

strict, that limit the set of control processes that can be used, and

thereby constrain the action of reinforcement,

In many ways our interpretation of reinforcement is quite similar

to the ideas of attention that were discussed in the preceding section,

Transfer of information to LTS takes place only while that information

is resident in STS, Thus, if learning is to take place, the appropriate

information must be maintained in STS for some period of time, As indi­

cated before, however, STS is a system of limited capacity, and many

potential sources of information are competing for access to it, At the

same time that an item is being studied for later recall, processing

space in STS is also demanded by incoming stimuli and by other items

already in STS, The extent to which information about the item is suc­

cessfully processed depends on the limitations imposed by the task and

on the strategy selected by the subject,

The data collected in an experiment may appear to be unduly com­

plicated for another reason, The system of memory has two distinct ways
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in which information about an item may be stored, An improvement in per­

formance as a result of a study trial may be brought about either because

information is temporarily maintained in STS or because it is permanently

stored in LTS. The relative importance of these two stores will depend

on many factors, such as the nature of the task, the presence or absence

of competing stimulation, and the length of time between study and test,

The operation of reinforcement will have an effect on both of these pro­

cesses, that is, feedback or payoff may lead the SUbject both to retain

information in STS and to try to transfer it efficiently to LTS, Although

the term reinforcement typically is used to refer to processes which have

an effect on the permanent storage of information, in many experiments

these long-term effects can become confused with those due to STS, The

long-term and short-term effects may be very different from each other.

In the next section, for example, we shall consider an experiment in

which the effects of a series of similar stimuli on the storage of infor­

mation in LTS agree with predictions from classical interference theory,

whereas the effect on the contents of STS is exactly the opposite. The

overall behavior is, of course, a mixture of long- and short-term effects

and thus, at first analysis, appears to show inconsistencies. In short,

we do not feel that it is possible to study reinforcement variables with­

out first making a careful analysis of the role of the two types of memory

in the learning situation.

There are actually at least three sets of control processes by which

information can be maintained in memory for later use, If the information

is to be used immediately and then can be discarded, the subject may

choose to simply maintain as much of it as possible in STS via rehearsal
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without any attempt to transfer it to LTS. With such a strategy the sub­

ject will be highly accurate at short lags, but performance will drop

rapidly to chance thereafter. The second type of strategy also involveS.

maintenance of information in STS via rehearsal, but this time in. lesser

quantity so that an attempt can be made to transfer it to LTS. Again

performance will be good at short lags, but now items tested at long de­

lays will not experience as large a drop in performance. Finally, the

subject may attempt to code the information and store it in LTS as it

comes along without maintaining it in STS for any length of time. This

set of control processes usually involves the retrieval of information

from LTS to help generate a more robust image for permanent storage,

usually by forming associations or by the use of mnemonic devices. The

choice of which of these control processes to use is usually not freely

available to the subject. The nature of the material that is presented

frequently restricts the possibilities or even dictates exactly the

method that must be used. The dynamics of the information processing

that goes on in the three cases is different, however, and so the effect

of an external manipulation will depend on the particular control pro­

cesses that are used. In a later section on reinforcement magnitude we

will see a case where a seemingly minor change in the stimuli led to a

change in study procedure, which in turn resulted in vastly different

reinforcement effects. An analysis of the information transfer aspects

of the situation is necessary before the role of reinforcement can be

understood.

In spite of the restrictions that have been set forth in the pre­

vious paragraphs, we shall now consider a general description of the
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reinforcement process. This formulation should not be thought of as an

exact statement of the action of reinforcement, but as an outline which

is frequently modified in its specifics. This description is, basically,

an expectancy interpretation of reinforcement, and as such is in the

tradition of the ideas set forth by Tolman (1932) and by Brunswik (Tolman

and Brunswik, 1935). Essentially, it consists of two components: first,

the formation of a prediction (and possibly the production of a response)

based on the stimulus input and on correlated information retrieved from

memory, and second, the comparison of this prediction with subsequent

events. It is the result of this comparison that determines whether

information about the episode will or will not be transferred to LTS.

As noted in the section on attention, the transfer of information

about an external event to STS involves more than simply a transfer from

the SR to STS. In particular, a reference to LTS is required to generate

a pertinence measure, and some of the recovered information will be en­

tered into STS along with information from the SR. This information,

along with other information that may be retrieved later from LTS, is

used by the subject to select a response if one is necessary. In addition,

this information allows the subject to generate an expectation or pre­

diction about the events that will follow the stimulus. Any response

that is required is based on this prediction, but the prediction usually

is more elaborate than may be inferred from the observable response.

When the outcome event in question occurs, it is compared with this pre­

diction. The extent to which the outcome fails to agree with the

prediction determines the degree and nature of the study the item receives.

Usually large discrepancies between the prediction and the outcome dispose



the subject to apply control processes that maintain the relevent infor-

mation in STS and induce the transfer of information to LTS. The infor-

mation which is transferred is primarily associated with those components

of the prediction that were most deviant from the actual outcome. The

result is to reduce the disparity between the outcome and information

now stored in LTS so that if the same stimulus and outcome were to be

presented again, the discrepancy would be smaller than the original one.*

This special analysis simplifies considerably the factors that are

involved in causing information to be maintained in STS. It is important

to realize that STS is a system of limited capacity and that many potential

sources of information are competing for access to it. At the same time

that a comparison between a prediction and an outcome indicates a dis-

crepancy, the processing capabilities of STS will also be demanded by

external inputs and by other information that is already resident in STS.

Whether the item in question will actually receive sufficient processing

in STS to have an effect on later performance will depend upon the task

in progress, the nature of the competing items, and any control processes

which may predispose the system to treat information of one type and not

of another. This dynamic aspect of short-term processing is responsible

for many of the effects of reinforcement, and we shall return to it in

several of the applications that will be considered in the remainder of

this paper.

*The above hypothesis is similar to several other theories that have
been proposed. The notion that the condition under which learning takes
place involves a discrepancy between a prediction and an outcome is quite
close to the expectancy hypothesis developed by Kamin (1969) and by
Rescorla (1969). In the restriction of the stored information to that
necessary to eliminate an observed discrepancy, our theory is similar
to the discrimination net models of Feigenbaum and Simon (Feigenbaum,
1963) and Hintzman (1968). In this respect it also bears a resemblance
to dissonance theory (Festinger, 1957; Lawrence and Festinger, 1962).
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EXPERIMENTAL RESULTS

In this section the results of a number of experiments are considered.

Hopefully, these experiments will help to clarify the role of the various

stores and control processes and illustrate how reinforcement variables

(e.g., the magnitude of reinforcement, the schedule of reinforcement, or

the delay of its presentation) may be interpreted. In the original re­

ports where these experiments were first described, they were given some

form of quantitative analysis in terms of the theory. The details of

these analyses can be found in the reference articles, so our discussion

will be of a more qualitative nature. We hope that this simplification

will allow us to consider the problems of reinforcement without becoming

involved in questions of mathematical notation and proof.

Number of Reinforcements and Their Presentation Schedule

The first experiment is a fairly direct application of the theory

to paired-associate learning (see Brelsford, Shiffrin, and Atkinson, 1968,

for a more complete treatment). It illustrates the way in which a series

of reinforcements can act to build up the strength of a representation

in LTS through the successive storage of information. Basically, the

same continuous paired-associate task that has already been described

in connection with the Loftus experiment above is employed, although

with several modifications. A new set of eight stimuli (random two-

digit numbers) were chosen at the start of each session and were used

throughout the session. As in the Loftus experiment, the responses were

letters of the alphabet. Each trial of the experiment began with the

presentation of a stimulus to which the subject had been instructed to
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respond with the most recently paired letter; This· stimulus was chosen

randomly from the set of eight stimuli so the lags between study and test

were again distributed geometrically with parameter 1/8. Following his

response, the subject was given three seconds to study the stimulus paired

with a re sponse. This ended the triaL Unlike the Loftus experiment the

study phase of the trial did not always involve pairing a new response

with the stimulus. A stimulus-response pair might be given one, two,

three, or four reinforcements, the probabilities of these frequencies

being 0.3, 0.2, 0.4, and 0.1 respectively. Thus a stimulus selected for

two reinforcements would be studied with the same response following the

first test, but after the second test a new response would be introduced.

This procedure continued for 220 trials per session. Each subject was

run for at least 10 sessions.

As in the previous experiment, the principal finding can be ex­

pressed in the form of lag curves (Figure 4). Separate curves are

presented showing the probability of a correct response, depending upon

the number of prior reinforcements. Hence, there is a lag curve for

stimulus-response pairs tested after one, two, and three reinforcements.

B,y the nature of the presentation schedule, the number of observations

at each point declines with increasing lag, and also with increasing

number of reinforcements. Since at the time a subject was tested on an

item, he had no way of knowing whether that item would be studied again,

the first test of every item could be used in plotting the lag curve for

one reinforcement. Similarly 70% of the items received two or more re­

inforcements and therefore contributed to the second lag curve. Only

in the case of four reinforceme·nts (which involved only 10% of the items)
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were the frequencies too small to permit stable curves to be plotted.

The three curves in Figure 4 show a resemblance in form to the lag curves

obtained in Loftus' experiment. In particular, the curve for one rein-

forcement in quite similar to the comparable curve for the Loftus recall

group. The curves in Figure 4 also indicate that the proportion of errors

at a given lag .decreased as more reinforcements were given.

In order to account for the effects of mUltiple reinforcements, only

a few minor changes need be made in the model used to analyze Loftus'

data. As before, it is assumed that if a stimulus is presented for study

paired with a new response and the stimulus is one of the r items cur-

rently in the rehearsal buffer, .then the subject will simply replace the

old response with the new one. Otherwise, no change is made in the con-

tents of the buffer. The case of an item which is not in the buffer at

the time of presentation is somewhat more complicated.* Whenever the

stimulus for such an item is presented for test, the subject must retrieve

information from LTS in order to make a response. Again we assume that

the amount of available information can be represented as a d' measure

for that item. On the basis of this information the subject generates

a response, in this case his prediction about the outcome of the trial.

Accordingly, we postulate that whenever the response is correct (indicating

*The analysis used here is not quite identical to that used by Brelsford,
et al. (1968, p. 6), the principal change being in the mathematical form
of the response generation postulate. The quantitative predictions of
the two formulations are virtually identical; the one that is presented
here is more in line with our current thinking regarding reinforcement.
In the version of the theory used by Brelsford, et al., the parameters
have slightly different meanings, and hence have-Values somewhat dif­
ferent from those estimated for the Loftus experiment.
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a good correspondence between the prediction and the outcome), the item

will not receive additional study and hence will not be placed in the

buffer.* Whenever the correspondence is small (an error is made), the

item will enter the buffer with probability a. The probability of fail-

ing to enter the bUffer, l-a, represents the combined effects of the many

sources of competition in STS that may take precedence over entry of an

item; for example, the presence of a naturally compatible stimulus-response

pair or of an easily rehearsable combination of items in the buffer.

Once the item has entered the buffer, however, we assume that transfer

to LTS takes place in the same manner as discussed before: for every trial

in the buffer an amount of information e is transferred to LTS. Every

trial in which the item is absent from STS results in a proportion l-T

of the information in LTS becoming unavailable for recovery and response

production. Like the recall condition in the previous experiment, the

predictions of the theory depend On the four parameters;r, a, e, and T.

To make these estimations the same type of pseudo-chi square procedure

employed in the Loftus study was used here, this time simultaneously on

all three lag curves and also on the double lag curves presented in

Figure 5. From this minimization a set of parameters was found which

*We are ignoring here the fact that when no information can be retrieved
about an item, for example, on an early trial, it may be entered into
the buffer regardless of whether the guess which took place was correct
or not. It would not be difficult to modify these postulates to include
this, for example, by introducing a threshold parameter and assuming that
whenever the amount of information retrieved is less than this threshold,
entry to the buffer is attempted. In the present experiment, where the
guessing probability was only 1/26, the introduction of such a process
would make almost no change in the predictions, and would not warrant
the new parameter.
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· generated the predicted curves shown in Figures 4 and 5 and in the sub-

sequent figures. The estimated buffer size was r = 3.

The lag curves of Figure 4 give a good idea of the general rate of

learning, but they are not the best way to look at the effects of rein-

forcement. These effects are· better examined by looking at sequential

properties of the data, that is, at the effects of one reinforcement on

a later one. Accordingly,in the next few paragraphs we consider a number

of different summaries of the data, and show how they are predicted by

the theory.

The first set of results to be examined relates the lag between the

first study and test of an item to the performance on the second test.

In particular, the presentation of an item with two or more reinforcements

can be represented as follows:

Some test
and

first study on
new item

lag a First test lag b Second test
~ and 1~'-'"9 and

second study some study

This describes a new pair that is studied, then first tested at lag a,

is studied again, and next tested at lag b. We wish to look at the way

in which the results of the second test depend on lag a, with lag b

held roughly constant. Plots of this relation are shown in Figure 5.

For lag b > 0 these curves are bow shaped, with fewer correct responses

when lag a is either small or large. As would be expected from the

curves in Figure 4, more errors are made when lag b is large than when

it is small. It is relatively easy to see how these curves are pre-

dieted by the model. For small values of lag a, little information will
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be transferred to LTS during the interval between trials, so the primary

effect of the first reinforcement is to increase the likelihood that the

pair is in STS when the second reinforcement occurs. This will slightly

increase the probability of a correct response, particularly at short

lag b. For somewhat longer values of lag a this effect is coupled with

the transfer of a considerable amount of information into LTS before the

second study. Thus a facilitative effect of the first reinforceme.nt is

expected even when the item has been deleted from the buffer before the

second test. Finally, when lag a is very large, the item will almost

certainly have departed from the buffer and much of the information that

had been deposited in LTS will have become unavailable (in this experi-

ment the estimate OfT was 0.82, so the retrievable information in LTS

had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first

and second reinforcement of a stimUlus-response pair was examined. In

this paragraph we shall again consider the effects of the lag between

two successive reinforcements involving the same stimulUS; however) in

this case the two presentations represent the last occurrence of one

pairing and the first occurrence of a new pairing:

Some test Final test First test
and lag a and lagb of new item

final study ------.,~'- ~ first study -~ "V ~~ and
of an item of new item some study

Here a stimulus-response pair is given its last study and tested at

lag a. A new response is then paired with the stimulus and is given



its first test at lag b. The predictions for this case are somewhat

surprising and are worth examining closely. If the item is not in the

buffer at the end of lag a, it should have no effect on whether the new

pairing is studied or not. If the previous stimulus-response pair is

in the buffer, however, it should have a facilitative effect on the new

learning, since the new item is now guaranteed to enter the buffer. In

this case the probability of a correct response on the new item should

be relatively large. Unfortunately, the presence of the pair in the

rehearsal buffer is not an observable event, but it is probabilistically

related to the OCCurrence of an error and to lag a. In particular, if

an error was made on the final test of the old item, we know that it was

not in the buffer, and therefore predict that the probability of a cOr­

rect response on the new item, when tested later, will be independent of

lag a. When a correct response is made on the old item, it may be in

the bUffer, and furthermore, it is more likely to be in the buffer if

lag a is small. In this case small values of lag a should be associated

with fairly large probabilities of a correct response, and that these

probabilities should fall with increasing lag a. Note that this pre­

diction is quite different from what would be predicted by interference

theory, since it associates good performance on a transfer task with

good performance on original learning. This prediction, however, seems

to be well-supported by the data as indicated by the functions plotted

in Figure 6. In this figure, unlike Figure 5, the results have been

averaged over all values of lag b. Three sets of curves have been

plotted, depending upon whether the item given on trial n+a+l received

its first, second, or third test. It is interesting to note that the
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magnitude of the difference between the correct and the error data de­

clines as the number of prior reinforcements increases. This may be

attributed to the fact that the facilitation is purely a result of study

in STS, and that this study takes place only when the subject's prediction

based on LTS information is incorrect. When several reinforcements have

been given, there is a greater likelihood that the item will be correctly

recovered from LTS, and hence that no rehearsal in STS will take place.

Accordingly, the proportion of correct responses that occur because the

item was maintained in STS decreases, and with it the size of the facili­

tation effect. It should also be noted that the probability of a correct

response to the new item, conditional on a correct response to the old

one, appears to fall systematically below the prediction when a long lag

intervenes between the two study trials. This effect, which is exactly

'the opposite of the one observed at short lags, is evidence for the

activity of more conventional interference processes in LTS. Items that

are correctly recalled'at long lags are likely to have been recovered

from a good representation in LTS. Apparently this strong trace inter­

feres with the establishment of a new trace based on the same stimulus.

Additional evidence for these interference effects will be presented in

Figure 8.

The last two results to be considered involve the effects of a

sequence of similar or dissimilar stimuli and provide further evidence

for some of our postulates about study effects in STS. Consider a series

of consecutive trials all involving the same stimulus, but in which the

response paired with the stimulus on the final study trial is different

from that on the immediately preceding trial. The theory predicts that
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the longer the string of presentations, the more likely it is that the

final item when eventually tested will be correctly recalled. This is

so because the probability that a pair containing the stimulus is in the

rehearsal buffer increases with the sequence of zero-lag presentations.

On each successive trial of this sequence a pair containing the stimulus

may be entered into the buffer if it is not already there, and if there

are no competing items to force it out. The resulting effect is shown

in Figure 7. In this figure the probability of correctly recalling the

last item of a series of trials all involving the same stimulus (averaged

over all test lags) is plotted as a function of the length of the series.

As expected,this is an increasing function, and falls quite close to

the predicted function. Note that again this effect is quite the opposite

of predictions from a traditional interference theory. Such a theory

would predict that the repeated presentations would interfere proactively

with the new pair and that this would decrease the probability of re­

sponding correctly to the transfer item. It is important to realize that

these effects are the result of activity in STS and say nothing about the

nature of interference in LTS. Indeed, the long-term effects appear to

be the opposite of the short-term effects. Figure 8 shows the probability

that, on the first trial of a new item, the response that had been cor­

rect on the previous occurrence of the stimulus is given instead of the

current correct response. The probability of these intrusion errors is

plotted as a function of the lag at which the new item is tested (the

three curves depend on the number of times that the previous pairing had

been reinforced). Intrusion errors were more frequent when the previous

item had been given several reinforcements than when it had received
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only a single reinforcement, This more typical proactive effect is ap-

parently associated only with long-term storage,

A series of consecutive trials using the same stimulus, as indicated

in the preceding paragraph, tend to cause that stimulus to be entered into

the rehearsal bUffer, but will not create any further disruption of other

items in the buffer, On the other hand, a series of items with different

stimuli produce maximum disruption, since each of them will have some

probability of being entered into the buffer. To illustrate this effect

we can examine the way the items which intervene between study and test

of a given item affect the probability of a correct response. In partic­

thular, suppose that the test of an item following its k study occurs

at lag x, We will look at the case where all of the x intervening items

involve the same stimulus and the case where they involve all different

stimuli, predicting that the all-same condition will produce better per-

formance than the all-different condition. For each of the three values

of k this prediction is supported (Figure 9),

This experiment has illustrated the way in which the theory can be

applied to show increases in LTS strength as a result of a series of

reinforcements, It has also shown a simple way in which the corres-

pondence between the subject's prediction and the outcome of a trial can

determine rehearsal patterns, Finally, by considering the sequential

properties presented in the last five figures, evidence has been given

which supports our particular two-process formulation of memory,

Delay of Reinforcement

The second experiment to be considered examines one of the most

confusing issues in the area of human reinforcement; that of its delay,
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It appears that a delay in the feedback of information about a response

can have many different effects. Some studies (Greenspoon and Foreman,

1956; Saltzman, 1951) have indicated that a delay will impair learning,

others show no effect (Bilodeau and Ryan, 1960; Bourne, 1966; Hockman

and Lipsitt, 1961), and still others appear to show a facilitative effect

of delay (Buchwald, 1967, 1969; Kintsch and McCoy, 1964). We shall

attempt to show that any of these effects can be accommodated by our

analysis and will discuss an experiment (Atkinson, 1969) in which all

of these effects were obtained as the result of several fairly simple

manipulations.

The basis of this experiment was a continuous paired-associate task

similar to the one just described. The stimuli were randomly generated

consonant trigrams and were paired with single-digit responses from 2 to

9. Every stimulus-response pair received between 3 and 7 reinforcements,

with each pair being equally likely to receive any number of reinforce­

ments within this range. A stimulus was used only once during the course

of the experiment, that is, a stimulus trigram would receive several

study and test trials with a particular response number, and then would

never be used again. The major difference between the presentation

schedule in this experiment and those discussed earlier concerned the

lag structure. Sixteen different stimuli were active at any time. The

stimulus that was presented, however, was not chosen at random from this

set, but only from the six stimuli that had not been presented on the

previous 10 trials. Thus, the minimum possible test lag was 10 and the

mean lag was 15 items.
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The experimental manipulation in this experiment involved assigning

each stimulus-response pair to one of 14 conditions, This assignment

was made randomly for each pair, but was the same for all reinforcements

of that pair. All conditions were run simultaneously; that is,'the set

of items that were active at any time included ones assigned to many dif­

ferent conditions, The 14 conditions resulted from combinations of three

independent variables affecting reinforcement: (1) The first of these

variables was the delay itself. The presentation of the sti~ulus was

terminated by the response, then the feedback (reinforcement) appeared,

either immediately or following a delay of 3, 6, or 12 seconds. (2)

During this delay the subject was either allowed to do as he pleased or

was instructed to count backwards from a randomly selected 3-digit number.

These conditions will be referred to as the no-count and the count condi­

tions, (3) The feedback consisted either of the correct digit response

presented alone Dr of both the stimulus trigram and the correct response,

These conditions will be referred to as the feedback~only and the stimulus­

plus-feedback conditions, In either case the duration of the reinforce­

ment was four seconds, When the delay is zero, the count, and no-count

conditions are the same, hence only 14 conditions are possible, instead

of the 4 X 2 X 2 16 conditions which might be expected,

The primary dependent variable considered in the experiment was the

proportion of correct responses averaged over trials 2 through 7 (the

initial trial, of course, was a random guess and has not been included

in the average), In Figure 10 this proportion is plotted as a function

of the delay for the various reinforcement conditions. This figure shows

all three of the trends which were mentioned above: the count, feedback-
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only condition shows & drop in the mean proportion correct &s a function

of delay; the count, stimulus-plus-feedback condition shows no effect

of delay; while both of the no-count conditions show an improvement with

delay.

In interpreting the effects of reinforcement delay here it is im­

portant to realize that the roles of rehearsal and of LTS are quite

different in this task than they were in the two previous experiments.

The presentation schedule w&s constructed so that there was always a

substantial lag between successive appearances of an item. Because of

this it was not practical for the subject to use a rehears&l buffer to

maintain information until a response was required--too many of the items

which intervened between stUdy and test would have to be ignored altogether.

Instead, subjects were forced to rely primarily on LTS as a source of

information storage. In such a case subjects usually do not form a re­

hearsal buffer, but instead try to code each item as it is presented,

and then turn their attention to the next item when it appears. The use

of unique and relatively unfamiliar stimuli for each pair also increased

the likelihood that this coding scheme was used.

The results of the count conditions are now fairly simple to inter­

pret. The counting procedure had the effect of preventing rehearsal of

information in STS, in particular, the subject could not readily remember

the stimulus that was presented throughout the course of the delay period.

Thus, in the feedback-only condition, the subject would frequently be

unable to remember the stimulus by the time feedback was presented and

would, therefore, be unable to &ssociate the stimulus-response pair.

In such a case the probability of a correct response would drop toward
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chance as the likelihood increased that the stimulus could not be remem­

bered, that is, as the delay interval increased. In the stimulus-plus­

feedback condition forgetting the stimulus during the delay period should

have no effect since both members of the pair would always be available

at the time of study. The counting task would, however, prevent any

other processing from occurring during this interval, so the delay would

be expected to have no effect at all.

In the no-count conditions the sUbject should have no problem in

retaining the stimulus in STS during the delay interval; consequently,

there should be no differences between the stimulus-plus-feedback and the

feedback-only conditions. In fact, the delay interval can be spent in

processing information in such a way as to make later LTS storage easier

and more efficient. There are several ways in which this can be done;

for example, the subject may engage in some sort of pre-processing of

the stimulus, such as generating images or mnemonic codes which will aid

in efficient storage once feedback is provided. Furthermore, after

several reinforcements have been presented, the subject may be able to

recover the response from LTS and recognize it as the correct one before

the feedback is presented. He can then use the delay interval to further

study the item. Either of these two processes can generate the increasing

delay function that was observed.

Atkinson (1969) has described the amount of information which was

transmitted to LTS by each reinforcement by an increasing exponential

function for the no-count conditions and by a decreasing exponential

function for the count conditions. These functions have been used to

generate the predictions shown in Figure 10. Although the sort of



sequential investigations iliustrated by Figures 6 through 9 have not

been made, the Dverall accuracy of these predictions support the

interpretation.

Concept Identification

In the following section the theory will be applied to a concept­

identification paradigm in which the effects of reinforcing events are

quite different from those that have been discussed so far. The concept­

identification task requires the subject to observe a series of stimuli

and to classify them, one by one, int'o a fixed set of categories. Fol­

lowing each response, the subject is told the correct classification of

the stimulus and it is this feedback that gives rise to learning. The

concept-identification procedure differs from the paired-associate PJro­

cedure in that the classification depends systematically on some property

(Dr properties) of the stimuli. This means that once the subject has,

solved the problem and has learned the rule by which they are classified,

he will be able to classify novel stimuli correctly. There are, of

course, an almost indefinitely large number of possible stimulus prop­

erties and rules that can be used to partition the stimuli. In the

experiment to be discussed below we shall treat only a very few of these

possibilities, those where the stimuli are cOmposed of orthogonal binary

dimensions and where the classification rule depends on only one of

these dimensions. The procedure for the experiment that will be dis­

cussed (for a complete treatment see Wickens, 1969) will show these

restrictions more clearly.

Subjects were seated before a teletype keyboard and saw stimuli

projected on a screen in front of them. These stimuli were pictures
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which were constructed to vary along twelve different dimensions. Each

of these dimensions, or attributes,' of the pictures, could take on either

of two different Yalues, only one value in each picture. One set of

stimuli, for example, consisted of line drawings of houses in which the

dimensions were represented by one or two windows, by a chimney on the

left or on the right, and by ten other distinctions. From the twelve

attributes a total of 2
12

4096 distinct stimuli could be constructed.

The rules used to determine the correct classifications were based on

exactly one of these attributes; all stimuli for which that attribute

took one value falling into one of two categories, all stimuli for which

it took the other value falling into the other categorY. As each stimulus

was presented, the subject indicated his choice of category by pressing

the zero or the one key on the keyboard and was informed of the correct

alternative by indicator lights mounted above the keyboard. A series of

such trials were presented to the subject, the series continuing without

interruption for the duration of a session. Whenever the subject had

correctly identified the relevant attribute, as indicated by a string of

12 consecutive correct responses, he was signaled that the current prob­

lem was complete and was immediately started on a new problem, using a

rule based on one of the 11 attributes that had not just been used. Sub­

jects were run for two hours per day for five days. The number of problems

solved by a subject during the experiment ranged from 53 to 115. During

the first 25 problems or so subjects showed improvement. After this point,

however, the number of trials to solution remained approximately constant.

The analysis to be discussed below is based on this stable, asymptotic

data only.
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The analysis that we shall make of concept-identification is based

upon the general idea of hypothesis testing (Bower and Trabasso, 1964;

Restle, 1962). We assume that the subject solves concept problems by

formulating;hypotheses about the rule that determines. the cl,,-ssification,

then observing the sequence of classified stimuli to see whether the

hypothesized rule is supported or not. A rule which is consistent with

the true classification will enable the subject to respond correctly and

thereby to solve the problem, whereas a mle that is. inconsistent will

cause errors to be made. When an inconsistency appears, the subject .will

abandon the rule under test and select a new one. It is apparent that

this sort Of solution is composed of two different processes : the selec­

tion of rules and their test. This dichotomy will represent an important

part of our analysis of the role of reinforc"ment in concept-identification.

We assume that initi,,-lly there is a set. of hypotheses which the

subject considers to be potential solutions to the problem and which he

wishes to test. The size of this pool depends on the nature of the task

and on the SUbject's familiarity with it. In his first attempt to solve

a concept-identification problem a subject may have a large set of hy­

potheses which he views aspossibl", many of which. are quite complicated

and cannot be the true solution to the problem. In the case of the

experiment mentioned above, in which considerable practice was given

and the subject was adapted to the task, the set of hypotheses may rea­

sonably be identified with the set of attributes of the stimuli. In

the following discussion we shall speak of sampling attributes, indica­

ting the specific nature of this experiment. One may, however, think

of this as sampling from a pool of much more general hypotheses.
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When solving a concept-identification problem we assume that the

subject starts by choosing a sample of r attributes from the total set

and maintains them in STS by rehearsal. The matching of the values taken

by these attributes to the two response alternatives is assumed to show

local consistency (Gregg and Simon, 1967), that is, the assignment is

made in such a way as to be consistent with the outcome of the last trial

that has taken place. B,y comparing this assignment to the values that

these attributes take in a new stimulus, the subject makes several pre­

dictions regarding the outcome of the new trial. Each, of these predictions

is based on one attribute in the sample: If the value of this attribute

is the same as the value it took in the previous stimulus, then the same

classification is predicted; if the value is different, then the classi­

fication is predicted to change. If more than two attributes are sampled,

it is possible that the set of predictions may have internal inconsis­

tencies, since each attribute maybe varied independently of the others.

The subject's classification response is generated from these predictions

in some manner or other. The actual method of generation is not crucial

to our analysis: he may choose a prediction at random, may select the

response indicated by the largest number of predictions, or may use any

of several other strategies.

The outcome of the trial provides confirmation of some of these pre­

dictions and disconfirmation of others, implying that those attributes

on which incorrect predictions were based are no longer tenable candidates

for the solution. Accordingly, these attributes are dropped from the

rehearsal buffer. On the following trials this process is continued,

either until the buffer is emptied or until the problem is solved,. in
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the sense that only one attribute is being considered and this is the

correct one. If the buffer is emptied, the subject is forced to draw a

new sample of attributes for testing. Here,for the first time, LTS

becomes important. While the first set of attributes was being tested,

information about them was being transferred to LTS. Now when resampling

is taking place, this information inLTS may allow the subject to avoid

resampling those attributes which have already been tested and rejected.

Resampling of an attribute that has already been tested may take place,

but only when information about that attribute cannot be recovered from

LTS, either because only a small amount of information was originally

transferred or because of a failure of the search process. As more and

more samples are drawn there will be a greater and greater likelihood

that the correct attribute will be selected and the problem solved.

The formulation of concept-identification learning given here is

similar to a number of those which have been discussed in the literature,

although it is not identical to any of them. In addition to the .refer­

ences mentioned above, Trabasso and Bower have presented models in which

questions of the delay of resampling (Trabasso and Bower, 1966) and the

size of the test sample (Trabasso and Bower, 1968) have been discussed,

while Gregg and Simon (1967) have considered a series of models which

make a number of different assumptions about the selection of new hy­

potheses for test. All of these models, however, are different from

our model in one critical respect, for they assume that the occurrence

of an incorrect response causes the whole sample to be eliminated and

redrawn. In contrast to this assumption, our theory makes a clear dis­

tinction between the effects of information feedback and the effects of
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reward. The important variable in determining what learning takes place

is not whether the overt response was correct or in error, but rather the

way in which the various predictions about the attributes were confirmed

or disconfirmed. Since the subject can make a response that is not con-

sistent with some of his predictions, it is possible for these predictions

to be disconfirmed, and therefore rejected, at the same time that the

response is correct. Only in the case where the buffer size is one (i.e.,

only a single attribute is under test) will the reward and information

feedback aspects of the reinforcement be equivalent.

The fact that resampling does not take place on every error is

central to our analysis of the role of reinforcement in this situation.

It is relatively easy to demonstrate that this cannot occur as frequently

as do errors. If resampling is. postulated to take place after<every· error,

the rate of learning for problems based on a particular attribute is in-

dependent of the value of r and can be represented by the probability

that no more errors follow a given error, that is, by the probability

that the correct attribute is both selected for rehearsal and is used

as the basis for response generation. This solution probability can be

estimated from the number of errors required to solve the problem. If

mi is the mean number of errors to solve problems based on the i
th

attri-

bute, then the solution probability for that attribute, c i ' can be

estimated as follows (Restle, 1962):

The c. 's should form a probability distribution over the set of attri­
l

butes. Using data from repeated problems for a typical subject, Wickens
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(1969) was able to determine &. f'or all twelve attributes in the stimulus.
l

These estimates summed to 1.8, which was signif'icantly larger than the

maximum value of 1.0 that would be permitted for a true probability dis-

tribution. The conclusion must be that the subject was learning-more

rapidly than could be accounted f'or by a process that depended only on

whether the response was correct or not. Subjects must have used re-

hearsal buf'fers with sizes that were greater than one and must have

depended on outcome inf'ormation to adjust the contents of STS.

In his treatment of' the data f'rom this experiment Wickens used a

somewhat simplified version of the LTS postulate put f'orward in the pre-

ceding paragraphs; indeed, he did. not separate his analysis into short-

and long-term components as we have done. He assumed that all items

contained in a particular sample were unavailable to the next £ samples,

where £ = 0, 1, 2, .•• , and that this value of' £ was constant f'or all

attributes.* Using these assumptions he was able to derive the distribu-

tion of the trial of last error and of' the total number of errors,

parametrized by combinations of' rand £. Figure 11 presents predictions

for the mean trial of' last error and compares them with the observed

mean trial of' last error for each of' the 45 subjects who served in the

experiment. The observed means are plotted as a histogram at the bottom

of' the figure, while the predictions are plotted along four short axes;

a separate axis for r = 1, 2, 3, or 4. Points along these axes indicate

*The model that we have proposed above would predict that items f'rom the
same sample could remain unavailable for different lengths of' time, and
that these periods should depend upon the number of trials that the at­
tributes resided in the rehearsal buffer.
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values of £. For example, there were three subjects whose mean trial of

last error over all problems fell between 9.5 and 10.0. Mean trials of

last error in this range are predicted by strategies in which r ~ 4 and

£ 0, in which r ~ 3 and £ ~ 1, or, to reasonable accuracy, in which

r ~ 2 and £ ~ 4. None of the strategies with r ~ 1 would be satisfactory

for these subjects since, even with perfect long-term retention (£ ~ 11),

a mean trial of last error smaller than about 12 would be extremely un­

likely. It is apparent from Figure 11 that there is a very large spread

in the observed data and that no single set of parameters can adequately

account for all of the subjects. It is clear, however, that subjects

with low values for the mean trial of last error were using strategies

which required an r of at least 3 or 4, and which made significant use

of LTS. The presence of these subjects who used rehearsal buffers of

larger than a single attribute is again evidence for our contention that

it is the confirmation of predictions about the attributes rather than

the reward of a response that dictates the course of learning.

Magnitude of Reward

The amount of reward associated with a correct response or the

punishment associated with an error are variables that have not received

a great deal of systematic consideration in human learning. In general,

the studies that have examined amount of reinforcement have varied the

degree of information feedback made available to the subject after his

response (e.g., Keller, Cole, Burke, and Estes, 1965) or the amount of

time that he is given to study the item (e.g., Keller, Thomson, Tweedy,

and Atkinson, 1967). When reward magnitude has been considered, however,

the extent of its effects seem to depend upon whether reward conditions
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have been compared between or within subjects. A series of experiments

by Harley (1965a,b) illustrate this clearly. He ran subjects in a paired­

associate experiment using an anticipation prOcedure to learn eve pairs.

Incentive was provided for some pairs by telling the subject that he

would receive 254 for each one that he correctly anticipated on a later

trial. In one experiment (1965b) Harley tested for the effects of this

reward in an absolute manner by comparing two groups of subjects: one

group received 254 for every correct anticipation, whereas the other

group received no rewards at all. The rate of learning for these two

groups was virtually identical (Figure 12). When both reward values

were used simultaneously with the same subject, half of the pairs receiv­

ing a reward and half not, the rewarded items were correct significantly

more often (Harley, 1965a). As Figure 12 indicates, this effect appears

to take the form of an improvement in performance on the rewarded items

and a decrement in performance on the unrewarded items when compared to

either of the absolute groups. This interpretation is placed in some

doubt by a later experiment (Harley, 1968) which suggests that the. reward

effect should be attributed primarily to poorer performance on the low

incentive items rather than to an improvement on the high incentive items.

In any case, these experiments indicate that the relative reward was the

important variable, not the absolute magnitude of the reward.

In the system of reinforcement considered here , the reward associ­

ated with an item can influence performance only by altering the way in

which information about the item is processed in STS. With this view it

is relatively easy to see why absolute rewards may not be important.

The subject in a typical verbal-learning experiment is usually motivated
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to perform well, even in the absence of monetary ihcentive, The way in

which information is processed in STS will be determined primarily by

the nature of the test material and by the structure of the experiment,

A difference in the absolute reward level will not make very much change

in this scheme. When items with different reward values are presented,

however, they may receive different treatments within the same general

scheme, In particular, for tasks in which a rehearsal buffer is set up,

the effects of differential rewards will be reflected in the relative

probabilities of entering an item into the buffer or of deleting it once

entered, Thus high reward items would be more likely to receive study

than low reward items, and so would be learned better. When only a

single level of reinforcement is present, however, all items are equally

likely to receive study, regardless of the level of reinforcement, The

overall rate of learning in either case will be determined by the nature

of the material to be learned and will not depend on the reward.

We have said that the effects of reward are determined by differ­

ences in the processing of high and low value items in STS, If this is

the case, the nature of the reward effect should be influenced by the

presence or absence of a rehearsal buffer, When a buffer is used, differ­

ential processing of high and low value items can occur easily, since

high point items may be entered into the buffer with a higher probability

than low point items, while low point items (if recalled as such) may be

more likely to be deleted from the buffer, On the other hand, if a coding

strategy (similar to the one induced in the delay of reinforcement study)

is used, each item will be studied as it is presented and there will be

relatively little opportunity for an effect of reward magnitude to appear.
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Fortunately, it is possible to predispose the subject to use either a

rehearsal or a coding strategy by a fairly simple experimental manipula-

tion. This effect has been demonstrated clearly in an experiment by

Atkinson, Brelsford, and Shiffrin (1967) using two groups of subjects in

a continuous paired-associate task in which number-letter pairs were

given single reinforcements. In one group a fixed set of stimuli was

used, pairing new. responses with each stimulus throughout the course of

a session. In the second group each stimulus was used only for a single

pair, then retired. For the first group they obtained clearly separate

lag curves by varying the number of pairs that the subject was required

to keep track of at any point in time; for the second group there was no

effect of this manipulation on the lag curves. This difference is readily

explained by assuming that subjects in the first group set up a rehearsal

buffer, while subjects in the second group attempted to code each item

. *during the interval before the presentation of the next palr.

An experiment which looks at reward effects while manipulating the

stimuli in this ~ay has been conducted by Kirk Gibson at Stanford Uni-

versity. The paradigm of this experiment was, in general, similar to

those that we have already analyzed. SUbjects were seated at teletypes

and were presented with a series of pairs to be learned. The stimuli

were eve trigrams and the responses were the letters of the alphabet.

*In their original paper Atkinson, et al. (1967, p. 295) interpreted the
difference in the two conditions by-asSUming that for the second group
items were maintained in the buffer even after they had been tested. In
light of later evidence, it now ~ppears that this explanation is unreal­
istic and that the results may be more reasonably explained, as we have
done, by the failure to forma buffer.
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Each pair received only a single study and a single test. Two groups of

subjects were run: In the fixed-stimulus condition a set of nine stimuli

were selected at random at the start of each session and were used through­

out that session. After each test in this condition, the same stimulus

was presented for study paired with a new response. The second group of

subjects was run in a variable-stimulus condition. In this condition the

item just tested was permanently discarded and a new stimulus-response

pair was presented during the study phase of the trial. As in the fixed

group, however, the subject was trying to keep track of only nine stimulus­

response pairs at any given point in time. The same random presentation

schedule employed in most of the other experiments was used, so that the

test lags were distributed geometrically beginning with lag zero.

The second aspect of the experiment concerned the reward values

assigned to the pairs. As each new item was presented for study, a value

of either 11, 22, or 99 points was randomly assigned to it (i.e., each

of these three values was equally likely to appear). The values were

assigned independently for each item; in particular, a stimulus in the

fixed gro'Qp could receive different reward values when paired with dif­

ferent responses. The subject was told that if he correctly recalled

an item, its points would be credited to his score for the session. At

the time of test the subject was not shown the point value associated

with the item. Indeed, subjects were given no immediate feedback on

their accumulation of points, although at the start of each session they

were informed what percentage of the total possible points had been ob­

tained during the previous session. The subjects were paid for partici­

pation in the experiment in proportion to this percentage.
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The· results of this experiment are shown in the form of lag curves

in Figures 13 and 14. For the fixed-stimulus group (Figure 13) there

was a marked difference between performance on the 99 point items and on

the other two types of items, although there was not a statistically

significant difference between the 22 and the 11 point items. In contrast

to these results there were no differences. among the payoff conditions

for the variable-stimulus procedure (Figure 14). ApparentlY, varying the

stimuli was sufficient to eliminate the basis for any reward effect.

The results of this experiment are in accord with our view of learn­

ing and reward. As indicated by subject reports at the conclusion of the

experiment, the variable-stimulus pairs (a unique stimulus trigram and

response letter) were fairly easy to code on an item by item basis. For

this material, however, the subject experienced difficulty if he tried

to maintain several items simultaneously in STS via rehearsal. Since it

was much easier for the subject to code the items than to maintain a re­

hearsal bUffer, he tended to study each item when it was presented and

then turn his attention to the next item. Using this strategy every

item will be studied and the point values will not play an important

role in the amount of information transferred to LTS. Consequently,

little or no effect of reward value should be observed, as indeed was

the case for the variable-stimulus procedure.

On the other hand, for the fixed-stimulus procedure, the set of

stimuli quickly became very familiar, and subjects report that it was

easy to set up a rehearsal buffer of three to five i.tems. Coding, how­

ever, is much more difficult for this procedure, since it is almost

impossible to generate non-competing codes for the same trigram paired
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with many different letters during the course of a session. For this

group, then, several items will be maintained in STS at any given time,

and it will be easy to give preferential study to an item in the buffer

by ignoring another item just presented. Similarly, a high point item

will almost always be entered into the buffer at the expense of some item

that is already there. Thus the reward values will determine which items

are studied and for how long they are maintained. Accordingly, a reward

effect is predicted for the fixed-stimulus procedure, as was observed.

We do not want to argue from these results that a reinforcement

effect cannot be obtained using the variable-stimulus procedure. If

sufficiently large rewards are offered for correct responses to certain

items, then there is no doubt that they will receive additional study,

probably both by rehearsal and by coding. The point that we feel is im­

portant here is that with the particular payoff levels used in the study,

a marked difference in reinforcing effects appeared between the fixed­

and variable-stimulus procedures, two procedures which in a logical sense

place identical demands on a subject. Although both procedures require

the subject to keep track of the same number of stimulus-response pairs

at any given point in time, the particular nature of the stimulus material

caused different methods of study to be used, and in turn made reinforce­

ment effects evident in one case and not in the other. This is another

example where a given reinforcing operation can lead to markedly dif­

ferent effects depending on the particular information processing

requirements of the learning task.

One of the surprising results in the experiment is the high accuracy

of recall for the variable-stimulus condition. Although there was no



effect of the reward, the overall proportion of correct responses is

approximately at the s.ame level as the 99 point items for the fixed­

stimulus group. Further studies are currently in progress to investi­

gate the exact form of the STS structure that is set up for this condition.

It is not possible to make a direct comparison of rewarded and unre­

warded performance within this study. Some sort of comparison can be

made, howeve.r, between another of Gibson's groups and a group from the

experiment by. Loftus reported in the first part of this paper. The group

in question used a fixed-stimulus procedure, but with the digits 1 through

9 as stimuli instead of trigrams. This procedure is exactly the same as

the recall-alone condition of the Loftus study, except for the presence

of rewards. If these rewards are neglected, performance in the two ex­

periments is almost exactly the same; if the three reward values are

combined, the mean lag curve is indistinguishable from that observed by

Loftus. The unrewarded responses of the recall-alone condition fall

roughly between the items which had been given high and low incentives

(Figure 15). In this figure the 11 and the 22 point items have been

combined, hence each data point in this curve includes approximately

twice the number of observations as the corresponding point in the high

reward curve (this means that the average of the two curves does not lie

midway between them; in fact it falls almost exactly on the curve for

the recall-alone group). While hardly conclusive, this comparison again

suggests that the 99 point items have been given additional study at the

expense of the low-point items.
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Effects of Reinforcement on Retrieval

Throughout this paper a distinction has been made betweer storage

and retrieval processes in learning. As noted in the introduction, this

distinction is . also relewmt to an analysis of reinforceme'\t. The appli­

cations considered so far have been primarily concerned with how rein­

forcement influences the study of items, hence the storage of information.

The reason fo~ not turning sooner to retrieval aspects of reinforcement

is that there are few if any experiments dealing specificallY with this

topic.

In an attempt to remedy this state of affairs, we ~ave initiated

some experiments in which the reward associated with paired-associates

has been manipulated both at the time the item is first studied and later

attest. None of these experiments are yet complete, but we want to pre­

sent some pilot data from an experiment by Geoffrey Loftus which illustrate

some effects of interest. This experiment employed a continuous memory

task that was almost identical to the fixed-stimulus procedure described

in the section on reward magnitude (p. 70). The stimuli were the digits

from 1 to 9, and the responses were letters of the alphab~t. Each new

stimulus-response item was assigned a value of either 11, 22, or 99 points.

When an item was presented for study, however, its point value was not

always displayed. For about half of the items no information about the

reward was given at this time; the subject was instructed that the items

for which no point values appeared had, nevertheless, been assigned one

of the three values at random by the computer controlling the experiment

and that these values would count. in his total score for the session.

Similarly, when the items were tested, their reward value might or might
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not be displayed. Again, the reward value was presented on about hal~

of the tests. The presentation of the reward value at test was inde­

pendent of whether the reward had been presented during study; thus the

subjects might receive information about the rewards assigned to a par­

ticular item at the time of study , at the time of test, at both times,

or at neither time. If a reward value was presented at study and test,

then the same value appeared both times.

Some preliminary results from this study are presented in Figure 16.

The graph gives the proportion of items correctly recalled, averaged over

all test lags, as a function of the presentation schedule and reward value.

The mean latencies of correct and error responses are also shown. As in

Gibson I s experiment there was very little difference between the 11 and

22 point items, so these have been grouped together as low-value items.

The two points on the left of the graph are for the conditions in which

the subject was informed during study that he was being shown a high

(Le., 99) point item. One of the observations (HH) shows the results

when the reward information was also presented at test, the other (H-)

when it was not. Similarly, the three middle points (-H, --, -L) are

associated with conditions in which no: reward was presented at the time

of study, while the two right-most points (L-, LL) give results for items

studied with a low point value (11 or 22). Although all test lags have

been combined in this figure, the general form of the results appears to

be the same at both short and long lags.

The major effects in Figure 16 are due to the reward values displayed

during study. Items that were assigned 99 points at study had a higher

probability of being recalled than items for which no reward value was
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assigned. These items ..were, in. turn, better remembered than the low

point items. The explanation that we offered for Gibson's data in the

previous section is consistent with these findings if items with an un"

specified reward are assumed to receive a level of study intermediate

between that given to high and low point items.

In the introduction two ways were mentioned by which reinforcement

could aid retrieval. The first of these suggested that the reward value

associated with an item might act as a cue to facilitate the retrieval

of information from LTS. This preliminary data provide little support

for this hypothesis, for there is no indication that items for which the

reward value was presented on both study and test are better recovered

than those that received reward only at the time of study. This result

indicates that in this experiment the reward had negligible cue value.

The second potential effect of reward on retrieval receives more support;

namely, that a subject would be willing to spend more time in attempting

to retrieve items that had been assigned a high value than items that

had been assigned low values. This effect is quite clearly shown in the

latency of incorrect responses, particularly for the conditions in which

the reward value had not been identified during study (i.e., conditions

"H, "", and -L). The latency of errors shows the same effect for the

two conditions where point values were presented during study, although

not to as .marked an extent. Curiously, this effect is totally lacking

in both the latency and probability of a correct response. These results

suggest that either the subject was able to retrieve an item without

much difficulty (with a latency of about three seconds), or else no
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recovery was possible, When an item could not be recovered, the addi­

tional search time spent on items with large reward values was not of

much help,

These results must be regarded with some caution, The amount of

data represented is not great, and it is likely that the specific charac­

teristics of the task are not optimum for demonstrating retrievel effects,

The fixed-number procedure that was used is one which almost invariably

leads the subject to set up a rehearsal buffer, Indeed, several of the

subjects reported being able to successfully set up a nine-item buffer

by visualizing the responses arrayed in a 3 X 3 matrix! The process of

retrieving items from the buffer is a fairly simple one and invariably

will lead to a correct response, Items that are recovered in this man­

nerwill not contribute to any effects of reinforcement on the recovery

of the item, We would expect that more substantial effects will be

observed in a task in which the subject is forced to put greater reliance

on LTS, Nevertheless, an effect of reinforcement on retrieval time was

clearly evident in this study, showing, as expected, an incentive effect,

This effect would not be predicted from a theory that assigned to rein­

forcement only the role of strengthening connections; it is, however,

consistent with the view that reinforcement acts to direct attention and

to control information flow,
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CONCLUDING REMARKS

In this paper we have attempted to present a theoretical framework

within which to view the phenomena of reinforcement. Basically, the

framework involves an account of learning and attention in terms of the

storage of information in memory and its subsequent retrieval. Reinforce­

ment is the modulation of this information flow as it influences both

storage and retrieval processes. It is our belief that a given rein­

forcing operation can have many different and often seemingly contra­

dictory effects depending on the particular study and test procedures

that are used. In order to illustrate some of these effects, the theory

was applied to results from several different experimental paradigms.

These applications, we hope, have demonstrated the general principles by

which the transfer of information in memory is controlled and shaped by

reinforcement.

It is unfortunate that our discussion of reinforcement cannot be

summed up in the form of a set of simple statements. Statements of this

type, such as that of the law of effect, do not provide a consistent and

unambiguous explanation of the range of reinforcement phenomena that have

been observed. If the effects of reinforcement are analyzed in the con­

text of an information processing theory of the type outlined in this

paper, we believe that they will appear relatively orderly and consistent.
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