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Stanford University
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TNTRODUCTION

‘In this chapter we develop and_evaluate a mathematical model fér
. a . series of experiments on recognition.memory. The médel.is extremely
simple, incorporating only those assumptiOns negesgary for treatment
oft the phenomena undex analysis; It should be noted, however, that:the
model is é speéial-case of a more general theory of Lemory (Atkinsog @
Shiffrin, 1968, 1971); thus its_evaluation.has implications ﬁot only for
the experiments examined here, but for the theory of Whichﬁit:iﬁwa@‘
gpecial case, |

Before discussing the model and the relevant experiments,. it will
be useful to provide a brief feview of the general theory. The theory
views membry as a dynamilc and interactive system; the main coméonents
of the memory system and paths of information flow are diagrammed in

Fig, 1. Stimuli impinge on the system via the sensory register, and the

systenm, in'turn, acts upon its environment through the response generator.

Within the system itself, a distinction is made between the memory storage

-network, in which information 1s recorded, and control processes that

govern the flow and segueheing of informaticn. The memory storage net-

work. is composed of the sensory register, a short-term steore (STS), and

a.long~term store (LTS). The sensory register analyzes and transforms
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Fig. 1. A flow chart cof the memory system. Solid lines indicate paths of
information transfer. Dashed lines indicate connections that permit
comparison of information arrays residing in different parts .of the

‘system; they also indicate paths along which control signals may be

-.gent which modulate information transfer, activate rehearsal mechan-
isms, set decision criteria, alter biases of sensory channels,
initiate the response generator, ete.
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the input from the sensory system and briefly retains this information
while it is selectively read inteo one of the memery stores, The STS is
a.working memory7of Iimited capacity from which information decays fairly
" repidly unless it is maintained by coentrol processes such as imagery or-
‘rehearsal. The contents of TS may be thought of as the "eurrent state
of consciousness" for the subject. The LTS is a.large and essentially
permanent memory bank; information once recorded in this store dees not
decay, but its availability for further processing depends upon the ef-
fectiveness of retrieval processes, In the figure, STS and LIS are
depicted as two separate boxes, but this is net meant to imply neuro-
loglcally separete systems; it is quite possible that STS is simply the
-active phase of neural processes guiescent .in ITS. ~The control processes
regulate the tranéfer of information from ene. ‘store to anether, and the
seguencing of operations within each memory steore, These procesgses are
labilecsﬁfategies adopted by the subject in response to envirenmental
and task conditions, They include selective attention, rehearsal, ceding,
selection of retrieval cues, and all types of declsion strategies.
Although the model developed in this paper is & speecizl case of the
theory represented in Fig., 1, it can equally well be interpréted as con-
sistent with a.number-of o‘ther-theories.2 It is possible to theorize
about components of the memory process without making cbmmitments on.all
aspects of a theory of memory., Component preblems can. be iseolated exper-
Qimentally and. lecal models developed, Work of this sort e#entuallyvleads
to medification of the general theory, but a cleose connection between
local models and the general theory is not required at every stage of

research.




"The term "recognition memory" covers. a wide variety of phenomena. in
which the subjeqet attempts to decide whether or not a.given opject or.
~event hag been experienced previously (Kintsch, 1970 &,b; MgCormack,
1972)v7 It is g common process in everydey.life and one that_is.rgadily
subject to experimentation. Tn the recognition task that we have been
investigating, the subject must decide whether or not a given test
stimulus is a member of a predefined set of target items. For any setl.
S of stimuli, a subset B is defined which is of size d.  Stimuli in

1

Sl willl be referred to as target items; subset_SO is the complement of

Sl.with.respect to 5, and its members will be called distractor items.

The experimental task involves a long series .of discrete trials with a

~gtimulus from -8 presented on each trial. To each presentation the sub-
Ject mekes either an Ai-or.AO response indicating that he judges thg;,.
stimilus to be a target or.distractor item, respectively.

The target sets in our experiments. invelve fairly long lists of ..
words (sometimes as many -as 60 words) that arémthoroughly memorized by,
the subject prior to the test session. During the test session individ-
ual words are presented, and -the subject's task is to respond as rapidly

as possible, dindicating whether or not the test word is a member of the

target set. Errors are fairly'infrequent, and the principal data ere

response latencies (i,e., the time between the onset of the test word and

the subject's response). The length of the target list and other features

- of the experimental procedure prevent the.subject from rehearsing the list

during the course of the test session, thus requiring that. the subject

access LIS in order to.make a.declsion about.eagh. test word. .



In some respects this.task,is_similar tg_ﬁha;_studied”by Sternberg
(1966)  and éthexs, Tn the_Sternbeﬁg‘task,_a_small number of items {e.g.,
1 to 6 digits) are preseﬁted at the start of each trial and make up the
target set for that trial. The test item is then presented, and. the .
subject makes an Al regponse 1f the item is a member of that trialfs
target sgt, or an A@ otherwise., In the Stermberg task'theisubjectqdoes_

- not need: to master the target set, for-it is small and can bg maintaiqu
.in STS while needed. This type of short-term recognition exgeriment
dlffers then from our long-term studies in terms of the size and mastery
of the target set. The data from the two types of studies are similar.
‘in many regpects, but there are some striking differences. In both types
of studles, response latency is an.ingreasingklinean-function of the_size
of the target set; however, the slope of the function is aboul 5 msec
-per-item in the long-tewm studies, as compared with about 35 msec:in. the
short-term studies. Other peints of comparison will be considered. later.

Frem a variety of long-term recognition studies we have achieved a
better understanding of how.informaticn is.represehfed in memory. and. hew
it is retrieved and. processed in meking response deeisions. A model
. based on this work will be formally developed in the next section. Flrst,
however,. a meore intuitive account will be givén,

Consider the case in which the target set consists of a. leng list
ef words that the subject_has.thoroughly memorized prior. to the test
seseion. The initial problems are tc postulate mechanisms by which this
information is used to distinguish target words from distractors. It is
assumed .that every word .in the subject's language has assoclated with it

-a-paxticﬁlar-longwterm memory location that we will refer to as a node
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in the lexical store (Miller, 1969; Rubenstein,; Garfield, & Millikan,
- 1970). When a word is presented for test, the sensory input is encpded
.and mapped onto the appropriate node. This process is essential in iden-
tifying or naming the test stimulus as well as in retrieving other
information that is associated with the item. "Fig. 2 shows a represen-
tation of a single node in the lexical store (left panel), along with an
example of an assoelative network by which various nodes are interconnected
(right panel). Bach node is a funcétional unit representing a single word
or concept (Suéh ds the relational concepts "to the left of," “above,"

or other concepts dealing with size, shepe, etc.). A variety of nodes
and their associations in the lexicon is necessary in'accounting for
‘language use and other symbolic behavior (Schank, 1972}, but for cur pur-
pases we' need only congilder nodes- that correspond to potential test words.

At egch node is stored am array of codes. The input codes reérésent

the end results of the encoding processes that operate on the auditory,
pictorial, or grephemic information in the sensory register. These codes
serve as-means to access the appropriate rode in the lexicon. Internal
codes are alternative fepresentations'of the stimulus word that can be
used to locate the item if it is stored elsewhere in memory. The internal
codes cen be of various types; they may be abstract plctoriasl or auditory
images, a list of semantic-syntactic markers, predicate relations, etec.
Information recorded in memory invelves an array of internal codes, and
the same cbject or event may be represented by different codes depending
on the memory store involved and related information. Finally, output
codes, when entered into: the regponse generator, permit the subject to

produce the word in verious forms (oral, written, etc.). The property
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{(A)

(B)

Fig. 2.

A schematic reyresentatlon of the lex1cal store, Panel (&) illustrates a hypothetical necde
in the lexicon with associated input codes [{1) auditery, (2) pictorial, (3) graphic], out-
put codes [(4) written, (5) spoken, (6) imaged}, and internal codes (7) accustical code
for STS, (8) imaginal code for LTS, (9) verbal code for LTS]. Panel (B) illustrates a
subset of nodes in the lexicon, w1th dashed lines indicating codes that are ghared by more
than one lexical node. For example, depending on an individual's experience, the nodes

for mare and stallion could share a common.internal cede; if this code 1s used {along with
others) to represent a particular eplsode then information about the horse's sex will not
be recorded in the E/XK store. :




of lexical nodes that allows transformation from cne code to another has
proved useful in other theories of memory, m6st notably in the logogen
system of Mortoﬁ (1969, 1970).

It is possible that information sfored at the node representing the

test word could lead directly to the decision to make an A or AO re-

L
sponse. This would.be_the case if, for exampie, each node corresponding
to a target word had associafed with‘it a marker or'}ist teg which could
be retrieved when the item is tested (Anderson & Bower,. 1972). We take
the alternative view, however, that information contained in the lexicsl
store is relatively isolated from those parts of the memory system that
record the odcurreﬁce of particular eventé,-experiences, and thought
processes. The.lexical store contains the set of symbols uséd in the
information~-handling process, and the various éédes agsociated with each
symbol; these cpdes are the iaﬂguage in Whichsexperiences are recorded,
but the actual record. is elséwhere in memcry. Thus, memorizing a list
of words invelves extracting appropriate codes from the lexicon and or-
ganizing these codes into an array to be recorded in a partition of ITS
geparate from the lexiesl store. There is no direct link between a word's
nede in the lexicon and its representation.ih the memory structure for
the word list; to establish that a word is a member of the memorized list
involves extracting an appropriate code froﬁ the word's lexical'nbde and
scanning it against the list for a poséible match,

Thus, LTS is viewed as being.partitioned into a lexical store and
what we will call the event-knowledge store (E/K store), As noted above,
the lexical store maintains a set of syﬁbols and codes that can be:used

by the subject to repyesent knowliedge and the occurrence of particular

6




events. When the subject is confronted with new information, he repre-
sente it din the.foxm .of an array of appropriate internal codes, and.if
it is to.be retained on a.long-term basils, that array is recorded in the

3

E/K store. Our representation.of words resembles the model proposed by
Kintsch (1970b), but differs from his model regerding the representation
.of a memorized 1ist. . Kintsch assumes that acquisition of a list invelves
. increasing the familiarityror strength of an item in the lexical store.
While we agree With‘Kinfsch up to this point, we also:propose that, in
.addition, the code or codes of a word in the lexical store are.copied
and placed in the E/K store. The organization of these'codes in.the'
CE/K store, as suggested by Herrmann (1972), will depend on the particular
} study procedure used in scquisiiion (e.g., serial order, an arbitrary
zpéiriﬂg of wordg, or clustering by a common meaning such as categery
membership). The division of LTS into a lexical store and an E/K store
is similar to the distincticn made by Tulwving (1972) between semantic
and episodic memory. In Tulving's taxonomy, the lexical store would be
clasgified as a case of semantic memory. The E/K store, however, might
ke classified by Tulving as either semantic memory or episodic memory
depending on the type of information.in the E/X store, To Tulving, onefs
'“memory for a list learned in a psychoiogy experimeﬁt constitutés an
eplgodic memory, but the knowledge one learns in a chemistry course
(such as the periodic table of elements) ccnstitutes a semantic memory.
It is maintained here that both kinds of information are held in the E/K
store énd are treated by the memory system in essentially the same manner.

Figure 3 presents a summary of the processes inveolved in recognition

memory for words that are members of a list stored in.long-term memory.
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A schematic representation of the search and decision processes
in long-term recognition memory. A test stimulus is presented
(1) and then encoded and matched to an appropriate node in the
lexicon (2). 'The fawilisrity index associated with the node may
lead to an immediate decision (3) and in turn genervate & response
(6). Otherwise an extended search of the stored target list is
initiated (4), which eventually leads to & decision {5) and a
subsequent response (6). Path (1), (2), (3), (6) results in a
much faster response than path (1), (2), (4}, (5}, (&), and one

that is independent of target-set size.
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When the test word.is presented, it is encoded inte an input code that
allows direct access to the appropriate node in the lexical store. Al-
though the node does not contain & tag or marker indicating list member-

ship, it will be assumed that by accessing the node the subject can

arrive at an index of the test word's familiarity. The familiarity

value for any node is a function of the time since that node was last
accegsed relative te the number of times the node had been accessed in
the past. Infrequently occurring words receive a large increase in
familiarity after a single test, whereas ths test of a;ffequent wordf_
results in only a small increase in its familiarity. The_fami;iariiy
wvalue for any word is assumed to regress to its base value as a fun¢tion
of time since the last access of the node‘,‘%"i

In recognition experiments. of the type described aboveg_the.iamilm
larity value of a word sometimes can be a fairly reliable indicator of
list membership. It will be assumed that when the subject finds a very
kigh femiliarity value at the lexical node of the test werd, he outputs
an.immediste Al responge; if he finds a very low familiarity value, he
outputs an. immedizte Ab, If the familiarity value is intermediate
(neither low nor high), the subject extracts an appropriate internal
code for the test word and scans it against the target list in the E/K
store. If the scan ylelds a match, an Al is made; otherwise_AOa In

the next section, these ideas will be quantified and tested against data

invelving both error probabilities. and response latencles.




A MOTEL FOR RECOGNITION

Several special cases of the model to be considered here have been
presented elsewhere (Atkingson & Juola,. 1972; Juola, Fischler, Wood &
Atkinson, 1971). These papers may be consulted for further intuitions
abocut the model, as well as for spplications to a variety of experimental
tasks.,

" Tt is assumed that each node in the lexicon has associated with it
a familiarity measure that can be regarded as a value on a continuous
scale. The familiarity values for target items are assumed to have a
mean that is higher than the mean for distractors, although the two dis-
tributions may overlap. In many recognition studies (e.g., Shepard and
Teghtsoonian, 1961), the target set is not well-learned and involves
stimuli that have received only a single study presentation. Under
these conditions the familiarity value of the test stimulus leads
directly to the decision to mske an Al or AO respense; that is, the
subject has a single criterion along the familierity continuum which
serves as a degision point for making a response. TFamlliarity values
that fall above the critericn lead to an A, response, whereas those

1
below the criterion lead to an A response (Banks, 1970; Kintsch, 1967,

0
1970 a,b; Parks, 1966; Shepard, 1967).

The studies that we will consider differ from most recognition
experiments in that the target stimuli are members of a well-memorilzed
list. In this case, it i1s assumed that the subject can use the famil-
Llarity value to make an Al o AO responsge as soon as the appropriate

lexiecal node is accessed, or can delay the response until a search of

the E/K store has confirmed the presence or absence of the test item in

9




the target set. These processes are shown in the f£low chart in Fig. k.
When & test stimulus is presented, the subject accesses the appropriate
lexical node and obtains a familiarity velue. This value is then used

in the decision either to output an immediate A or AO response (if the

1
familiarity is very high or very low, respectively) or to execute a
search of the E/K store before responding (if it is of an intermediate
value). The likelihood that the subject résponds on the basis of the.
test item's familiarity alone depends upon the criterié thét are adopted
for making a decision.

A schematic representation of the decision process is shown in Fig.
5, Here the distributions of expected familiarity valués for distractor
items and target items are plotted along the familiarity continuum (x).
Tf the initial familiarity value is above a high criéei«ion_'(_gl) or below
“a.low criterion (co),_the subject outputs a faét:Ai or AO response, re-
spectively. If the familiarity wvalue is between.c0 and s

searches the E/K store before responding; this search guarantees that

the subject

the subjectfwill make a correct response, but it takes time and in pro~
portion to the length of the target list.

On the nth presentation of 2 given item in a teét sequence, there
is a density function reflecting the probapility that the item will
generate a particular familierity valve x; the density function will be

dencted ¢, o(x) for target items and o n(x) for distractor items. The
2

0,

two functiong have mean values Hq p and Mo n? respectively. Note that
s E

the subscript n refers to the number of times the item has been tested,

-and not to the tidal number of the experiment. The effect of repeating

speeific target or distractor items in the test sequence is assumed to

A0




Test stimulus
presentation

Stimulus encoding and access
fo items
familiarity value

Familiarity
value leads to decision
to respond immediately

Activate response

Execute search of the

E/K-STORE to deter-

mine whether stimulus is
member of target set

generator

Response
output

Fig. 4. Flow chart representing the memory and decision stages

inveolved in regognition,

10a




EXTENDED MEMORY
SEARCH

T —

* FAST NEGATIVE __ FAST POSITIVE
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Fig. 5. Distributions of familiarity wvaluves for distractor ltems,
¢O(x), and target iltems, ¢1(x),
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increase the mean familiarity value for these stimuli. This is illus-
trated in Fig. 6 where “i,n and “o;n shown in the bottom panel (n>1)
have both beeg.shifted to the right of their initial values pl’l and
po,l shown in the top panel. The effect of shifting ﬂhe ﬁééﬁ;famili§fity
values up is to change the probability that the presentation of an item
will result in 2 search of the E/K store.

We can now write equations for the probabilities that the subject
will make a corfect responge to target and distractor items. As shown
in Fig. 5, it is assumed that the subject will mske an errcr if the

familiarity value of a target word is below ¢ cr 1f the familiarity of

O.’

a distractor is above Cqe In all other cases, the subject will make a
correct response., Thus the probability of a éorrect response to a target

(x) from c. to oo:

word presented for the n®® time is the integral of ¢, ﬁ o
e .

o0
Pr(4, [ sl’n):fc ¢13n(x)dx =1-0, (el) . (1)
0

Similarly, the probabllity of & correct response to a distractor presented

for the n' time is the integral of ¢ n(x) from-m to e :

G, 1

!
Pr(A, | So,n) =f_ ¢Ojn(x)dx . ®o,n(cl) . (2)

Note that ¢(:) designates the distribution function associated with the
density function ¢{x).

In deriving response latencies, we shall assume that the processes
invelved in encoding the test stimulus, retrieving information about the

stimulus from memory, making a decision about which response io choose

11
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_ Flg. 6 Dlstrlbut:u,ons of fam1l:gar1ty values for distractor items and
© target items that have not been tested (Panel A}, and that
have had at least one prior test (Panel B)
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on the basis of this information, and emitting a response can be repre-
sented as. suc¢cessive ang independent'sfages. These stages are diagrammed
in the flow chart in Fig. 7. When the tegt stimulus is presented, the

first stages involve encoding the item, aééessing the appfopfiate node

in the lexical store, and retrieving a familiarity value x. The times

required to execute these stages are combined and represented by the

guantity £ in Fig. 7. The next stage is.to arrive at a recognition
decision on the basis of x; the decision %ime dependé cn the value of

x relative to c, and ¢, and is given by the function v(x), If x <c

0

O’

a negative decision is made; if x > c,, 2 positive decision is made.

T CO-S xlf'cl, a search of the E/K. store is required. The time for
this search is assumed to be a funegtion ofzd, the gize of the target set;
namely, K + Gi(d). In this equation, K denotes the time to extract an

appropriate search code from the lexical node and initiate the scan of

the target. list; Gi(d) is the time to execute the scan and depends upon
d and upen whether the test item is a target (i=1) or a distractor (i=0),

The final stage is to ocutput a response once the decision has been made,

5

0 for an AO response and Ty for an Al regponse,

The quantities 4, v(x), K, Qi(d), and r; are expected values for the

the response time being T

times necesgary to execute each stage. If assumptions are made about the
Torms of the distributions assoeciated with these expected values, then
expressionsg for all moments of the latency data can be derived. Their
derivation is complicated under some conditions of the model, but under
others it simply involves a probabilistic mixture of two distributions;
that is, the times resulting from fast responses baged on the familisrity

value alcne and times resulting from slow responses based on the cutcome

12



Test
stimulus
presentation

Stimulus encodmg and access
to |1ems familiarity value x

£

i

Comparison of familiarity value X
to criteria cg and ¢,

-"Search ' E/K -Store to establish
whether or not test sttmulus is
from target list

K+ Gy(d) x+8,(d)
Not frbm ' From
target _ target
list list
Execute | ' Execute

negative response ; | positive response

Fig. T. Flow chart representing memory search and decision stages
of recognition. The bottom entry in each bex represents
the time regquired to complete that stage.
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of the extended.memory search. In the present paper, however, we will
only make assumptions about the.expecféd value for each stage, thereby
restricting the'analysis te mean_résponSe d?ﬁa’ 7

We shall let t(Ai | Sj,n) denote the expected time for an A, response
to the nth presentation of a partjicular stimulus dyawn from set Sj
(i,3 = 0,1). Expressions can be_derived from these quantities by welghting
the times associated with each stage by the probability that the stage

1

response to the nth presentation of a given target item (Sl} is simply

eccurs during proéessing. Thus, for example, the time to make an A

the time required to execute a response based on the familiarity value
alone plus the time to execute a respeonse based on a search of the E/XK
store, each welghted by their respective probabilities. If x is the

familiarity value, then the time for g fast Al.respdnse is 4 + v(x) + rl;

'1f, however, a search of the B/K store is made, then response time is
£+ vix) + K+ Gl(d) + T The weightihg probabilities must teke account
of the fact that we are concerned with the time for an Al response cop-

ditional cn.its being correct. The probability of a fast 4, resgponse,

1

conditional on the fact that it is corvect, is the integral of ¢, n(x)
PR ¥

from ¢. to oo, divided by the probability of a correct A, respense (the

1
integral of ¢, (x) from c
l,n

1

o to ). BSimilarly, the probability of a

slow Al response, conditional on the fact that it is correct, is the

1ntegral.¢l,n(x) from ° to 5

¢, to ®. Thus the expected time for an A, response to the nth pre-

divided by the integral of ?y n(x) from
,nt

0 L
sentation of a particular target item is

13




&)

_i’ (2 + v(x) _rl]cb:l.}n(x)dx l;) (2 + v(x) + €+ 9.1(-‘1)_,:'.'? yl]cbl,n(x)dx_

1 +
o . c -

0 ‘ 0

Note that £, r,, K, and 91(6) do not depend on x and thus mey be removed

1.7
from under the integral. Deing this and rearranging terms yields:.

1 o
f" v(x)¢l n(x)dx,+ [K+61(d)] f v(x)d:l’n(}c)dx
o L s o ’
t(a |8 ) =84z 42 \ — (3)
} | l,n 1 1 . @l’n(co) _

vhere ; agé'in; $(+) denotes the distribution function associazted with the
density function ¢(x). Similarly,

&

j"o ¢ a
4 V(X)¢G,5(X)dx + [k8,(a)] J- v(x)poén(x)dx
A ] 8. ) =8 4r 4 —— U - W— (1)
@] ‘O;Il- - B . @O’n(?l)
'co |
j . v(;c)tbl n(x)dx . . _
tA |8 V=f4r 4 i _ (5)
f v(x)@a ﬂ(x)da-c _
t(a | 8 )—,¢3+r+el ’ (&)
o (-‘ 1. . O-’;ﬂ o 1 R _‘(Do n(Cl). * /

?

1




Equations (3) and (&) are the expected times for correct responses and.-.
Eqs. (5) énd (6).aré ekﬁected:{imeé“forlincorféct‘responseé fd’%afgef
énd.distfactor items, feépectivei§:"

In fitting the model‘to data, it will be assumed that ¢i’n(x) is
normally distributed with unit variance for all values of 1 and.n. Thus ,
the presentation of an item causes the distribution tc be shifted up with-
out changing its form or vapriance. The unit-nommal assumption is often
made in theoretical work because it simplifies the mathematics. It is
'done7her¢ Tor this reason,'and'doés not have any special psychological
significance.

In this papex no‘assﬁmptions.will be made about how pi,n changes
with n. Several assumptions seem reasonable on ap a priori basis; rather
than select among them, we bypass the issue by simply esﬁimating “i,n_:
from the data for each value of n. This approach is practical since the
range on n-ié small for the experiments considered here.

Tt showld be remarked that the criteria ¢, and ¢, are viewed as
being determined by the subject. In the initial stages of an experiment,
they would vary as the subject adjusted to the task, but it is assumed
that in time they stabllize at fixed wvalues, Again no theory will be
given of how o ang ¢, vary over initial trials, end thus data for the
early stages of an experiment will not be treated.

Yet another simplifying assumption should be mentioned at this point.
Equations (1) and (2) indicate that errors are determined by the values
of pi,n’ % and Gy . In the experiﬁents examined in this paper, there is
nc evidence to suggest that error rates vary as a function of 4, the size

of the target list. Thus, in treating data we will make the assumpiion
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that “i,h’ % and cl are independent of d. Experimental procedures can
be devised where this assumption would be violated (see Atkinson & Juola,
1972), but for the experiments discussed here it ls warranted.

What remains to be specified are the functions v{x) and @i(a). It

is assumed that v(x) takes the following forms: |

-~

- ( x- cl) 5
pe ;g fTorx>c¢
1
v(z) = lp , forey <x<e t (7)
-(co—'x)'ﬁ ‘
pe ; forx < Gy -

Figure 8 presents a graph of the eQuation.. If the familiarity value x
is far above the upper ériterion or-far—below the lower criterioﬁ, the
decision time approaéhes zero; for values close to thelcriteria,:the
Ewﬂgcisicn'timenapproaches p. A special case of.interest.isﬂwhen é = 03

name Ly,
v(x) = p (8)

Tn this case, the time to evaluate the familiarity wvalue is constant

regardless of its relation to ¢, and c..

X &}
The quantity Gi(d) represents the time to gearch the E/K store, and
.1s assumed to he a linear function of the target set size. For the most

general case we assume that search times on positive and negative trials

vary independently; that is,

g

6,(a) - (92)

atd . (9b)

il

6,(a)
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_v(x)

FAMILIARITY (x) —=

Fig. 8. The function v(x).
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As a special case of Eg. (9),.it is possible that the search times are

identical for both target and distractor items:

9,(a) = 6,(a) = od , )

Alternativéiy,_it might be‘that the length of the memory search. is shorter
on positive trials than on negative trials., This situdation would occur
if the target items are stored as a list structure, and portions of the
1ist are retrieved and séaﬁned as the subject seeks a mateh for the test
stimalus. When a match is obtained,Kthe search ends; otherwise all the

memoxry locations are checked.. The time for this process is

0 (@) = ol (11a)
6,(d) =l . - (11w)

The memory-seavch processes described by Egs. (10) and (11) corres-
pond to the exhaustive and self-temminating cases of the serial scanning
model proposed by Sternberg (1966, 1969b), Wnile Sternberg's models
have proved to be extremely wvaluable in. interpreting data from a variety
of memery-search experiments, good fits between the models and data do
not require that the underlying psychological procesg be sexial in nature.
There are alternative models, ineluding parallel scanning medels, that
are mathematically equivalent to those proposed by Sternberg and yield
the same predictions as Egs. (10) and (11) (Atkinson, Holmgren, & Juola,

.1969; Falmagne & Theios,. 1969; Murdock, . 1971; Towhsend,\l971), Thus ,
the use of the above equations to specify the time to search the E/K

- store does not commit us to either a serial or parallel interpretation.
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| BFFECTS OF TARGET LIST LENGTH AND TEST REPETTTIONS

The first experiment to be cdnsideied.ﬁas.déSigﬂéd prii;rgiy-as“éi
ireplication of two earlier experiﬁents as ﬁell ag to provide a large
~ data bsse with which to test the model, Juola, et al, (1971) demon-
gtrated that recognitign time waé a straight-liné functioﬁ of‘the numﬁér
. qf items in a large‘(lo to 30 items) t#rget‘set: as the number of ifemé
in the target set increased, response latency lncreased linearly for
both positive and negative trigls. A second exﬁe:iﬁent (Fischler &
Juela, 1971) showed response latency to depend on whether or got.the
test stimulus had been presented previously. The response léteﬁcf for
é repeated target item was moré ﬁhén lOOCmsec less than the latency for
-a target on. its first presentation, ¥For a distractor, repetitions in-
creased. latency, with response time being sbout 50 msec grester for a
w.repeated distractor than for one receiving its first presentation.
<o The. present study also included repeated tests of farget and dis~
tractor items, and three target list lengths were used. Groups of 24
- subjects each were given lists of either 16, 2L, or 32 words. Each list
was constructed randomly selecting d words from a.pool of 48 common,
. one~gyllable nouns. The words remaining in the pool after ecach list had
been selected were used gs the distractor set;(SO) to accempany that

target set-(S The subjects were given the lists about 24 hours be~

1)"
fore the experimental sesgion, and instructed. to memorize them in serial
order,

~ At the start of the test .session, each subject successfully com~

pleted a written serial recall of the target list.  The subject was then
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geated in front of a tachistoscope, in which the test words were presented
one at a time. To each presentation the subject made either an Al or AO
response by depressing one of twe telegraph keys with his right fore-
finger. The procedure for the present study was identical to that
Ireported in Fischler and Juela (1971).

The test sequence consisted of 80 consecutive trials that were
divided into four blocks. TFor Block I, four target words and four dis-
tractors were randomly selected from Sl and SO’

II, the eight Block T words were repeated, and four new targets and four

regpectively. For Block

new distractors wepe glso shown. RBlock ITT included all. the words pre-.
sented in Bleck IT with eight new words added (four targets and four
distractors). Finally, Block IV included all the words of Block IITI and
eight pew words (the remaining unused target and distractor:items).
Qrder of presentation within blecks was randomized.

With this method of presentation, 16 target words and.l6 distractors
were presented to each subjeet, The test words thus ineluded all of Sl
for subjects with lists of 16 words. TFor the other groups, the 16 target
words tested were either the first or last 16 words in the 24-word lists,
or they were the first, middle, or last 16 in the 32-word lists. Tt
should be pointed out that the specific part of the target list that was
tested during the experimental session had no effect on response.times
- or error rates, Thus, no further dilstinction will be made between groups
of subjects depending on which part of the target list was tested. The
lack of any effects due to the list part that was tested is not surpris-
ing when it is noted that in seversl previous experiments (Atkinson &

Juola, 1972; Fischler & Juola, 1971; Jucla, et al,, 1971) no effects
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‘were observed due to the serial position of the target word,.-that is,...
positive response latencies plotted against the target words!:hserial ...
position ylelded a flat .function. The overall effect of list length on
latency is also uninfluenced. by the testing scheme used; the megnitude. .
of the list-length effect observed in this study is the same as in - .
studies where all items of each 1list are tested (Juola, et al., 1971).
The procedure used here has the nice feature that the test sequence is
the same for all groups, the only differerice among groups being the
length of the list memorized prior to the ftest session, The.subjects
who memorized the longer lists were not told that only. part of the list
would be used, and in the debriefing session at the end of the experiment
no one commented on the fact that some items were not tested,

The mean latencles for correct responses-are presented.in Fig. 9;
the data are from the last two trial blocks cnly (Blocks ITII and IV).
“The effects. shown in Fig. O were also obtained in Trial Blocks T and IX;
however, response times were somewhat greater on these trials, presumably
due to practice effects. The data from Blocks III and IV. were very -
- similar and will ve regarded as representing asymptotic performance. In
another paper (Atkinson & Juola, 1972), we have used the model to make
predictions about all the data, including practice effects, for a similar
experiment, but we will only be concerned with the data presented in
Fig, 9 in the present discussion. As shown in Fig. 9, means were chtained
separately for Al and AO responses to test words that were presented for
“the first, second, third, and fourth times {n=1, 2, 3, or-4). Since,
within blocks, the presentation number was randomly ordered, the effects

shown in Tig, 9 are attributable only to the prior number of times the
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Fig. 9.
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Mean response latencies as functions of presentation number for
target and distractors for three list-length (d) conditions.
The top panel presents data for d = 16, the middle panel for

'@ = 2L, and the bottom panel for d = 32. The broken lines

fitted to the data vepresent theoretical predictions.
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test word had been presented. In general, the results closely replicate
the findings of earlier studies. By comparing the mean latencles as the
presentation.number-iﬁcreases from cone to four in Fig. 9, it cen be seen
that the targets and distractors yield opposite effects. Repetitions
decrease response latencles for targets, and increasse latencies for dis-
tractors. The Jine segments fitted toc the data were generated from the
model and wlll be discussed later.

The data from Fig. 9 are replotted in Fig. 10 so that mean errcr
and mean response latencies are presented as functions of téfget list
length. The left panel includes the data for.items réceiving their first
presentations (n=1), whereas the right panel p_r_esen‘ts.the awferage data
for repeated presentations (n=2, 3, ang L) weighted by fﬁe number of
obgervations for each value of n. Again’fhe effects of repe£itions are
quite evident; repetitions decrease latency cn positive trials by more
than 100 msec, whereas feﬁetifidns increase négative latencies by about
50 msec, on the averége, Similarly, repeated tests decreased errors to
target words (shaded bars alcng the lower axis), and repetitions increased
errors to distractors (cpen bafs)a The linear functiéns-fitted to the
data.in Fig. 10 will be discussed later. .

The number of target words affected vesponse latency, with mean
latency being an approximately linear function of target size. By way
of contrast, note that error rates do not increase with the number of
target words, but are relatively constant across the list lengths for
all experimental éonditiqns, Further, an examination of error latencles
showed that there was no effect of target list.igpgﬁh on the times for

incorrect responses.
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- .Perhaps most interesting, however, is the interaction between target
set sizé;gnd.the effects Qf repetiﬁions,_ For target words,wrepeﬁitions
decreaée the size of the list~leng£h-effect; that is, the.sloﬁe,gf.the
function relating mean fésponse lateney to target list length is less
for repeated targets than for initially presented targets. The opposite
is true for distractors; repeating distractors increases the slope of
the laﬁ:ency.functione

Aldiscussion.of thege results will be postpeoned until the end of
the next section. We will first demonstrate how parameters can be eStiQ

mated and the model fitted to date.,
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THEQRETTCAL ANALYSIS OF THE LIST-LENGTE EXPERIMENT

There are several approaches that can he taken to estimate parémeters,
The method to be used here is not ihe most efficient, but it has the merit
of being quite simple, It involves using the error probabilities to esti-
mate the pi;nfs, The estimﬂtes of ﬁhe ui,ngs are then substituted into
the latency egquations and treated as fixed values., The remaining param-
eters are estimated by seleéting them so that the differences between
observed and predicted latencies are minimized,

Table 1 presents ohseyved error probahilities for target-and dis-
'tractor'items, These probabllltles were obtalned by averaglng over the
three ist- ength conditmons, slnce there were no 81gnlf1cant differences
‘in error rates acrgss groups, e useﬁthese data end Egs. (1) and (2) to
estimate the ul,nrs;. For example, Pr(A&

O:I 51,1 =

. Q;,l(co) from Eg. (1),
and the observed va}ue for this probability is 0.171 from Table 1. Con-

Sulting & normal probabiliﬁy table, “l l =+ _95 in order for the error

0

rate to be O, 171. Similarly, o= ey *+ 24 14 o+ 2-20, and

4’“3_3
pl B =St 2,46, using the remaining error data in the first column of
Table 1, Proceeding in the same way, using Eg. (2) and the eyror data

= - 2,58
Moo = G 7 2090 Mg o 7
“0;3 = ¢q - 1.66, and MO,M = - 1.66, Thus the observed error proba-

in the second column of the table, yields e, - 1.76,

bilities fix the estimates of Hy n-in terms of ¢, and Mo in texms of
> 2

0
cl, It can be eagily shewn that the theoretical predictions for error

probabilities and latencies do not depend on the absolute values of cO

and S5 but only on their difference. Thus, one or the other can be

set at an arbitrary value., For simplicity we let c, = 0; note that no

€
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» o Table Yoo

. Cbserved Error Probabilities for Targets and Distractors.

S0t 0,005

B
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matter what valve is selected for c., the error data will be fit perfectly.

17
. By sétting;ce equal to Zero and by assuming unit variance. for the ¢-dis-
tributions, we have in essence defined the zero point and measurement unit
for the familiarity é;ale,= - o |
With cO = 0 and the By n's restricted by the error data, the remain-
ing parameters can be. estlmated from the. latency data. Six.sﬁééial cages
of the general model w1ll be used to Fit the 1atency data. As indicated
in Table 2, the cases differ in how the functions v(x) and Qi(d) are
defined., Equations (7) and'(S) define two versions of v(x), and Egs. (9),
{10), and (11) define three versions of Qi(d). Listed in:Table 2 are the
parameters that need to be estimated for cach case.. The parameters grouped
-in parentheses cannoi be separately identified; that is, the predictions
of the model}l depend only on the sum of these parameters, which means that
they cannot be estimated separatelyn9 Note that the palr of models in
each column of Table 2 are equlvalent 1f B = 0, thus the 1ower model in
each ceolumn must predict the data better thén the one above 1t unless B
is estimated to be zero. Similarly, Model I reduces to Model IT and IV
to Vif o = ¢'; Model I must be better than IT, and IV better than V
unless the estimates of ¢ and ¢' are identical.
Our method of parameter estimation involves the 24 data points in

Fig. 9. Parameter estimates are selected that minimize the sum of the
squared deviations (weighted by the number of observations) between the
data points and thecretical predictions. Specificaiiy, define the root

mean square deviation (RMSD) between observed and predicted values as

'followéﬁ
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. Table 2

S8ix Models Defined in Temms of the Funetions v(x). and Bi(d)

Eg. (10) Eq,.(12)
Model TI Model IIT
1 ‘1
(4+p+r)) - (btptry )
K K K
04 X 04
cxl
Model IV Model V Model VI
cl Ql cl
(£+rl) (£+rl) (ﬂ+rl)
r r T
Eq. (7) K _ : K K
o £ p
B = B
(94 04 (64
a'

Note: r=r1r =1
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. 1 24 2
RMSD = - a.(t . -t . iz
hid ;éi .1( p,i 0,1) (32)
wherz N = the tetal number of observations,
i = an index over the 24 data points shown in Fig. 9,
ni = the number of observations determining data point i,
tp ;0= predicted response latency for data point i, and
F

to ;= observed response latency for data point 1.

For-each of the six models, the ahove function is to be mini@ized with
respect to the parameter seit given in Table 2, We bhave not attempted to
carry out the minimizaﬁion analytically, for it sppears to be an impos-
sible task; rather a computer was programmed to conduct a systematic

: . . 10

search of the parameter space for each model until & minimum was cobtained.

The following minimum EMSD's were obtaiped:

Model I 9.93 (6)
Model IT 9.94 (5)
Model IIT 10.89 (5)
Model IV 9.86 (8)
Model V 9.92 (7)
Model VI 10.3%  (7)

Tﬁe number'of parameters estimated in the grid search for each model is
given in parventheses. Models IIT and VI clearly yield the pborest fit
and can be eliminated from contention. The fact that Models I and II
are about equally good, as are Models IV and V, indicates that separate

estimates of ¢ and @ do not substantially improve the goodness of fit.
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The conclusion to be.drawn from this observation is that the time to
éearch the E/X storegis'approximatelj tﬁéisame for both targets and dis-
tractors. HNote alsc that Models I énd Iv:are about equally good, as are
Models IL and V, suggesting that the more complicated v(x) funetions
yield 1little improverent over the constant functicn. Add to these ob-
servations the fact that Model IT with énly five parameters produces
virtually as gcod a fit as Model IV with eight parameters.

In view of the above censiderations, Model IT is cur preferred cheice
among the six models, and in aﬁdition it is ﬁathematically'the simplest
of thé.groﬁp. rTable 2 presentsrfhe parémeter estiﬁates for Model II,
and thé éfediéted re5ponse.{imes are présented in Fié, é as commected
liﬁésll'. o - = o

| | Thel.straight Lines shown in Fig. 10 are the prédictéd functions
5ased on.Modei IT for initial preséntations (left pénél)'aha repeated
presentations {right paﬁel). The fits displayed iﬁ.FigL'lO could bé
improved upen somewhat, but it:éhould be kept inlmind that they were
obtained using parameter estimétes based on a different breskdown of the
data {i.e,, the data in Fig. 9).ll

The latency of an error response should‘be fast according to the
theory, since errors can cccur oniy if thé subject responds before the
extended memory search is made. The data sﬁpport this prediction, and
‘accord well with the values predicted by Model II. Specifically, the
latency of an error is close to the predicted value of 4 + p + Ty = 731

msec for an 8, item, and to 4 + p + r. = 687 msec for an S, item, Further,

1
as predicted by the model, the observed error latencies do not appear to

be influenced by the length of the fa?get“list.
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Tahle 3

Parameter Estimates Tor Model TI

Parameter . Estimate

<y C1.02.

(£ + o+ rl) 687 msec
r o M nsec
K . . 137 msec

ct 9.9 msec
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A verbal interpretation of the results in terms of Model IT would
proceed as follows: When a target item is presented for the first time,
the probability that a search of the E/K store will cccur before a re~
sponse . 1s made exceeds the prchability that a fast positive response will
be emitted cn the basis of the item's familiarity value alone. The
opposite is true for initial presentations of distractors: most trials
result in fast negative responses. Thus, the mean latency is longer for
initisl presentations of targets than for initial presentations of dis-
tractors, and the 1iét~length effect is greater for targets than for
distractors (since list-length effects depend only upon the search of
the E/K store). The éffeéf:éf.feﬁéated tééts_;f‘ﬁards is to increase
the familiarities of both;targets and distrectors. This results in an
increased mean latency for responses to digtractors, and a decrease in
response latency to targets; the magnitude of the list-length effects

are cbserved to change concomitantly.12

APPLTCATION OF THE MODEL TO RELATED EXPERTMENTS

Other experiments hévé-ﬁeeh conducted to test various features of
the theory. One such study involved target sets in which any specific
word was lncluded either once, twice, or three times in the list memor-
ized prior to the experimental session. Tf the number of occurrences
of & word in the target list affects ite familiarity wvalue, then both
error rate and latency should be less for multiply-represented items
than for items appearing only once in the list. If, however, the word's
familiarity is unaffected by repetitions in the study list, then the

error rate should he the same for all target ltems; further, any latency
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effects would have to be due to a faster search of the E/X store for an
iltem multiply-represented in the target list as compared with one éppear—
ing only once, The results showed that error rate and responge latency.
were less for items that ocourred two or three times in the 1list than fo:
items included only once. Model IT was used to generate.fits to the data,
assuming that the expected familiarity value of a target word was an
inereasing function of the number of times 1t was included in the targeﬁ
list; the search_of the E/K store was postulated to take the seme time
for all terms. The model provided an excellent fit to both latency and
errvor data (Atkinson & Juola, 1972). |

Other experiments have demonstrated the importance of semantic pro-
-~ perties of words in determining the familiarity value of an,item._ﬂJuola,
-et ale, (1971) reported that if synonyms of target words were used as
distractors, both response latencies and error rates increased over the
-values obtained for semantically unrelated distractors, Another experi-
ment (Atkinson & Juola, 1972) provided target sets arranged into a tree
gtructure to reflect the semantic hierarchy from which the words were
taken. During the test session target words were selected either from
a "dense" portion of the hierarchy (one of four nodes on a branch with
~ up to four exemplar words under each node) or from a ”spa:se“ portion
(one of two nodes with only two exemplar words under each node), The
data showed that mean latencies for positive respenses were less for
targets from dense poriions of the treg than for targets from the
sparsely represented regions. The results from these two experiments
indicate that the expected familiarity value of a word can be Increaged

by testing semantically related words,
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An experiment by Juold (1972) was designed to test the importaiice
of stimulﬁsmeﬁcodihg:fécfofs in determining an item's familiarity value. -
The sﬁﬁﬁeéfé memorized a list of 48 common nouns and then were tested
with eithe%ﬂworés*or siﬁple:outline drawings of the' objects named ‘by the
t WOédS. Both words and pictures were ﬁreéentéd as targets and distractors,
and all items Werel£ested twice. O0F interest was the nature of éhe Tepe-
tition effeéfs whén the second test of an item was eithér identical in
form ('e.‘g;, "CAT" followed by "CAT") or different {e.g., "CAT" followed
by & picture of a cat). Repetition of the same pictorial form resulted
in a faster encoding time; repetition.(whethef-in the same or & different
form):alsé iﬁcreased;the‘familiarity value of the items. The relative
iﬁportaﬂcé'of'%hese'twb'effécts were estimated by comparing mean latencies
for fepeétéd tafgets and distractors for the case in which the exact form
of the stimulus was preserved on both tests, and the case in which dif-
fevent forms of the item were preséntéd on successive tests. The results
showed thet subjects were faster on trials in which repeated items were
presentéd in the same form (word or picture) as they had been shoim on
the first presentatibn, This was true for distractors as well as for
targef items. ﬁbﬁever, there were no sighificant differences in the
error rates Tor items that were tested with the'same or different stimulus
forms on succesgive présentatibns. These results iridicate that the fa-
miliarity value of an item is relatively independent of the Fform of the
stimulus at the time of test. Héwever; the form of the stimulus does

have an effect on encoding.fimé,
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RECOGNITION MEMORY FOR ITEMS IN SHORT-TERM STORE -

.The theory presented in the previows seqtions was originally formu-
lated to desal with recognition experiments involving large targst sets
stered in LTS, Tt 1s possible, however, to extend the model to the case
in which the target set consists of a small number of items in STS, The
résulis from experiments using small mémmry sets_héve generally shown =
that response latencies are increasingg linear fungtions of the number
of target items Wifh roughly equal Siopes.for pésitive and negative xe-
gponses. A medel used to agcount for these findings is the serial
scanning process proposed by Stermberg (1966; 1969).  According to
_ Sternberg's model, the'subject encodes the test sﬁimulus inte a form
that is comparable o the intemnal representations of_the target ifems

stored in SIS, The encoded test-item is scanned in serial fashion against
gach of the memory items, and then a deeiéion-is made about whethen or
not a match was obtainéd.' The model predicts that latengy will be e
ipear funetion of memory-set size, with both positive and negative re-
sponées having the same slope but possibly different intﬁrceptsq

‘Whereas the Sternberg model has proved adequate in explaining the

results from many short-term fecognition experiﬁents; there are reports

in the literature of systematic diserepancies between data and the model's
prediqtiéns. Tt is not pessible fo review these results here (see
.Nickerson, 1970); but variations from the model have involved departures
from linearity in the funetiong ielating response latencies to taryget-

set size, gifference in slopes between the functions obtained for positive

and negatiVe responses (including ¢ases in which the slope for pogitive
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respcnses ie;sighificantly greater than that for negatives), serlal pesi-
tion effeets in the latenc1es of 9051t1ve responsee and trlal to—trlal
dependenclesﬁ These flndlngs have led some authors (Baddeley & Ecob,
-1970; Corballis; Klrby, & Mlller, 1972) to propoee alternatlve models for
short-term . recognltlon memruy5 suggestlng that response deC1510ns mlght
be based solely on.the.test 1tem s memory strengtho Strength models
usually assume that. there 15 a 51ngle crlterlon along the strength con-
tinuum; values above this criterion lead to positive responses. In
addition the decisten time is‘assumed to be greater for ralues hear the
erlterlon ~and both the crlterlon 1tse1f and the mean strength valﬁe of
the target items are aesumed to decrease as the number of targets
increases. . |

It is our view thatfthehtest.iteh;e familiarit& valuehtwhieh ih.
some sense is camparable to,a strength.notion) may piay theisame role
in the. short term case as 1t does in long-term recognltlon studles,
Tdst- 1ength effeets are stlll to bhe explalned in terms of a scan of the
target set, but on oeea51on this search may be hypaseed rf the‘test 1tem’s
familiarity is very high er.very loﬁ; as ih the long-term case; the probaﬂ
bility of bypassing the.target-set search wiil depend upon the reliability
of the familiarity measure in generatlng eorrect responses, The proba—
bliity of bypa551ng the target-set search should be mlnlmal 1n experiments
using a small pool of items frem whreh argete and dlstractors are to be
drayn on each trial, es in the.Sternberg (l96§) study Wthh 1hvolved enly
the{digits 0 to 9. | The reason is that durlng an experlmeatal se551on
all ltems in the stimulus pool reeelve repeated presentatlons, and the

resulting hlgh famlllarlty values become less and less useful in
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distinguishing tergets from distractors; thus a search of the target set
will be made on most trials resulting in large 1is£«length gffects., Sup-
vort for this view comgs from & study by Rosenfeld and Morin (1972), Wi
reported much larger s;opea.for the responseptime fuhction in a short-
term ecanning task if the'stimuli were selected from a small poml_(lQ
words) than when selected, without replacement, frpmla'veryilarge:pool

Qf words, Foyx the small itém po01, we agsume that répgaﬁed presentation
inereages the familiarity of all items to a uniformly high level, thereby
réducing.its usefulness ap & basis for resanding.'.Thuég.tﬁé'probability
: di executing a target-set search should be maximal,:ééusing the slope of
the respoase-time funetions to take on.itsﬁmékimum value, |

| Figure 11 presents a flow diagram of the processes ih§olved iﬁ
recognition mémory for items storea,in STS.. As in the caéé for target
gets stored iﬁ the E/K store (Fig. 3), the test item is first encoded

and ﬁhe appropriate node in the lexical store is accessed leading to the

_ fetrieﬁal of a Tamiliarity valye for the item, If the familiarity value
is very high or very low, the subjeqt_ﬁutputs a fagt response which. is
independent of memory-~set size, For intermediate fémiliarity values, the
subject retrieves an internal code for use jin scanning S5TS, Thﬁs far,
.the proéeSses proposed for short-term regognition are identieal with those
of the long-term casé, However, the iﬁternal'qode used to seargh STS may
not be the same as that used in the long-term memdry seérch. For example,
Klatzky, Juola, and Atkinson (1971) provided évidence that alternastive
codes for the same test item ¢an be génerated and compared with either

verbal or spatial representations of target-set jtems, After retwieval
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Fig. 11 A schematlc representatlon of the search and de01810n processes

Lina shoxrt- term” recognition memory study.

A test Stlmulus is

- presented (1) and then matched to & node in the lexical.store (2).
The femilierity value 355001ated with the node may lead to an

. immediate decision (3) and respénse output {6). Otherwise, &

" search code is extracted and seanned against the target list in-
8T8 (4}, which lead o a decision (5) and subsequent response.
Path (1}, (2),7(3}, (&) results in a much faster response than
Path (1), (2),{(1), (5), (6), and one that ig independent of the

size of the 3T-get.




of the appropriate internal code, a search of the target list stored in
5TS is executed, snd a resgponse based on the outcome of this scan is then
tnadua'_,.P

An.unpublished study conducted by Charles Darley and Phipps_Arabie
at Stanford University was designed to assess the effects of iten famil-
ilarity in a shert-term memory task, The familiarity values of distractor
‘items were manipulated to detemmine if this variable would affect the
slopes and intercepts of the function relating response latency to target-
set gize. On each of a-long seriés of trials, a target set of from two
to five words was presented auditorally followed by the visual presenta-
tion of a single test word, . The words used in the tayrget sets were
different on every trial of the experiment; that is, a word once used in
a target set was never used in any other target set, On half the trials
a word from the cuxrent target set was presented for test; these trials
- will be designated P-trials to indicate that a "positive regponse" ig
correct, On the other half of the irials, a distractor (a word net in
the current target set) was presentea for test; these trials will be
called N-trials since a "negative response” is correct. The distractox
words were of three types: new words never presented before in the ex-

periment (denoted N, , sinee the word was presented for the first time);

17
words that had been presented for the first time in the experiment as
distractors on the immediately preceding trial (denocted N,, since the
- word was now being presented for the second time); and words that hed
heen presented for the first time both as a mémber of the memory set and

as a.positive test stimulius on the immediately preceding trial (denoted

NB’ since the word was now being presented for the third time). Thus
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there were four typés of test itémS‘(Ni,'Ng,:NS; P), and we assume thét
‘Qifferent degrees of familiarity are assoéiated with each.
Figure 12 presents a schematic representation of the four familiarity

distributions. The density functions associated with the test word on an
Nl,“Ne, N3, and P”trial”Will'be‘denotéd-écxgwi); ¢(x;N2), ¢(x;N3),-and
¢(X;P);}reépéctiVely;‘aS in the previcus application, these functions
will be“assumed %6 be normally distributed with unit variance. Their |
expected values will be denoted “N “N “N , and p? ‘The quantity'pp
should be largest since the test word on a P trial is a member- of the

current’ trlal target set and ‘should be’ very familiar, pﬁ should be

smellést because Nl Words are completely new and “N’ and Hyy should be
3 .
'”1ntermedlate since N2 and - N3 words’ appeared on the- pr;or trial. The

“probebilities of errors for the four trial types are determined by the:

areas of the familiarity distributions above ¢, for distractors, and

1
below co fof'targetsjzthgt is
Pr(Error | N,). = Jr o{x;i )ax. ..o (i =1,2,3) . (13)
c
L
| ¢ . o ‘
Pr(Error | P) = |  o(x;P)ax P 78
-.CD '

. Let us now derive expressions for. reaction times in this situation.
For simplicity, only Model IT of the previous section will be consildered.
Tc .obtain eguations for response latencies, it is necessary to sum the
time for the encoding and familiarity-retrieval process (time £), the

time for a.fast response decision based on-the familiayity value alone
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Fig. 12, Distributions of familiarity values Tor the three types

of distractor items (_Nl; N,, N3) and for target items (P).
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(time p) weighted by its probability, the time for a search of the memory
list in 8TS (time K + om, with m defined as the size of the short-term
target set) also weighted by its probability, and the time for response
output (ro and ry for negative and positive responses, respectively).

Thus, the expected time for a correct response is

0 rcl -
f pcb(X;Ni)dx g { p+K+om) ¢(X;Ni)dx
t(Ni)'"z E T—-ro ¥ _EO . :-f_cl O . . S (15)
| L ; S (N ax
; ',;f e _ AT
{for-i =1, 2, 3)
o : ¢y B _ _
f’ po (x;P)dx + Jﬁ' (otk+om) of{x;P)dx
c C
t(P) = & + r, + L — 0 . (16)
' J. o(x;P)dx
cy o

Note that only equations for a correct response are presented; t(Ni)
denotes the time to correctly respond to an Ni item, whereas t{P) denotes
the time for a correct response to a P item. The above expressions can

be written more simply if we define

T—cl oy -1
si = J‘ ¢(K;Ni)dx ~f ¢(X;Ni)dx (1 = 1,2,3) (17)
¢4 o0
-1
l .
s = jﬁ b (x;P)dx -{ ¢ (x3P)dx {18)
o o




Then

it

(W) = b e ?o] + 8] [k o+ om] (1 =12,2,3) (19)

+(P)

i

{2 + p + rl] + s[K + om] (20)

The guantities 5. and s are determined by the familiarity distributions

and ¢, and ¢, and are not influenced by m. Thus t(Ni)'and‘t(P) plotted

as functions of m .yield straight lines with slopes OBé and g, respectively.
The latengy data from the experiment are presented:iﬁ"Fig{;l3? Note

that latencey increases with memoyy-set size and is ordered such-that P

17 NE’ and l\T3

model to thege data, we proceed in the same way as we did for the long-

is fastest, and N are progressiVely glower., To fit the

term experiment. The observed probabilities of an error on Nl,\NE, and
N, trials were .008, .018, and ,058, respectively, Using these error

3
prebabilities and Eq, (13) yields the following relations: by = ¢ - 2.k1;

"1
: i
=c. - 2,10; = ¢, = 1.56, The probability of an error on a P
M, T L T L
trial was .028; using Eg. (13) yields Hp = Sy + 1,91, Setting s equal

to zero leaves the following five paraméters to be estimated frem the

latency data: c,, (4 + p + rl), r, K, o, where r is again defined as

l)

Ty 7 Ty An RMSD function equivalent tc the one presented in Eg. {(12)
was specified for the 16 data points in Fig. 13, and a computer programmed
“te search the pgrameter space for a minimum,

Table 4 presents the pavameter estimates, and the theorvetical pre-
dictions are graphed as stréight.liﬁeé iﬁ Fig. 13. In carrying ocut these

data fits, nine parameters were estimated from the data; however, there

are four error probabilities and 16:latency measures to acgount for,
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Fig. 13.  Mean regponse latencies as a function of the size
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Table 4

Parametey Estimates for the Short-term Memory Study

-Parsmeter Estimate
Ql | 2.52
(4 +p+ 171) 499 msec
T 64 msec
K : 76 mgec
o 33.9 msec
Note: r=17. -1 .,
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Thus nine on 20 degrees of freedom were used in the estimation process,
ieaving 11l against which to evaluate the goodness of fit.

The results in Fig. 13 indicate that the familiarity value of the
distractor item has a large effect, with the slopes and Intercepis of
the negative functions increasing with their expected familiarity values.
These effects are captured by the model, which generally does a satis-
factory job of fitting the data. The predicted slope of the t(P) function
is 24 msec, whereas the predicted'élopés for t(Nl)’ t(Ng), and t(N3) g0
from 18 mseé to 22 méec; fo 28 msec, l;'espéctivélyo 1f the éubject
ignored the familiarity measure and made a_search oﬁ the memory list on
every trial, then all four functions would have a slope equal to @, which
was estimated to be 33.9 msec.13

The results shown in Fig; 13 support the proposition that familiarity
effects play a role in shori-term memory scanning experiments. Further,
these effects can be accounted for with the same model that was developed
for long-term recognition studies. However, examination of the parameter
estimates Tor the short- and. long-term cases indicate that the time con-
stants for the two processges are not the same (see Tables 3 and &). For
example, the time to initiate the extended searqh,_K} is 70 msec in the
short-term study compared tc 137 msec in the long-term study. In contrast,
the search rate, ¢, is 33.9 msec in the short-term case and cnly 9.9 msec
in the long-term case. Thus, the search is initiated more rapidly in the
short-term case, but the search rate is faster in the long-term case.
We will not pursue these comparisons here, but will return fo them later.

In the next section the model is generalized to an experiment in

wnich target items were stored in either STS, LTS, or both. For this
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cagse, the theory will have to be elaborated tc account for such possi-
bllities as segquential or simultanecus search of the two memcry stores
and changes in the decision criteria, depending on whether the test item

is potentially & member of a list stored in LTS, STS, oxr both.

AN EXPERIMENT TNVOLVING BOTH LONG- AND SHORT-TERM TARGET SETS.

An experiment by Wéscourt and Atkinson (1972)*wé§ de§igned £o. com-
pare results for the caseé in which the subjegt.maintéiﬁééitarget_sets
in either LTS, STS, or both} Tigure 14 présénts a.flow diégfam.for the
cage in which:the test stimulus could be a member_qf a tafget sét in
either stoi'e° When the “test stimulus is_presehted,‘it is:encodéézand
the~appropriateAlexicai node is agpesséd. If fhe familiarify‘vaiue 8-
sociétgd with that nodé‘is above the high cfiterion or-BelOﬁ fhe low
criﬁefidn; a fagt responée is emitted.. It familiariiy is of an inter-
mediate value, the subject executes an extended search of the?&ﬁp memory
storés° Agaiﬁ, it is likely that the internal representatioﬁs:bf items
in 8TS and the E/K store are different, thus different intérnal"éodes of
the.test item must be extracted from thé test ditem's lexical-géaé refore
this search can begin. The search continues until a match 1s cbtained
or Qntii both sets are searched without finding a match, and theﬁ.the
abpropriate response is made, |

In the Wescourt and Atkinson stu@yé twe types of trial blocks weve
used, For one type, designated the B-Block, the target set conéisted of
only short-term items (ST-set). For the other, the M-Block, the target
set involved a "mix" of both a ST-set and a LT-set. The ST-set is dis-

tinguished from the LT-set in two ways: (1) The ST-set was presented on
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Fig. 14. A schematic representation for the Wescourt-Atkinson study. A test
: item is presented (1) and then matched to its node in the lexical -

" store (2).

iate decision (3) and response output (7).

The familiarity index of the node may lead to an lmmed-
Ctherwise, an ST-code

~ and an IT-code are extracted for the lexical node, and then used to

search STS and LTS (L4).
made based on the search of
output {7},

A decision about the test item is eventually
LTS {5) or of STS (6), and a response is




each trial before the onset of the test stimulus, and always involved a
ney set of words nevel before used in the experiment. On the other hand,
the ILT-set was thoroughly memorized the day before the first_teét segsion
and used throughout the experiment. (2) The ST-set contained a small
number of words (1 to 4), which c¢ould be readily maintained in short-term
memory without taxing its capacity. . The LT-set, hovever, consisted of
a.ligt of 30 words (membrized in gerial order) stored in long—term-memoryﬂ

The subjects were tested.in three consecutive daily sessions (the
data from the first day are not included in the results reported herg)?
Eazch session was divided into M- and S-Blocks, On each trial of an
M-Block, 0 to 4 words (ST-set) were presented prior tolthe onset of the
téét word. On positive trials, the test Woﬁd'was gelected from either
the IT-set or the ST-set, if the ST-set was non-empty (load condition);
or the test word wes selected from the LT-set, 1f there were no Sf items
(noﬂload condition). On negative trials, the test word: was not in either
the ST- or LT-set and had never been presented bvefore in the experiment.
Cn each trial of the S-Block, an.ST-set of from 1 to L words was presented
prior to the onset of the test stimulus; on positive trials a werd from
the ST-set was presented for test, and on.negative trials a word never
used hefore was presented. |

Trials in the S5-Block are like those in a typical short-term memory
scanning experiment and will be referred to ag S-trials. The no-load
trials of the M-Block correspond to those in a long-term recognition
task like the one reported eariier in this paper; since tests involve
only the long-term target set, these trials will be called L-trials,

The load trials of the M-Elock require the subject to evaluate a test
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word against both an ST-set and the LT-set, and will be calied M-trials.
Thus, S-trials involve a pure test of short-term memory, L-triéls a pure
test of long-temm mémory, and M-trizls involve a mix of both short- ang’
long-term memories;lh A diegram iliustrating the various trial types is
presented in F:i'.g° 15.

Figure 16 presents the mean latencies of correct responses for the
YRYLous trial types. The straight lines fitted to the data represent

theoretical predictions and will be discussed later. In discussing

these results, it will be useful to adopt the following notation:

tS(P) = time for a positive response on an a-trial - (21a)
.,ts(N) = time for a negative response on an S-trial {21%)
'fL(P) - time for a positive response on an L-trial - (22a)
tL(N) = time for a negative response on an L-trial (22b)
tM(P*ST) = time for a positive response to a test item (23a)

from the ST-set on an M-trial
tM(P*LT) = time for a positive response to a test item (23b)
from the LT-set on an M»trial.

tM(N) = time for a negative response on an M-trial (23c)

In all cases these measures refer to the latency of a correct response,
The pubscript on t indicates the trial type (S, L, or M); the P in paren-
theses indicates that a positive response was correct (i.e., a target

item was presented for test), whereas N indicates that a negative response

was correct (i.e., a distractor was presented for test).
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Fig. 15, TFlow chart representing the three types of trials in the

Wescourt-Atkinson study,
involve words never presented before in the experiment,
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Inspection of Fig. 16 shows that the observed velues for tS(P),
tS(N), and tM(P*Si)are all increasing functicns of m, the size of the
ST-set. In contrast, neither tM(P*LEQnor-tM(N) appear to be systemat-
ically-:i.nfluenced by the size of the ST-set. The preseﬁce or absence
of an.ST—set'in the M-Block, however, does have an effect, as is evident
by comparing responses on L-triéls With comparable ones on M-trials.
Specifically, note that the four observed-values.for tM(P*Lﬁ are well
abofe tL(P),~and that thé'four ?MtN)'s are above tL(N)o.

| The model to be tested égainst.these data assumes that the extended
gegrches are executed separately in 8TS and in the E/K store. The gues-
tionsg tb bé'asked invelve the ncotion of whether the two memory stores
are searched sequentially:or simultanecusly, figure.iT presents several
flow charts that-represeat:the di fferences ketween serial and paraliel
searches of STS and the E/K store. The diagram in Fig. 17(A) represents
the sequence of events on an S-trial and corresponds te the short-term
recognition model presented in the previous section. It assumes that
initially the subject makes a familiarity estimate of the test item,
and on this basis decides to output a fast positive or negative regponse
if its value is above the high criterion or below the low eriterion,
respectively. Otherwise, the subject delays his response until a search
of STS has been made, the length of which is a linear function of m {the
size of the ST-set). Figure 17(B) represents the stages involved on an
L-trial. Again, the subject can ocutput a fast negative or positive re-
sponse based on familisrity alone. Otherwise, he initiates a search of
the E/K store before responding; the time for this search is a linear

functicn of d@ (the size of the LT-.se't),15
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Fig. 17.

Flow charts representing models for processing strategies in .
searching the memory stores. The model for S-trials is sheown
in Panel A; arrows (1) and (2) represent fast responses based
on familiarity alone, whereas (4) and (5) represent responses
after a search of STS has. occurred. The model for L-trials

is shown in Panel B and has the same interpretation as Panel

~A except that the search invelves . the E/K store. Two alter-

native models for M-trials are presented in the bottom two

papriels. Panel C presents a parallel search. As before (1).

and (2) indicate fast responses based on femilisrity; (3) and
(4) indicate that the searches of STS and the E/K store are -
done simultanecusly. If the test item is found in the ST-set
(5) or in the LT-set (7), a positive response is made; if the
item is not found in the ST-set (6) the subject has to wait
for a similar outcome from the search of the LT-set {8) before
a negative response can be made. In Panel D, a sequential
search model is presented for M-trials.  The arrows (1) and
{2) represent fast responses based on familiarity. When =
search is required, the ST-set is examined first (3). If a
match is found, a positive response is made {4); if not, the

- LT-set is searched (5).  When the LT-set search is complete,

elther a positive (6) or negative response (7) is output.
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"On M-trials there are at least two search strategies that suggest
themselves. TFirst, it is possible that the subject might sgarch both
STS and thé.E/Kzstgre simulfaneously, outpuffiﬁg'a_respohse'when the test
item ig found or whén both stores are searched»exhaﬁgfiQely without find-
ing the target. This strategy is represenied in Figf.lY(C)u Alternatively,
it is poésible that. the two memory storeé.are searched sequentially, and
(since résponseltime_is_less to a test item from the ST-set than the LT-
set) it will be-QSSumed thgt 5T8 is searched'first, gs shown in Fig. 17(D).
For both l?(C) and 17(D), = fastrresponsé will be emitted. beTore a search
of either store is made, if fhe retrieved-%amiliarity value is:aboﬁe the
high criterion or belo% the low criterion.

Examination of the data in Fig. 16 indicates that the seguential
model of Fig. 17(D) can be rejected. TIn this model, the search of the
E/K store canﬁéfibegin-ﬁﬁfil the STE scan has been.cox.npleté-d° Since the

length of the STS seafch.depends on the size of the ST-set, the beginning

M

increase as the STQset increages. The data in Fig. lé'indicate that this

of the search of thg E/X store and, in turmn, ¢ (P*iﬂbaﬁd tM(N) should

is not the case; bbth_tﬁ(P*LT)éﬂd tM(N) appeaf.té,be independent of ST-
set size. However,‘these data are compatibie.with a.ﬁarallel search
model of the type shown-in Fig. rr(e), if it is assuméd that the rate of
search in the E/Kiéfbre is independent of the number of g7 itemé, In
order to.make a detéiled analygis of the models shown in Fig, 17, theo-

retical equations will be derived and fit to the data,
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THEORETTCAL PREDICTIONS FOR THE STS-LTS INTERACTION STUDY

. The decision stage cf the general médel, as represented in Fig. 5,
Aﬁust be adapted to account for the exPerimental condifibns of the
WescourtnAtkinéon.exﬁeriment, It is necessary.to allow.for differenées
in the decision procesé,-depending on whether the test item is'pofen-
.tially located in STS only, the B/K store only, or both, These differ-
ences may be included in the model by allbwing either the mesns of the.
familiarity distribufions to vary as a function of the frial type, or
.by allowing.the decisicon criteria to change. For the presént analysis,
we asgsume. that the means éf the famiiiarity distributions are éohétént
over all conditions. This seems like thé most parsimonicus QSSumptioh;
faﬁiliéfify should.be a property bf the test stimulus; but the'Subject
could be expected to adjust bis decislon criteria differently depending
on whether it is an S-trial, an L-trial, or an M-trial. Three familiarity
distributioné will be specified; one associated.with a test item from the
8T-set, enother for a test item from the IT-get, and the third for aldis»
tractor item. These distributions are assumed to be unif-normal, with
cumulative distribution functions @S(n), @L(w); and @D(o),.respectively,
The. means of the distributions will be designated oy Mo and Hpys and
assﬁmed to be fixed for the data-analyzed in this paper, The reasons
for fixing the meansg is as follows: distractor-items and ST-items appear
only once during the experiment and, consequently, repetition effects on
. femiliarity are not a factor; for the LT-items, we only treat data after
thege items have had severzl prior”tests, and their familiarity should

be close tc an asymptotic level.
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Figure 18 presents a diagram of the femiliarity distributions as
they =pply on 8, L, and M trials. Note that the mean for each disﬁribu—
tion is placed at the same point on the familiarity scale no ﬁafier what
type of trial is involved. Differeﬁces in the decision procgsg afiée..
because the subject can set hié critéria at‘differént values in anticipa-
tiop of an 5, L, or M tfial, This possibility is indicated in Fig. 18.
The low and high criterion values are denoted as c andrc for 5-

0,8 "% C1,5

CO,L and‘cl,_L for:L—trlals; and as cO’M.and cle fqr M-trials.

How the subject sets the criteria depends on the trade-off he is willing

trials; as

fo aqcept between speed and accuracy; the nature Qf the trade-off, of
course, %aries as a function of the triai type. .. |

Nétation com§arable to that in Egs. (21) to (23) Wiil be used to
denote erfor probébilities. For eﬁamp}e, ES(P) deﬁbtes the.probabiliﬁy
of an efror.og én S-triai for which thg correct response was positive.
This probaﬁilityis the tail of the ST-distribution to the left of co’é
in Fig._lS.r Table 5 presents theoretical expressions.for the varicus_ 
types of errors.

As before, it i1s possible to derive equations for response latencies
Ey weighting eéch stage éf the process by the probability that it oécurs,
and then summing over stages. On every trial the test stimulus must_be
_encoded and the_appropriate node in the 1exicgl store accessed; time for
this stage is B.and is assumed to be the same for all trlal types. .Next,
the squect must make = decision based on fhé retrieved.familiarify value ;
uging Model II, we assume fhat this decision time is p and also indepen-
dent of the trial type. If a fast positive or negative response is called
for based on the familisrity value, it will be executed with timss ry and

r regpectively.
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Fig. 18. Distributions of familiarity values for the three trial types
~ of the Wescourt-Atkinson study.

L3a



Table 5
" Theoreticsl Expressions for the Probabilities of =

Seven Types of Errors

S-trials - L-trials. . M-trials

ES(P) = @S(eo;s)' S E (P) = @L'_(:cO’L) EM(P*S‘]?).:é (DS(‘CO,M)

E (W) = 1~<1§D(§ .EL(:N_) = 1~@D-(c EM_(_E*M‘)= ‘I’L(CO,M)

By (M) = 10 (e )
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When the familiarity value falls between the two criterion values,
__a_search of the stored target list or lists ig required. The nature of
this search depends on the trial type since different internal codes may
‘be used and different memory stores scanned. Three cases are to be con-
sidered: (1) S-trials. An ST-code is extracted from the test item's
lexical node and then gcanned against the target set in STS; the time to

extract the code wlll be denoted as K

o and then time -+ Ol will be re-
guired to scan the m items in the STuset=l6 {(2) L-trials. An LT-code

is extracted from the lexical ncde, which takes time_KL, and then. scagned

agzaingt the d items in the LT-set, which takes time duai (d.in the exper-
iment iz 30). (3) M-triais. Both an ST-code and an LT-ccde are extracted
from the node, and each scanned against the appropriate list. The extracg-

tion of the two codes will take time KM; and the respective scans, times

mvas-and d°oi. (Thus, a positive response to an ST and LT item takes

times m-Oé and d°Oi’ regpectively; a negative responge takes times d»aL

since both lists must be scanned and the time will be determined by the
Slowést gcan which always invelves the LT~set.) Whichever of the above

three cases apply, once a decision has been made a pogitive or negative

and 7

regponse reguires times r 0

1 , respectively.

In terms of these assumptions, expressions. can be derxived for the
latency of a correct response for -each of the trial iypes. The derivaticn

is like that for Egs. (15) and (16), and only the results will be presented:

(«

(L +p+ 1 o

+ S

c+
n
O
1

+mag) (2ha)

l) 3

o+
n
S~
=
pa—
I

= (8 ¢ P+ x) + sh(k, + moy) (24b)
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tL(P) ={f +p+ rl) + 'SL'(KL + daL-) - - . (235a)
.tL(N) = (B prmg) v et wan) " (25b)
ty(PST= (& + o+ 7)) + SM,'S(KM +mog) - (26a) 1‘
tM(P*iﬂﬂz (2 +p+ ) + SM,L(KM + dai) B ' {26b)
G =G sy ) (260)

The s-functions in the above equatiocns represent the probability of an
“extended search conditionsl on the occurrence of a correct response ;
they are comparable to those in Egs. (17) and (18) and are given in
Table 6.

Tc fit the model.to data, we .proceed as we did for the other expex-
-iments treated in this paper. For conveanlence by Was set.at zero. The
error data and theoretical equations in Table 5 were then gsed to esti~-
mate all but one of the two remaining u's and six c's. Cnce this was
done an RMSD function. compareble to.the one given in Bq. (12).was defined
for the 22 data points in Fig. 16. The remeining parameters were esti-
mated by using a computer to search the parameter space and obtain-
parameter values thet minimized the RMED function. The parameter esti-
mates are given in Table 7. Fifteen parameters were estimated from the
data, but there are seven error probabilities and 22 latency measures
"tq be predicted; thus 15 of 29 degrees of freedom were used in parameter
estimation leaving 14 against which to judge the goodness of fits.

The theoretical fits for the latency data are presented as straight
lines in Fig. 16. The most deviant point is for tS(Pj when m = 1. This

particuler discrepancy is not unexpected in view of previcus research
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Table 6

Probablility of an Extended Memory Search Conditional

on a Correct Response

s-function Theoretical expressions
.‘ ) B _l
5 Dg(ey &) - (e, L - agley ]
3 lop(ey o) = o5(eq glleple; 17
L for(ey 1) - oyleg, )00 - QL(OO,L)]‘l
! fopey 1) - apley lleley )17
N ”
%), 5 [®S(gl,M) - 0gleq w 1L = 2gleq )
-1
®M, 1, (2 () y) = 0pleg )12 - 0 {ey )]
, -1
S

[QD(Ql,M) - ®D(¢0,M)][©D(CI’M)]
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Table 7

Parameter Values for Wescourt-Atkinson Study

e

Familiarity measures and

Latency measures ' decision criteria
(ﬂ%p+rl) = L08 msec by = 0
f = 30 msec by = 1.53
Ké: 69 msecl HSH: 1.51
K o= 140 ﬁsec-- .- 0,5 ° -.99
'KM'z 207 msec 1 o Cl,S = 2,13
Uy = 35.0 msec COSL = ~.33
' di‘z 908‘msec cl,L = 1.56
CO,M = =.25
clgM = 1.72
Note: r = rO - rl -
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(Juola & Atkinson,.l971);-it appears that for a memory set of one item
(in the pure short-term case) a decision can be based on a direct come
parison between a sengory lmage of the memory item and the sensory input
for the test item._.Thus, a different process is cperative on these
particular trials, leading to unusually fast response times.  Ctherwise,
the fits displéyed in Flg. 16 ave guite good, glven the linear character
of the predictions.la Also, the paiameter egtimates are ordéred iﬁ the
expected way, The estimste of KS is less fhan Ki, aé wonld be expectéa
'by cozﬁ_parj.ng the K's for the long-term and short-tem recognition ex-
periments givén.in Tables 3 and 4; KM is the largest of the group and
should be sinee it invdlves eXtracting beth an ST ahd 1T code. The

agreement between the estimate of 4, in this study (69 msec) and in the

S
short-texm study (70 msec) is quite remarkable; similarly, the estimate

of KL (lhb mseg) is almoét in perfect agreement with its e¢stimate in the
long-term study (137 msec), The a's are alsp ordereqd és.expected, with

a much slower search rate for the BT-set than_for the LT-get. Note that
ﬁhe estimate of o (35.0 mseg) ié close to the o~value estimated for the
short-term study (33.9 msec), and that, o (9.8 msec) is virtually identical
to the o-value estimated for the 1ong;term study (9.9 msec), Differences
in regponse keys and stimulus displays make it doubiful that (4 + p + rl)
or r should agree across the three studles ryeported in thig paper. The
paremeters that one might hope to be constént over experiments do indeed
seem to be, providing support for the modei peyond the goodness-ofwfit

demonstration,




SUMMARY AND CONCLUSIONS

- In this paper we have presented and evaluated.a model for recoguition
memory. The model assumes that when a test stimulus is presented; the‘
subject accesses the 1erical store, and retrieves a familiarity vaiue'for
tue stimulusn Response.decisions baseﬁ only on.this familiarity.value
can. be made very. quickly, tut result-in a relatively high error‘rateo ir
the familiarity value does not provide the susject with sufficient infor-
mation to respond with confidence; a second seareh of a more extended type
1 executed. This lstter seaxrch guarantees that the subject will arrive
at a correct decision3 but withla consequest increase in.response latency.
By adgusting the criteria for emitting responses based on familiarity
versus those basedon an extended memory search the subgect can achleve
@ stabie level.of performance, matching the speed and accuracy of fe;
.ngHsesth the demand characteristics of theexperiment°
.The model provides a tentative explanation for the results of
several reQOgnition;memory experiments. .The memcry search and decigion
stages proposed in.the present paper are indicative of possible mecha-
nisms involved in recognition. We do not; however3 pelieve that they
provide & complete description of the processes invclved; the.comparisons
of data with thecretical predictions are reported mainly to demcnsirete
that many Teatures of our results can be described adequately.sy the-modela
There are several additional observationsj howeverg Which suggest
that.the memory and decision components of the model ccrrespond to prom
cessing stages of the subject. Introspective reports indicate that
subjects might indeed cutput a rapid response based on tentative, but

quickly retrieved, information about the test stimulus. Subjects report
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-1s presented without "knowing for sure" if the item. is a target or not,

that they are sometimes able to respond almost immediately after the word

The same subjects report that on other trials they recall portions of

the memoyized list before responding. The fact that subjects are always
aware of their errors also supporte the general outline of the model; even
if the initial familiarity of an item produces a decision to respond im-
mediatelyé the search of the E/K store continues and, when completed,

permits the subject to confirm whether or not his responsge was correct.

These introspective reports lend support to the general theoretical
representation, and go beyond the goodness-of-Tit demonstrations,
Additional support for the model comes from.its generality teo a’
variety of experimental paradigms (for examples, see Atkinscn & Jucla,
1972). As reported here, the model can be uged to predict response
times in reccgnition tasks with target sets stored either-in LTS, 5T3,
or both. It can also handle results from other elasses of recognition
experiments, such as Tthose employing the Shepard-Teghtsconian paradigm
(erg., Hintzman, 1969; Okada, 1971). The differences in results from
these various types of tasks can be explained in termg of the extended
memory search stage of the model; the likelihood that the subject delays
his regponse and makes an éxtended search. of memory. is determined by
the criteria he adopts to minimize errors while still insuring fast re-
sponses, Ohce. the extended search_is initiated, its exact nature depends
on how the target set is stored in memory (Smith, 1968). If the target
set is a well-ordered and thoroughly memorized list of words, the extended
search will involve systematice comparisons between the test stimulus and

the target items. On the cther hand, the target set may be represented
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in memory as.a.list of critical attributes (Meyer, 1970). In this case,
the extended search would invelve checking features of .the test stimulus
against the attribute list (Neisser, 1967). The dependency of latency
on target-set size then would be determined by the relationship between
the number of attributes needed to unambiguously specify a target set .
and the set’s sive. Finally, target items -may be: weakly represented.in
memory (e.g., because they receive? only a single study presentatiocn); -
then the extended search might be aimed: at retrieving contextual infor-
mation, with search time relatively independent of target-set size,

These speculations akout recognition memory and the nature of the
spécific task lead to certain testable hypotheses: . If-the subject adjusts
his criteriza to balance errors against response speed, different. instruc-
tlons could be used:to alter the criteria. For -example, if the target
set 1s.a well-memorized list of words, and the subject is instructed to
make every eifort to avoid errora, the appropriate strategy would be to
always conduct thée extended search befcre responding. Since-the time
necessary.to‘complete this search depends on target-set size, both over-
all latency and list-length effects should increase. Alternatively,. if
response speed is emphasized in the instructions, the subject should
respond primarily on. the basis of familiarity. In this case, responses
would be emitted without an extended search, and owverall latency would
‘decreage and there should be little, if any, list-length effects.

‘For the theory described in this paper, the encoding process that
permits access to the appropriate ncode in the lexical stors is assumed
to eccur without error and at a rate independent of the size and makeup

-of the target set. Tor highly familiar and minimally confusable words,

ho



this assumption appears to be reasonable and is supported by our data.
However, for many types of stimull, increases in target-set size will
lead to greater confusabillity and consequently slower, as well as less
accurate, responses (Juola, et al., 1971). When this is the case, the
explanation of the set-size effect given here will not be sufficient,

for we have assumed that it is due éntirély to the extended memory search,
Analyses of set-size effects in the framework of this thecory would be
inappropriate if the experiment were ﬁot designed tc minimize confusicns
:among stimuli. The theory can be extended 4o encompass confusion effects
by reformulating the enceding scheme and perhaps the extended search
process, However, the result would be a cumbersome model with so many
interacting processges that 1t would be of doubtful value as an analytic
tool. Trying to account for stimulus confusability in a theory of recog-
nition memory is too ambitious a project, given our current state of
knowledge. Greater progress can be made by employing experimental
paradigms specifically designed to study recbgnition nemery , aﬁd others

specifically designed to study confusions among stimuli.
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'2See, for example, a collection of papers concerning models of
memory edited by Norman (1970).

3':lZn order to simplify the presentation, a sharp distinction has

been made between the lexical store and the E/¥ store. The distinction
is satisfactory for the experiments treated in this paper. But, in
general, we view LTS as composed of a graded set of memories; those de-
scribed here as lexigal nodes represent one extreme, while évent memories
r@present the opposite. The lexical store evolves over a.person's life-
tiﬁe; by analysis of past memories the individual develops new codes
“that meke the Storage-of future events more and mcre economical. Thus
‘one's history of experiences determines the cedes avallable in the
lexical system and, in turn, the ability to store different types of

information.

Familiarity as used here is not specific to particular events.
It can be viewed as a reverberatory activity that dissipates over time.
Whengver a node is accessed, it is set in motion. The amount of rever-
beration and its time course depends on the prior reverberation of the
node and the reverberatory activity at neighboring nodes (Schvaneveldt
& Meyer, 1972). When a node is accessed, the system can gauge the cur-
rent reverberatory level of that ncde and use the measure as an item of

information,
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The successive and independent btages ot the processs as repﬂe-
sented by the block§ in Fig. 7, should be rPgdrded as an app“ox1mat10n
to the true state of affalrs PbyChOngqul and phyblolOglcal ev1dence
makes it doubtful that pr0fesses of the sort con51dered here are’ éomnj'
posed of truly indépendenf stages (Ege%hy Méréﬁs &”Be§éﬁ; i??égféfefﬁbérgj
1969a). Nevertheless, stage models tend to- be mathéﬁ&tically;iraétable,

and thus are useful tools for experimentel =nalysis. ™

6WOI‘k, by Suppes (1960) develops mathématical methods that would be
useful in the formulation of a more general model for familiarity change.
TThe v{x) fﬁnction proposed here.is”éimilér"fo”ohe iﬁ#éé%igéféa'by
Thomas (1971) for a signélmdetectibn task.
There are methods that permlt 51multaneous estzmates of all pawamm
eTers, but practical llmlfatloﬂs make them unfpa51ble except in specxal
cases. For a dlscu551on of thls tOp]C see Atklnson and Juola (1972)

9

Proof of this remark is. stralghtforward and will not be given here.
It is interesting that for Medels I, II, and IIT, the parameter p is not
identifiable but lumped in the quantity (£ + p + rl)j whereas for Models

1
L e

TV, V, and VI, p is identifiable and only (£ + r.) is lumped.

Oror a discussion of such search procedures see Wilde (1964),

llSimilarity factors not represented in the model vould contribute
to the list-length effects displayed in Figs. 9 and 10:'As the farget
set increases, the probability that any given distractorwill be: similar
‘to a target item also increasesd Visual {or graphemic).similarity -could

affect the speed with which the appropriate lexical node:-is. accessed,
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leading to confusions of identification. Direct evidence for this pos-
sibility 1s reported by Juola, et al., (1971); they showed, among other
things, that distractor woyds, graphically very similar to target items,
wvere responded to more slowly., In this experiment_no estimate can be
made of the gontribution of similarity to the overall set-size effect.
However, results from several long-term recognition studies indicate.
that both semantic and graphemiq¢ similarity cause increased eryor ratés
és well as ingreased response latencies (Atkinson & Juela, 1972; Juola,
et al,, 1971). Since there were no differences in error rates among the
three groups, it is unlikely that a significant proportion of the list-
length effects are attributable to similarity factors,

12Variable_s other then those represented in the model influence
familiarity. OFf particular importance is the effect of the number of
intervening trials between successive tests on a given item,. Lag effects
in respdnse latency have been observed, with the magnitude of the effect
Gecreasing with lag for both target and distractor items {Fischler &
Juola, 1971; Juola, et al., 1971). This phenomenon would be accounted
for-in the theory by assuming that the familiarity of an item increases
immediately after presentation, and then gradually declines over trials.
To develop this idea mathematically would complicate the model. By
design, lags were relatively constant for the data treated here and need

not be explicitly'represented in the model,

l3$imilar fits were carried out using Model T, which involved esti-
mating both ¢ and @', The estimate of o' was somewhat below that of o,
but the gocdness of fit was only slightly improved over that obtained

for Model II, using ene less parameter.
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luStudies of this sort have been reported by Forrin and Morid (1969)
and Doll. (1971)°::However, they have employed very Sﬁéii-iT;sété;‘anéi‘
there is the possibility that the'Subjecf could enter the entire LT-set
into short-term memory on some or all of the frials. Thus a ééﬁplete
separation of the long- and short-term searches ﬁight"nbf have been
achieved. T
'15Thrqughout this paper d is used to denote the size of a long-term
target set, and m the size of a short-temm target set.
16'I‘he perameters K and ¢ are used here in the same way as in earlier
accounts of the theory. The subscript indicates that K depends on theﬂ
code(s) to be extracted, and o on the memory store to be scanned.

lTIt is assumed,thgt_oi_is independent. of the size of the ST-set,
and that any differences in scanning the IT-set on L-trials and on.

M-trials 1s due to. K and K,, respectively. Independent support for

L .

this assumption comes from a study Whigh_replicatgd;the M-Block trial
sequence, except that all targets,wgre drawn from the ILT-set.. Subjects
had to maintain a set of items in STS (that varied from O to wor@sla
however, they knew that the test would invnlve;eiige: an LT-item ox g
distractor. Under these conditions the latency of a positive Tesponse -
to an LT-item and the latency of a negative ;esponse.toﬂa,distraqtor
were both constant, not varying as a functicn of,ﬁhe_STisetrsigey In
this experiment the scan of the.LT—set was.deﬁgrgined by Qi}and &i.on

all trials; the paraméter KM_was not required since only the LT-ccde

had to be extracted from the lexical node on both Lmtrials and M-trials.
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18The curvilinear component in the data of the left-hand panel of
Fig. 16 (excluding tS(P) for m = 1) was unexpected, since a study by
Juéla end Atkinson (1971), using a similar procedure but employing only
S~type trials, yielded guite straight lines. (For a compariscn of the
two procedures, see Wescourt and Atkinson, 1972.) The model presented
in this paper can be easily generalized to yield curvilinear predictions.
Qne possibility is that the sublec¢t adjusts his deciglon criteria as a
function of the 8T-set size; when the large memory set is presented, he
anticipates a slow response and attempts to compensate by adjusting the
criteria to generate more fast responses based on familiarity alone.
Another possibility is that under certain experimental conditions, the
familiarity of the target items depends on their serial position in the
study list (Burrows & Okada, 1971l). This assumption would lead to serial
position effecgts and could also account for the curvilinear effects noted

above.
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