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-1, INTRODUCTION

‘This paper is concerned with'a theorétical account of some phencmena
.in the field'of recognition memory. Many tasks have been used to study
the fecognition.process (for'a'feview see McCormack; 1972, and Kintsech;
1970), but we will focus here on a particular procedure that has been
extensively investigated.in recent years. This task, introcduced by

' invelves a

Sterﬂberg (1966) and often referred o as "memory scanning,’
series of discrete trials. On each trial a test stimulus is presented,
and the subject is reguired to decide whether or not the stimulus is a
membergof a pfeviously defined target set. The subject is instructed

to make a'positive ("yes") response if the test stimulus is from the
target set, and a negative ("no") response otherwise. The target sets
in the experiments to be discussed in this papexr range in size from Just
a few to as many as 60 items (usvally words). When the set is large,

subjects are asked to memorize it prior to the sequence of test trials;

when the'sef'ie”relativeiy small, it is presented at the start of each
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written, and the third author was cn a National Science Foundation
Gradvate Fellowship. '



trial folilowed shortly thereafter by the test stimalus. Under either
condition errors arélinfrequenf énd the principal défa are reaction
times (RT). .- | |

In this paper we examine a series of experiments on memory scanning
in terms of an extremely.simple set of models that are all variants on
one basic model. The models incorporate oaly those assumptions necessary
- for treatment of the phenomena under analysiso It should be noted; how-
ever, that the models can be regarded as special cases of a more genexral
theory of memory (Atkinson & Shiffrin, 1968, 1971; Atkinéon & Wickens,
1971; Atkinsgon & Juola, 1973, l97l})n Thus, their evaluation has ir_npli-.
cations not only for the experiments examined here, but for the theory
of which they are gpecial cases. Before_discugsing specific studies,
it will be useful to provide a brief overview of the theory. |

Elements of the Memory System

The elements of the memory system are diagrammed in Figure 1. The
system is divided into a memory storage network and_control processes.
The sensory register (SR), short-term store (ST8), and long-term store
- (ILTS) comprise the memory storage network. Information from the‘eﬂvim
ronment enters the system through the SR and is_rgtained_there bfi@fly
while pattern recognition is initiated. The 8T8 is a working memory of
limited capacity from which information decays fairly rapidly unless
maintained by control processes such as rehearsal or imagery; the contents
may be thought of as the "current state of consciocusness" for the subjeﬁta
The LTS is a large and essentiélly permanent.memory.bénku. Information
stored there is normally never-lost, but the effectivness of retrieval

processes deteymines its availability for further use.: Althdugh the



Figure 1.
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MEMORY SYSTEM

A block diagram of the memory system. Solid lines indicate

paths.of information transfer. Dashed lines indicate con-
nections that permit comparabon of information arvays

_residing. in.gifferent parts of the system; they also indicate

pathis along which contrel signals may be gent which modulate

. information transfer, activate rehearsal mechanisms, set

decizion criteria, alter biases of sensory channels, lnltlate
the response generaiory, etg, -



different compcnents of the memory storage network are represented as
sepsrate bogeswip the_figq;e,.these peed pet”eeprespondato different
neﬁrological systems; rather, therdifferent components of;the system may
simply represent different phases of activatlon of a single neurolegical
system° The control processes regulate the flow of 1nformatlon between
components of the network and the appllcation of particular storage end
retrleval proeesses within componentsg Control processes are edapﬁlve
with regard to the env1rqnment and:demandszof a task, and are;mn part
under fhe conscious contfol;of thepsubjeet; they inciude seleepive etten—
tion, rehearsal, choice oi_fetrieyal cues,xepd all types ef decision
strategieso,_ - |

Repxesentatlon of Informatlon Within the System

Infomation enters the system from the en'\rlronmep‘t a't the SR. Thi’s
information, if attended toi“is proeeSSed bj”pettern reeeépiticn fostines,
The functicn of these roﬁtiﬁes is to transform vafious exempiars of the
"sgme".stimulﬁs into a‘unitary‘repfésentaiion within the particular
ph&sical“modality-(e;g.,'auditoryworwvisual) of “theinput. We will

refer to these representations of a stimulus as its perceptual code, A

perceptual code ls specified in tefms of a set ef primitive features,
and does not convey information abeut the referents or meaning of the
stimulus. The cOde may be_thought_of as an’ ordered list of -features
sufiicient to lccaté the stimblus in an n—dimensional space ;- the dimen-
sions of the space represent the ranges of values of an orthogonal set
of perceptusal features°

We az2re not concerned in this paper with variability in the pattern

recognition process that generates a perceptual code, because the tasks




corisidered here do not involve perceptually ambiguous stimuli. = In other
situations, however,'whére stimuli are perceptually ambiguous, variability
of the perceptual codes cutput by the pattern recognition process may be
éISignificanﬁ determiner of subsequent processing. - In such cases, prior
"cbntext’may affect pattern recognition: information already in the system
creéates expectations about information about to enter. These expecta-
“tions are realized by feedback processes that change parameter values
within the pattern recognition process. Thus, a particular senscry -
pattern'may“result'in-different-perceptual codes entering the system as
context is varied; for example, an "ill-formed"’stimulus being seen as:
the number "13" or the letter "B"'(Bruner & Minturn, 1955). The experi-
ments reported in this paper involve presenting subjects with words.in’

a consistent context and in a consistent typeface; thus our-analyses
will tend %o ignore thé variability that is possible in initial stages:
“of perceptual processirg.”

‘Perceptual codes represent stimuli along perceptual dimensions.. It
is the case, however, that stimtli may convey infdrmatidn'a%'éfsecond
level. This is particularly evident for words; they have assigned
meanings with little or no dependence on their physical form. Stimuli
are theréfore represented within the memory°system in a second form;

" %e will call these representations conceptual codes. * As in the case of

*Although we develop the memory system here on the basis of tasks
invelving words as stimull, analogous processes are assumed to operate

" in the coding of visual scenes and non-verbal auditory stimuli. The
sensory patterns produced by such stimuli are analyzed by the pattern
recognition process and the resultant perceptual codesg are then avail-
able for further prccessing. Just as for words, these codes characterlze
non-verbal stimuli as lists of primitive physical features. :




perceptual codes, a conceptual code may be thought of as an ordered list
of features specifying a point in an n'-dimensional space, where the
dimensions of the space correspond to some set of primitive conceptual
features . (Fillenbaum & Rapopert, 1972). The conceptual code for a word
~does not represent its definition or full meaning. Rather, a distinction
nay be made between the defining and charactéristic features of meaning
(Lekeff, 1972; Rips, Shoben, & Smith, 1973). .Under this view, conceptual
codes primarily represent a subset of the characteristic features of
meaning. Such features .indicate the classes of ccncaptual relations

that may be entered by the concept representing a word. Reference to

the conceptual dependency theory of language understanding developed by
Schank (1972) can make this more substantive. Consider the conceptual
céde for some verb. It indicates the cless of ACTs (primitive actions)
thet the verb maps into, the classes of "picture-producers” (concrete.
nouns) that form conceptual dependencies with the verb, and perhaps those
- aspects of the verb’s meaning that differentiate it ifrom other verbs
mapping into the same ACT class.

Conceptual codes available to the memory system are permanently
stored and organized within a functional partition of LTS that will be
referred to as the conceptual store (CS). Each conceptual code and the
aryey of perceptual codes linked to it form what will be called a CS-node.
Thus, the sight of an actual dog, the auditory perception of the spcken
word, the display of the printed word, ete., each have a perceptual‘code;
the liﬁking of these rerceptual codes to a sihgle conceytual>code form a
CS-node. . It is the case that synonymous stimﬁli will have their various

perceptual codes linked to a .single conceptual code, and'homqgraphic or
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homophonic stimili will result in identical perceptual codes being linked
to different cbnéeptual codes.

?erceptual’and conceptual codes are the basic elements of memory
structures stored within a second partition of LTS that we call the
eVéht—knowledge store (EKS). Events and episodes are recorded in EKS by
"1inking together copies of codes or parts of codes that correspond to
'the:patterns of stimuli entering the system from the environment.. The
FKS may be represented as an n"-dimensional gpace, where the dimensions
are all those that characterize perceptual and conceptusl codes and also
‘include cther dimensions (i.e., n" >n + n'). These other dimensions
correspond to the temporzal and gpatial features between stimwli that
underlie events and also to features (such as "superset,” "subset,” and
Yhas-as-part") that relate concepts to other:concepts. FEach memory
Ugtructure is stored at a point in the FES: space.. The position of this
" point in the n'-dimensional space may be a function of a.subset of the
-features within the memory structure, but msy also reflect features of )
codes processed at ‘the time the struciure was formed but not included
in the structure. In this sense , the location of a memory structure in
EKS is less determined by its contents than is the location of a node
"in the CS.

We wish to emphasize that the CS and EKS are not assumed to be
independent structures. It séems intuitive that structures in S evolve
‘over & period of time as a result of repeatéed experience with some stime

ulus in a number of different episodes. These episodes provide & basis

e for inferring that a particular stimulus enters only particular classes

of conceptual relations. 'For example, & bird tends to-be actor for
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- only certain types of acts, and similarly, an act such as eating tends
to have a restricted class of objects--namely, those that are "edible."
Buch generalizationg develop with experience and are represented in the
cpneceptual code that 1s linked to. particular perceptual codes. Cbvicusly,
- the perceptual code generated by the presentation of a novel stimulus;
such as "durp", will not be located at any existing node in CS, However,
if "durp" were to become the name of a new soft drink, a CS node for it
would eventually be formed. The conceptual code at this node would be
& list of features such as "ligquid," "non-acting-piecture-producer,”
"object-of-INGEST-ACT," etc. (These and any other "features" used in
this paper are not intended .as actual primitives, but are used for_'
“illustrative purposes only.)

We next consider the processes by which infermation . in ITS is re-
trieved. The organization of CS in terms of feature dimensions provides
a basis for a content-addressable retrieval process (Shiffrin & Atkinson,
1969)° Thus, the retrieval of information from C5 can be quite rapid,
requiring no "conscious" search. Once a CS node is located; all the
codes stored there become aveilable to the system. Difficulties may
occur-in this process only if perceptual input is "noisy," or if the
perceptual code is stored st more than one CS node. In the former case,
the perceptual code may be incomplete, requiring an examination of
several nodes (possibly leeding to errors based on physical similarity).
In the latter case, only one of the nodes may be the "correct” one,. in
which case conceptual features of the context may serve to locate the
appropriate nede. The utilization of context in searching CS is obvious

when we consider that homopheonic and- homographic words are seldom



recognized as ambiguous in ' context:. Puns and many jokes have thelr
‘effect because they create a context that deliberately locates two. senses
for an ambigucus word.

The location of a memory structure in EKS is also a directed search
process, but is not strictly content-addressable like the €S search pro-
" cess. ‘Since the original placement of a memory structure may reflect
'only”partially the features of its member codes, it will often be the

" case that several memory structures in EKS will need to be examined.

The initial avenues of entry into EKS will be determined by the features
of the retrievel context (Tulving & Thomson, 1973). Subsequent search
may be directed by featuree of codes retrieved- from other memory struc-
tures. Such a search will be relatively slow and will often become
"eonscious™ as memory structures are examined and-further dimensions of
search are selected.

Application.to Memory Scanning

The distinctions made here between perceptual codes, conceptual
codes, CS nodes, and memory structures in EKS are not arbitrary. Rather,

they refilect the subject'’s ability to process information at diffexent

" levels of complexity (Creik & Lockhart, 1972). Two exemplars of a word,

“cne in capital and the other ih lowercase, may be Jjudged "different” or
"same" depending on whether the decision criteria involve physical or
semantic similarity; in fhe former case, a comparison between two per-
ceptual codes is the basis of the decision, whereas, in the latter cadse,
two different percépfual codes associated with the same CS node leads
“to the judgment that the words mean the same. A somewhst anzlogous

same~different decision is-made in TKS if a subject must judge whether

8




or not a given pair of test words are beth members of a previously memor-
ized list. In tﬁis case; a match must ke sought between the codes for
the two test words and the codes in the EKS structure associated with

. the memorized list,

In subseguent sections of this paper, we congider a series of memory
scanning experimente and analyze-them in terms of models derived from the
theory outlined. above. To introduce these analyses, it will be helpful
to provide a brief overview of how the theory 1s to be applied.. We con-
-gider first the case where the target set is very large and stored in
long-term memoyry, and then the case where the target set involves only
.a few items and is in short-term memory.

In the long-term case,. the list of target words must be memorized
“prior to-the sequence of test trials, . As the subject. attends to each
word during learning, a perceptuai code is produced by the pattern
recognition procegs. That code is then mapped onto the appropriate CS
node., At that time, alternative perceptual codes and/or the conceptual
-code may be copled into STS. Because STS has limited capacity, the
addition of new godes as more words are studied resgsults 1n- the loss of
" godes already in STS. We suppose that control processes.act to organize
. the words on the target list, that is, the subject attempts to maintain
codes in STS that are similar along some dimensions. Thig array of codes
is then copied into a memory structure in FKS. The lecation of this
structure can be thought of as a point in EKS defined by values on each
of the dimensions of EKS; of course, for any particular structure many
dimensions may not be specified. The values that define the point will

be those that are common to codes in. the memory structure; they will

-9




-also be determined by the context tn which the list is-learned (psyehol-
ogy experiment, etc.) and temporal Tactors. TFor simpltcitysze usually
asgume that the entire target list:ie represented by a;eingi; memon?
structufe 1oceted at a particular'goint in EKS. Obviouely,%this need
not aiways be.the case. There nay he s*tuatione where a traee—off
ex1sts between one large structure and several smaller ones that are
dlsperseda In an experlment to be“constdered later (lnvolvtng cateéorn
1zed memOMy llsts) a. 51ngle menory structure is formed for the entlre
list plus'separate etructures for eaeh oategory subllstO,

Once the memory structure for the. llst has been formed 1n EKS the
test phase of the experlment can begn.no .The subJeet‘s task is to eompare
a coded representatlon of the test stimulus agalnst the eodes in the
memory structure to determlne if the probe is a target or a dlstractor
In our.experlments the subject haslno difficulty in 1ocat1ng the memory
etructure in EKS this is evident by the fact that he can teeall the list
w1th no dlffleulty at any time during the exPerlmenta.JThuey we=assume

that contextual and temporal cues permlt the eearch process to lOAate

the memory-llst structure rapldly and with little varlablllty

‘When a test word 1s_presented, initial processing generates a per%
eeptﬁal_code.whieh isféhichly.mapped onto the approprietelCS node (see
Figure 2). Prior to extraeting a code from the CS node to scan against
the list'e memory strueture in EKS, the monitofing precess may apply a
special test. The test measures the activity level of the node aesoci-
ated with the test word; the node's activity level is a function.of how

fregquently and how recently the node was accessed. We refer to”the

activity level of a CS. node as its familiarity velue. The node does not
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A block diagram illustrating the processes involved in.determining whether
or not a test stimulus is 2 member of a "large" target set stored in LTS.
Component processes are as follows: (1) input of test stimulus to sensory
register; (2) pattern recognition process leading to a mapping of test '
stimulus onto a perceptual .code, and in turrn access to the conceptual code;.
(3) immediate decision to respond based on familiarity; (4) selection of

. code to be scanned against memory structure in BFXS; (5) deeision to respond'

based on scan of the list's memory structure; (6) response. output. .



contain information about whether or not the test word was on . 'the memory
list, but its activity level does indicate- the familiarity of the word.*
Under some conditicns, the location of a node with a relatively high or
~relatively low familiarity value may lead the subject to respond immed-
lately without seéarching EKS. If the retrieved familiarity value is
above a "high eriterion" value, the subject may assume that the item was
~ recently presented and thus 1s very likely fo-be a member-of the. target
~1list; for a familiarity value below a "low criterion,”™ he assumes that
~the item has not been recently presented and thus is unlikely to be on
the target list. In the former case, the subject mekes a guick positive
response; in the latter case, & guick negative response.: For intermediate
“familiarity values, an appropridte code is extracted from the €S node
and compared with codes of the list's memory structure in FKS. The
success of the comparison wiil lead to either-a positive or negative re-

sponse, thereby terminating the trial.**

*Stated more precisely, the familiarity value must be considered
as current activity level relative to baseline level such that the
relative increase in activity due to accessing a node is less for more
freqguently accessed nodes. This interpretation is necessary if we are
to account for the fact that subjects do not generally false alarm to
their names or other very high freguency words when these are inserted
as distractors in a recognition test. Atkinson and Juola (1973; p. 602)
report a study which included word frequency as an independent variable.
Subjects responded to low frequency words {both targets and distractors)
faster than to high frequency words. This means that low frequency tar-
get words had higher familiarity wvalues than high fregquency target words,
but that low frequency distractors had lower values than high frequency
~distractors. The former relation depends on lcw frequency words getting
a greater boost in familiarity during study and the latter relation
depends on high frequency words having more fluetuations from baseline
activity due to extra-experimental events.

*¥*Zee Mandler, Pearlstone and Koopmans (196Q) for a similar cone
ception of recogniticn memory.
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Similar processes are assumed to operate when the target set is
"small (1 to 5 items) and varies from trial to triasl. In this case, the
target set is represented in §TS as an array of perceptual and/or con-
ceptual codes. When 2 test word is presented, precisely the same process
described above is involved in estimating the item's familiarity value.

- If the retrieved familiarity value is above 2 high criterion or below a
low eriterion, the subject makes an immediate response; otherwise, a .code
for the test stimulus is extracted from its C5 node and compared with the
set of codes in 8T8, Thus, the process underlying recoghition of infor-
- mation in ES and in 875 is the same. However, differences between.the

- .memory stores may determine that different codes are preferred in each;
.evidence for this comes from a number of sourceé (Broadbent,‘l970)o The
experiments to be described here also support the view that information
‘may be encoded differently in BEKS and 8TS.

Deeisions abcut which memory stores to search and in tuxn which
infomation structures to examine depend upon the context in which
testing occurs as well as feedback azbout the effectiveness of prior pro-
cessing st?ateg;éé. ~“For example,.the specific instructions used.in an
éxperiment will determine Whethér a subject velies on faﬁiliarity alone
to meke a decision, or executes an extended search of memory.:.If tﬁe
experimenter's instructions emphasize speed, then familiarity Will.play
-a.key rele; if accuracy.is emphasized, fhen the slower‘memory search -
will occur. Thus, the high and low criteria for judging familiérity are
determined by the speed-accuracy trade-off that tﬁe subject regards as

acceptable.




" We ‘have described "the theory in very general terms,-and.turn now to
specific applications. - The first application deals with experiments em-
ploying small targét sets (1 to 5:items) stored in.5TS. The second -
application involves. large memory sets (60 or more items in-.some cases)
stored in EKS. The third-application considers :scanning experiments
where the target set involves some items:stored in-STS5:and . others in EKS;
vexperiments of this sort permit.us to meke direct: comparisons: beiween
search rates in EKS ‘and.STS, :and-to examine-the parallel versus serial-
search of these stores. The last two applications deal with:target lists
that are categorized; the questions. of interest are how and under what..

“conditions “the category information may:be used in:making a:response- ::
'ideéiSidn,.fEEcausé the memory system is stratified so that:informaticn
can beé represénted in severalidifferent stores«(and in different memory
structures within a’store); performance in éven-:simple tasks often:de=--
pends upon a’complex "mixture" of underlying procésses..:Our goal is not
to build’the simplest possible model for the set of experiments;examined,
but rathei’to analyze’ these experimentswithin the: framework:-of.a, thecry

. that is applicable. to a'wide range.of phenomens.) =i’
2. MEMORY SEARCH WITH SMALL' TARGET SETS
The flrst exper1men+s to be con51dered 1nvolve the search of Short-
term memory, the sPeclflc studles are varlants on the type of scannlng
task investigated by Sternberg (1966 l969a 1969b 1971) on each of
a series of trials the subJect is preseﬂted w1th a memory set of from

one to six words, the words in the memory set are new in the sense

that they havernqt been presented on any prlor trlals of the experlmento
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‘When: the subject has the memcry :set in mind, a.test word is presented
“visually; the subject makes a positive response 1f the ‘test word is in.
the memory set, and a negative response otherwise. The typical finding
is that veaction time for both the positive and negative.responses are
linear-increasing functions of memory set size, and that the slopes-of
the two functions are roughly egual.
© The theoretical account of this type of experiment is schematically
represented in Figure 3. - The memory set:is temporarily stored.in STS.
‘When the-test word is .presented, it is enccded and mapped onto.its CS.
node. ‘Although the C8 node does not contain-a tag or marker lndicating
that the test word was in. the memory set, it does have information about
the familiarity of the word.: -If:the subject-finds a very high familiarity
value, he. outputs an immediate positive response; if he;fihds;an ex- ..
tremely low value, an immediate negative response:is output. .If the
“familiarity wvelue is intermediate, the subject must.then take the test
word. and sean it against the memery set.in 8TS; if the scan-ylelds a .
wmateh, a positive:response is made, otherwise a negative response, When
the familiarity value is intermediate, the speed:of the response is much
slower and depends_on the numben of words. in thg memory set, Thus, for
very high or very low familiarity values, the subject makes a fast re-
séonse thét”does not depend on the memory.set siée;.fof-inférméaiéte
falues é slower respoqsé occuré thatri§ an increaéiﬁg funeticn of memofyu
set Siée. | - | | - |
) ‘The observed response latencj éveraged over triais is thén.a mix-
ture cof fast decision# baséd on.familiarit§ aioﬁé (indepéﬁdenfrbf memofy

set size) and slower decisions based.on a search of STS (ée?endent on

1k
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Figure 3.- A schematic representatlon of the search and decision processes.in a
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(1) and then matched to a CS node {(2). The familiarity value associ-
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response (6). TPath (1), (2), {3),:(6) represents a much fester

response process than Path (l), (2), (), (5), (6), and is independent -
of the sizé of the ST-set. : ' _ '



memory set size}. The likelihcod of bypassing the search of STS depends
on the distribution of familiarity wvalues asscclated with targets and
distractors. Figure i presents familiarify distribﬁtions aséociated
with a target word and é distractor. When a test word 1s presenied, a
familiérity’value is sampled from the appropriate distribution. If the
familiarity value is abdvé a high criterion Gy

immediate positive response; and below a. low criterion ¢

the subject makes an
O,'gn immediate
negative responsé. Othgrwise, a search of STS is executéd;‘ It is as-
sumed that the subject never ﬁakes an error if é'sgafch.ofisTSuoccurs;
howevef, if the séarch is bypassed, then an error will occur whenever

the test word is a target with a familiarity value below c. or a dis-

0]
tractor with a familiarity value ,;pq_v‘é o " Note that t_h'é:' proportion of
test Words"that lead to a search of STS depénés con the;placemeﬁf‘of the
criteria. The probability disrtributic}'n of familiarity values, x, for
target; and distractors will be denoted as ¢(x;P) and ¢(x;N),xre§pectively;
for présent purposes these distfibutions will be assumed to béjuniﬁ-
normal with mean; Hp and by (We use P for the target distributioh
because a positive responge to a target is correct; and N for-ﬁhe dis-
tractor distribution because a negative response to a distractor is
correct.) Later it will prove useful_to know:the probabllity of_ha#ing
made a search of STS given that the subjeét generated a correct respconse;
this probability is dencted as s for targets.and as s' for distractors.

As shown. in Figure h, the prcbhability that a.correct response to a target
inveolved a search of STS is the probablliiy of a positive response based

on & search of STS divided by the cverall probability of & positive re-

sponse; namely,
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= » o (1)

Similarly, the probability that a correct response to & distractor in-

volved a search of STS is:.

¢ o
j o $(x,W)ax

c

gt = CO . 'ﬂ{ o | (2)

. N
= h[ ¢(x,N)ax

=00

The preceding discussion can be'sumﬁériﬁéd:by referring fo fhé flow
-chart in Figure 5. Not@d ih:thé figure aré.fhe fimés asscciated With
each stage. Certain-éfaées must be executed for ali probes; namely,
encoding (4), evaluatlon of the familiarity value (p), and response
executlon (ro for a negatlve response and ri for a positive response)
For probes -of an intermedlate famillarity value, the additional stage
of searching SIS #; necessary; It is assumed that this'search takes
time K + o wherefE denotes the size of thé memory set; K ;s the time
to initiate the searéh of STS aﬁd the search is proportioﬁal (with param-
eter a) to the size of the meﬁbry set. This linear search function
corresponds to the exhaustive case of the serial scanning model proposed
by Sternberg (1969a). While Sternberg's model has proved to be extremely
valuable in interpreting a variety of memory-search experiments, good

fits between the model and data do not reguire that the underliying
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process be either serial or'exhagstiV§ (f0r a discussion of this point
see Townsend, 1971, and Murdock; 1971). Thus the use of this particular °
equation does not cammit us to specific assumptions about whether the
seagrch is serial cr parallel,_sglf-terminating or exhaustive.

In temms of the time constants given in Figure 5, expressions can
be written for the_latency‘of.variéus types of res?onses. First note
that an error to a target item tekes time £ + b + r., Wwhereas &n. error

0

to a distractor takes time £ + P +ﬂrla* Expressions fer correct responses
. are more complicatédo We let t(P)'denoté the fesponse.time for a correct
response to a. target (iaeog the time for a positive response) and t(N)
dencte the response time for a correct response to a distractor (i.e.,

the time for & negative response).  Recalling the defirnitions of s and

g', we can write the following expressions:

Ct{P) = (1-8)[£ + 0 + rl] + 84+ 0+ K+ om+ ri}
| (3)
=.(ﬂ + P+ rl) + s(k + om),
jﬁ(N)'= (1-5’)[£ + p + rb] + sl + 0+ k + om + 501
| (h)

(£ + 0+ ro) + st(K + om) .

*The model predicts that error latencies are "fast" since they are
-the result of decisions based upon familiarity alone: whenever the memory
set is searched, it is assumed that a correct response always oceurs,
While this assumption is reascnable for the tasks described here, it 1s
the case that "slow" errors (resulting from & failure in the search pro-
cess) will occeur in other situations. Such errors would be expected when
acquisition. of the memory set is less than perfect. They might alsoc occur
when instructlons emphasize speed of response; subjects in this case could
~establish an upper bound on the time they will search the stored memory
set before “"guessing." ' ' S
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Examining these equations, we see that both t(P) and t(N) increase
linearly with set size. In many experiments (see Sternberg, 1969a), the
~glope of the negative and positive functions are roughly equal, and this
weuld be the case when s equals g!'. The condition under which s equals
s' requires that c, and c, be set symmetrically (i.e., the tail of the-

0

target distribution below ¢. must egual the tall of the distractor dis-

0
tribution above cl)a The linear predictions for t(P) and t(N) are based
on-the assumption that the criteria do not vary with m; a correlsted
implication of this statement is that error rates alsc do not vary with
-m.  Of course, in some experiments (especially where m is fixed over a
block of trials), it is possible that the:Subject'adjuSts=ci;and cO~as
‘8 functicn cf the memory set size. Fer-example, when m is large the -

subjeet ‘may anticipate a slow response and compensate by adjusting the

criteria to generate more fast responses based on familiarity alone.

. Under these conditicns errors would increase with-m, and RT curves would

be curvilinear.

The predictions cutlined above are consistent with a number of
experimental results (Atkinson & Juola, 1973, 1974). 1In this sense,
the model has proved to be quite satisfactory. However, these goodness-
of-fit demonstrations have not directly tested the role of familiarity
in a short-term memory scanning task. With this in mind, Charles Darley
and Phipps Arabie designed and ran a study at Stanford University which
attempted to experimentally manipulate familidrity. The study was
basically like the prototype experiment described at the beginning of
this section. Memory set gize varied randomly from trial to trial,

- taking on valués-from 2 to 5 items. Each memory set involved new words
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(i.en, words that had not been used on any prior trial); the test word
was 2 target on half the trials and a distractor on the other half. . The
~onky difference from the prototype experiment described at the outset of
this section was that distractors were not always new words, thus per-
mitting the experimenters to manipulate their familiarity values.

In accord with prior notation, the presentation of a target as the
. test word will be called a P-trial to indicate that a positive response
is correct; the presentation of a distractor will be called an N-trial
to indicate that a negative response is correct. In this experiment.
the digtractors were of three types: new words never presented before in

the experiment (denoted N, since the word was presented for the first

1

time); words that had been presented for the first time in the experiment

as distractors on the.immediately preceding trial (denoted N2 since the

word was now being presented for the second time); and words that had
- been presented for the first time on the immediately preceding trial both

as a member of the memory set and as a positive test word (denoted N

3

since the word was now being presented for the third time). Thus, there

were four types of test words (P, N,, N and,N3),‘and we assume that dif-

1’ 72

- ferent familiarity values are associated with.each., Figure 6 presents a
schematic representation of the four familiarity distributions, The
~mean of the P-distribution should be the largest since the test word on
.a P-trial is 2 member of the current memory set and should he very fa-

miliar; likewise,. the mean of the N_-distributicn should be smallest

1

because Nl words are completely new; the other two means should be

intermediate since N2 and N_ words appeared on the prier trisgl. Also

3

displayed . in the figure are the. criteria ¢, and ¢, which are assumed to

6] 1
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Figure 6.

Distributions of familiarity values For the three types of
distractor items (le N, N3) and for target items (P).




be the same for all trial types. This assumption is reasonable since
the subject cannot predict the type of test that will occur, and thus
haé no hasis for varying the criteria. As can be seen from Figure 6,
an increasing amount of the distribution falls between ¢, and c¢. as we

0 1

move from N, to N, to N In terms of the mathematical formulatien, s

i 2 3°

defined in Equation 2 increases from Nl to N2 to N3° Accordingly, the
likelihood of searching. STS increases and thus the slope of the t(Ni)
function increases from Nl to N2 to N3; for the same reason the intercept

of the t(Ni) function also increases from N, to N2 to N

1 3°

The latenecy data for the four types of probes are présented_in
Figure 7. Note that latency increasés with set size and is ordered such
that P is fastest, and Nl’ N2, and ﬁssgfe_progressively slower. . The
straight lines in the figure represent)fhéoretical.predictions of the
model. The derivation of theoreticél equations and methods of parameter
estimation are described in Atkinson and Juqla_(l974) and will not be
reviewed here., It should be noted that the model not only predicts the
response time data, but also the probability of an error as it varies
over the four trial typésu The complete set of parameter estimates are

reported in Atkinson and Juola (1974), but several will be given here

that play a role. in later discussions, namely

499 msec K

(£ +p+ rl) 70 msec

563 msec a = 34 msec

]
il

£
( +p+ro)

The results displayed in Figure T indicate that the familjiarity
manipulation had a large and predictable effect. The predicted slope

for P items was 24 msec, whereas the predicted slopes for Nl’ Ne, and
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N3 ltems ranged from 18 msec, to 22 msec, to 28 msec. . If the subject
ignored the familiarity value and searched STS on every trial, then all
four -functions would have a slope of 34 msec (the estimated value of a).*

Other experimental manipulations alsc should lead to variations in
familiarity. - The prototype experiment desci‘i.bed at’ the starf of this
section can be viewed as involving an infinite pool of werds. from which
the experimenter selects stimuli on each trial. Compare thié procedure
with one where the pool is restricted (saj to 10 words), and:oﬁ éach
trial stimuli are drawn without replacement from the pool.r In the first
procedure, vords are never repeated during the éourse of an-expefimént;
in the second procedure, repetitions oceur frequently from trial to_frial.
The second case corresponds to the originai memery  scanning study.by
Sternberg (1966) where the item pool was the digits from O to 9.

When no words &are repeated, the‘familiarity iﬁdex for targets should
be substantially higher than for distractors, thereby making familiarity
an effective diménsion on which to make & decision. When a small pool
-of words 1s used, the familiarity value of &ll items will be raised, thus
tending to wash out differences in familiarity between targets éﬁd dis-

tractors. Under these conditions the familiarity index will be less

*Inspection of response times (in the final block of trials) for
individual subjects indicates that they are bimodally distributed asg -
would be expected Trom the theory; one mode associated with a fast
responge based on familiarity alone, and the other mode for glower re-
spenses based on extended searches of memory. Analysis of RT distribu-~
ticns is complicated by the fact that there are toc few observations on
each subject, and further, that response times overall iend to decrease
during the course of the experiment. To fit the observed distributions
one would have to elaborate the model to include assumptions about the
distributions assoeciated with each stage in the process, and about over-
all decreases in response time with practice. ' '
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useful and a search of STS will be required more frequentlyg? Suppor;
- for this view comes from a study. by Rothstein andlMorin_(1972) who ran
Just this type of comparison. They reported steeper slopes_and higher
‘intercepts for RT functions when the memory sets were selectedlrepeatedly
from a small peool. . The repeated_presentation of items ingrgases the
familiarity of all items to a high level, thereby,reducing:its_psefulness
as. & bagls for responding. Consequently, the probability_of searching_
STS should be high,.causing the slope . of the RT function to be near-itg
maximal value,

In.addition to the relative familiarity of:targets and distractorg,
. anctheyr factor inf;pencing the likelihood of searching S?S is the pla¢e~
ment of a subject's criteria. For example, if_the subject is inéprugtgd

. to avoid errors, the apprcpriate strategy would be to set c, and ¢

0 1
relatively far apart, thereby insurigg that a search will be conducted

on most trials. Sinceuthe time necesséry to éomplete a search depends

on meﬁoxy set size, béthroVerall iatency and’ set-size éffects should be
increased. Alternatively, if response speed iéﬁémphaSiied'in'fhe instrue-
tions, the criteria QO and cy should'bé placed close together so that
moét responses.will bé based on famiiiarity aléneo In this'case; overall
latency would be decreased and minimally influenced by set size.

Williém Banks of Pomona Coilége ran such an ekperiment.in our- lab-
drﬁtéﬁy:ﬁifh.the anticipated resulﬁs, An.éntirély new éet of ﬁords was
preséntéd on:each trial as the memﬁxy'set; set sizes were 2, 3,'h, 5,
and 6 and.varied randbmly over trials. Targéts and distfactofs occurred

equally often, and the distractors always ihvolved néw words . Subjects

served in two experimental conditions: accuracy instructions and speed
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instractions. The RT data for correct responses are presented in Figure
8. If the ﬁfitéria are being adjusted as suggested above, then the model
predicts that fhe'slope and intercept of the RT functions under'écéuracy
.instructidns should be greater than under speed conditions. The results
in Figure 8 support this prediction; also, the pattern of error data is
congletent with the model. Similar results have been réported by Weaver
(1972)‘With memdrj.sets of ‘letters and a wider range of set sizes. Tt
should be noted that Swanson and Briggs (1969) and Briggs and Swanson
{1970) have found no differvences in slope of the RT-set size function
ACTOSS speed'and accuracy cenditions. Comparison of their payoff
matrices to those of Banks and of'Weaver} however, suggests that Briggs's
‘and Swanson's incentive system was not strong enough to cause subjects -
to adjust their criteria and rely more heavily on the familiarity measure.
3. MEMORY SEARCH WITH LARGE TARGET SETS
A reCOgnition.task.comparable to the one discussed in the.last

. section can_be formulated for very 1arge‘target“sets, Prior to the test
sesglon, the subject is required {o learn a. long list df words to a |
t_criterion of perfect recall; this list serves as the memory set for the
remainder of the experiment. The test session involves a series of
t;ials where either a target word or a distractor is presented; the éub-
jgct is instructed to make a positive response to an itémlfrom thg list
and. a negative response otherwise. A number of studies have been done
using this fechnique with target sets ranging from 10 to 60 words. These
studies have been reviewed elsewhere.(Atkinson & Juols, 1973} and inter-

‘preted in tewrms of the model presented here,

23




Response Latency { msec)

900

800

700

600

500

Accuracy
Instructions

Speed

Instructions ,/t(N)

! ] | N 1

Figure 8.

2 3. 4 5 6
Target Set Size

Mean respounse latencies for P-items and N-items for
five target set size conditions in an experiment
manipulating instructions to subjects, emphasizing
accuracy in one condition and speed in another.

23a




Tn this péper only one such study will be considered which mani-
pulated the size of fhé memory set (16, 2h3.and.32 words) and the number
_bf times targéts and distractors were presentei during the test zequence;
for a detailed account of the experiment see Atkinson aﬁd Jucla (197L).
Figure 9 presents RT data from the final block of test trials as a func-
tion of target set size; some words (Whetﬁer targets or distractors)
were presented for the First time ':during this final trial block, while
 Dthers had beeh-presented earlier -in the test sequence, and thus were
yveceiving a repeated presentation. The left-hand panel presents RT's for
icorrect responses to targets and distractors receiving their initial
presentation in the final block of test trials, and the right-hand panel
;for words recelving a repeated presentaticn. In both panels RTs increase
with the size of the memorj set; nowever, the slopes of the functions
are much legs than.isfobserved.ﬁpen smaller memory sets are involved.

Tt is interesting to note that repeatlng an item has a different effect

'if that item is a target word as compared with a distractor. Positive
‘responses are slower and show a steeper slope to the initial presentation
of a target word as compared to a repeated preéentation cf a target woxd;
1n contrast, negative responses are faster and have a more shallow slope

to the initial presentation of a distractor than to a repeated presentation,

The model to be applied here 1g the same as the one developed in the
last section., The cnly difference ils that the memory set exceeds the
capacity of STS, and is assumed to be stored in EKS. Figure lO presents
& Tlow diagram oflthe process. The tést item.is encoded and the appro-
‘priate OS5 node is accegsed. leading to the retrieval of a familiarity

value, If the famiijarity value is above c., or below c

1 0’ the subject
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 Figure 10. A schematic representation of the search and decision processes in
: long term recognition memory. A test stimulus is presented (1) and
then encoded and matched to an appropriate €S node (2). The famil-

larity index asscciated with the node may lead to an immediate

decision (3) and in turn to a response (6).

Otherwise, an extended
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leads to a decision (5) and a subsequent response (6). Path (1),

(2), (3), (6) represents a much faster response process than path
(1), (2), (&), (5), (&), and one that is independent of target set
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outputs a fast response. Otherwise, the.subject retrieves a code for
the test word to use in scanning the memorized list in EKS. Thus far,
the model is identical to that for the short-term casze presented in the
last section,. However, the code-used to search the EKS‘maf not be the
same as that used in the short-term memory search. For example, Klatzky,
Juola, and Atkinson (1971) present evidence that alternative codes for
the same test stimulus can be generated and compared with either verhal,
spatial, or conceptual representations of memory set items. After re-
trieval of the appropriate code, .a search of'the memoyy set iIs executed,
leading in.turn to a cofrect reéponseq Note that.a response baséd on
familiarity follows the same path as was proposed for familiariﬁy de-
cisions in the short-terﬁ casen.'However, whgn a search of EKS is
required we assume that the time %p initiate the search (k) and the
search rate per memory set item taj_Wil1 not be the same as in the short-
term case; this difference in the search rate may be due either to the
storage ofndifferentztypes_bf_codes in STS and EKS, to differing search
and comparison processes wlithin the stores; or to both. Restated, the
perameters £, p, rs and r, are the game in the long-term and short-term
cases; thege cases differ only with respect to the values of K and ¢.
Thus, Equations (3) and (&) apply here except that the estimates of K
and ¢« should differ for experiments invelving large memory sets.

For the conditions of this particular experiment, the criteria c¢

1

and CO are assumed to be fixed and independent of the size cf the_memony
set. The effect of repeating a word during the test sequence is to
bocst its familiarity value; this boost in familiarity is assumed to

occur for both repeated targets and repeated distractors. Filgure 11
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illustrates the familiarity distributions for targets and distractors
when presented for the first time (top panel), and for targets and dis-
tractors when receiving a repeated presentation (bottom panel). Note
that the likelihood of searching EKS is less on the repeated presentaticn
of a targét word than on the initial presentation of a target word; in
contrast, the reverse holds for distractors. In terms of s and s’ de-
fined in EBqustions (1) and (2}, s is less for a repeated presentation of
a target and s' is greater for a repeated presentation of a distractor.
Of course, the greater the likelihocd of searching EKS, the steeper the
slope of the RT function (i.e., the slopes of the target and distractor
functions épproach ¢ as s and s' approach one, respectively).

A quantitative application of the model sketched cut above ledds to
the predicted functions displayed in Figure 9. The slopes and intercepts
foxr targets and distractors show the appropriate relationships for-initial
and repeated items. TIn addition, the theory accurately predicts error
rates and RTs for errors. The details of the model and its it to these
dafa are presented. in Atkinson and Juola (1974). It is important to note
that the parameter estimates for this case differ from ﬁhé shortwterm
study discussed in the last section. The time, k, te initiate the EKS
search is 137 msec, as compared to 70 msec for the TS search; 'in contrast,
the search rate per memory list item, Qs is lO-mseg for.EKS compared to
34 msee for STS. Thus, the search ié initiated more rapidly if it.iﬁ-
volveg the STS, but compariszon time per mémory set item is mpdh-faéter
for EKS.

To summarize, the same model is applicable to experiments usiné

‘large memory setsg ag for small sets; the difference is in the extended -




search on those trials where familiarity lis not used to meke a decision.
Tﬂé complex . pattern of data in Figqre G 1is interpretable in terms of the
model if we assume that there is. a boost in femiliarity whenever a word
~is presented for test.® It should be noted, however, that th@ increage
in familiarity 1s short-lived. . Juola, Fischler, Wocd; and Atkinscn
{1971) found that the effect on RT of repeating an item diminished as
the lag between the initial and repeated presentations increased, indi-
‘cating that the boost in familiarity decays over time.

.An-interesting feature of the data reported in this section.is the
absence of a serial position effect in RTs. If the time to make a re-
sponse to a target word is plotted as s function of_the_serial positiqn
of that werd in the original study list, the result is a flat line.
Thefe.is absolutely no trend relating RT to serial position; that is
~otrue for initial and rePeated‘presentations of target words separately,
as well as for the combined data. The same phenomencn has._been cbserved
in other studies using a similar design (Atkinson & Jucla, 1973), and

A48 rather surprising since the subjects were required to master the list

*An Iincrease in familiarity is not restricted to presenting the
word in a test sequence., We have run & study similar to the cne de-
scribed in this section, except that the target set involved 25 words
cand distracteor words were never repeated during the sequence of test
trials. The test sequence involved two blocks of 50 trials each with
8 brief break between trial blocks. . During the break subjects were
gilven written instiructions regarding a task they supposedly were golng
to participate in immediately after completing the seccnd bleck of test
trials; subjects were reguired to read the instructions twice, once
silently and once aloud. In actual fact, 10 words in the instructions
served as distractor words in the second block of test trials. Com-
paring RTs for distractor words that had been in the instruction set
with those that had not yielded a statistically significant difference.
Distractor words wsed in the instructions were responded to more slowly,
as would be expected if their familiarity value was increased by in-
cluding them in the instruction set. '
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in a strict serial order. Theoretically, this means that both familiarity
effects and the BKS search are independent of a target item's position:in
the memory list.  The absence of a serial position effect in thﬁse exper=-
imentg, however, does not mean that organizaticnal factors Influencing

the acquisition of a target set will not affect RTs in the recogniticn
phase of the experiment. In cne study reported by Atkinson and Juola
(l973)§ the set of target words was organized and learned as a semantic
hierarchy; under these conditiong RTs on the recognition tests wvaried as
a function of the placement of the word in the coriginal hierarchy.

Ahother example, more closely relasted to the experiment reported in
this section, is a study conducted by Susan LeVine at Stanford University.
Her test sequence involved a target set of 48 words; half of the test
trials involved target words and half distractors. The unigue aspect of.
the study was the method for memorizing the target set. The subject
- memorized the U8 words as 24 paired assoclates using an anticipation
ﬁrocedure, Eightiof the paired asséciates were tested and studied on
every trial of the training sessioﬁ; elght pairs on every other trial,
and eight pairs on every third trial; thus, by the end of learning some
pairs had been brought to a "high" écquisitién level, others to a "medium"
level, and others to a "low" level. In the recognition phase of the ex-
periment, there were 96 trials; 48 trials tested individual words from
the study list (positive trials) and 48 involved words not previously
studied (negative trials). The RTs fof correcf responses to target
words are presented in Figure 12 along with error rates; the RT for
correct responses to dlstractors was 758 msec with an ervor rate of 3

percent. Inspection of Figure 12 indicates that RT is faster to a word

28



‘Response Latency {msec)

900
Stimulus
words
850 — ]
Response
words
800 |— _|
18 -]
—{ 40 ;
130 &
790 — | 120 I':ﬂ
| —10 S
T 'r_1lll 0O
High “Medium Low

Acquisition Level

- Figure 12. Mean response latencies and error percentages across
three conditions of acquisition for targets that were
either stimulus or response members of paired associates.

28a




that was a2 response member of a paired associate as comparsd with-a . ..
gtimilus member.  BEven for those words that have been .perfectly mastered
{i.e., high acquisition set), the stimulus versus response role of a word
had an effect on recognition performance. R |

It is 1nterest1ng to note that RT is related to the acqu1s1tlon

level; the mere tlmes a word was presented durlng study3 the faster the

RT'. The fact that RT varied w1th acqulsltlon level suggests that the

list . length effects in the prior study might be explained. in the same Way°

.COne could assume that in mastering a memory l1list, the longer the list the

lower the acquisition level at the start of the test series, Thusﬁ the

effect of list length on RT mlght be explalned by a. lower degree of masg-

tery of the longer lists, rather than hy a longer EKS search as we have
done. Thls type of explanatlon could be accommodated by the theory, but
we rejected it because of the errcr rate dataa In the pa1red—assoc1ate

study, error rates increased as the acquisition level decreased (see

Figure 12), However, in the list- length study, both error rates and

their reaction tlmes were constant over list lehgths, nevertheless,

reaction times for correct responses increased w1th.11st length, For

'this reason we assumed in the theoretical analysis that all lists were

equally well learned, that famlllarlty gistributions were 1nvar1ant over

list lengths, and that the RT effects were to be explalned by a longer

(but equally accurate) search of theclonger'llstsc Thls is an 1mportant

point and emphasizes that we do not regard the linear search functlon
postulated in this and the previcus section as critical to the theory;
rather, different search functions can be postulated depending on the

organization of the target list and the feature sets by which target
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itemg are coded in EKS. For the experiments considered in-this paper

a linear function gppears to provide -a good approximation.
4, MEMORY SEARCH WITH BOTH LARGE AND SMALL TARGET SETS

The_experiments reported in this section involve a mix of the pro-
cedures discussed in tne.previous two seetionso .Prior to the test session,
the subJect memorlzes a list of 30 Words (deslgnated the T~ set) to a cri-
terlon of perfect mastery In. addltlon, each Trial of the test sessicon
begins with the presentatmon of a short list of words (des;gnated the
ST—set) that have never heen shown before in the experiment. The test
phase of.the trial.involves the presentation of a.word “éha the subJject
is requlred to make a p051t1ve regponse i1f the word is a member of either
the IT-zet or the current ST—set and a negatlve response otherW1se, thus
L& target is a word from elther the LT or ST set, and a dlstractor is a
word never prev1ously used-ln the experlment,. The size of the ST-set
varies from 1 to by half of the targets are from the ST=set and half from
the LT-set. In addltlon, on some trials no ST-set is presented and then
-the target.ls necessarily from the LTwseto. Qver trials, targets and dis-
tractors occur-equally often.. ”
| Results from experlments by Weseourt and Atklnson (1973) and, Mohs,
WEscourt and Atkinson (1973) are dlsplayed in Flgure 13, RTs for tax-
_gets and dlstractors are plotted as a functlon of m, the ST—set size;
t(P =.8T) and t(P <“L‘Il?) denote the latency of a correct p051t1ve response
to an 8T and LT ltem, respectlvely, and t(N) denotes a correct negative
regponse to a distractor. Inspection of the figure lndlcates that

£(P « ST) increases with the size of the SP-set. In contrast, t(P <« LT)
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and t(ll) seem to be .independent of ST-set size as it wvaries from 1 to L;
ghowever, the presenée or absence of & ST-set (m = 0 versus m > 0) has a
. marked eifect on these two respoﬁse times.

The model for this experiment is essentially the same as the one
,}developéd in the previous sections. A flow chért of_ﬁhe proceés is pre-~
';Sented in Figure 14. The LT-set.is assumed to resideKin EKSQ éna éach_
:8T-set is temporarily stored in 5TS. The recognition process first
?involves a check of the test word's familiarity‘value which may lead to
;an.immediate regponse. Lf nct, a gearch of the ZKS an@ 3TS will be ré;
Equired before a response can be emitted. |

As describéd”ear}ier, the decision te respond on the basis of‘
ifamiliarity alone is a fﬁncfionbof.the criteria <o and ce Figure 15‘?
:presents a diagram of the familiarity distributions for STmset:wordsj B
?LTuset words, &nd distractors. The relative pésitions of these distri-
;butions are not determined a priori, but are inferred from error rates
?fo the three types of test items (i.e., the tall of the distractér

‘distribution above c, determines the error rate fo distractors; and the

i
talls below q for the ST and LT distributions, the error rates to ST
and LT targets, regpectivelyl™

When the retrieved familiarity wvalue of a test word does not suffice

to meke a decigion, then a search of STS and EKS is required. In this

 #¥An experiment has been conducted by Richard Mohs in which elements
of the LT-set are included in the ST-set on some trials; the time for a
positive response to these items can be dencted as t(P < 8T & LT). The
average response times in the experiment were ordered as follows:
t(P < ST & LT) < t{P < 8T) < t(P <« LT) < t(N). These results would be
expected if the presentation of LT-set words within 3T-sets cause an
additional boost of familiarity value for them. ’
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case, the principél issue is the order in which the two stores are
searched. . For example, the search could be first conducted in STS and
if a match'isfnot_obtained, then continued in FKS. This'sqheme seems
plausible since information in STS tends to be lost rapidly, ﬁowever,
if the two stores were searched in thls order (énd the time to search
8TS depended on the size of the ST-set}, then both t(P « LT) "and t(I)
should increase s m goes from L to 4. Clearly, the data in Figure 13
do nect supﬁort thiS'sequentiél search scheme. An alternative appfpach
is to assume that STS and EKS are searched in parallél; ané that if a
mateh is found in either store & positive response will be made ; if hoth
searches are compieted ard no match is established, then a negative re-
éponse;w;ll be made. |
The flow chart for the parallél—search process is shown in the.
right-hand panel of Figure 16; the left-hand panel is for those tria;s
on which the ST-set is omitted, and. 1s precisely the model developeq{in  :
‘the previocus section of this paper. As indicated in the figure,rthé\
time K' to initiate the search of both the EKS and STS (i.e., when ..
m >0) is assumed to be different from the time K to initlate search of
EKS alone (i.e., whenm = O), Once the search of a store is initiated,
its rate is independent of whether or not any other store is being
gearched. We let Cg, ang o denote the‘search_rates for the two stores.
Thus,. when an ST-set is present,. it takes time KY + g to sgarch the
STS store and time K' + SOoi to search EKS. .When the ST-set 1s omitted,
it takes time K 4+ 3001 to search FKS. Recall that the LT-set is of

size 30.
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Figure 16. .Schemsatic representatiens of the processing strategizs in searching

the memory stores. The model when an ST-set is omitted is shown in
the left-hand panel; arrows (1) and (2) represent fast responses
‘based on familiarity alone, whereas (4) and (5) represent responses
.after a search of EKS has occurred. In the right-hand panel a

" parallel-search model is presented Tor those ftrials on which an

. 8T-set is present. The arrows (1) and (2) represent fast responses
based on familisrity. When & search is required, the ST and LT sets
~are searched simultanecusly (3,4).  If a match is feund in the ST-
gset (5) or in the IT-set {7), & positive response will be made. If
a match is not established in either set (6, 8)3 a negative response
will be made. -
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Since both stores are searched simultaneously when m > O, the_tqtal
search time will depend on which search required the most time, For the
sizes of the ST and LT sets congidered here, we assume that the STS
search is always completed prior to the completion of the EK3 search..
Censequently, the search of SRS will yield a match in time Kt o+ o%mrand
the search of EKS will yield a match in time K' + 3001.  If the test item
is a distractor, then both searches will have to be completed (which_
takes time K' + 3001) before a negative response can be inltiated. Thus,
t(P <« 8T) will increase.as m gees from 1 to 4, but voth t(P <« LT) and
.t(N) will be independent of the size of the ST-set. However, t(P < LT)
‘énd t(N) will be faster when no ST-set is,pr@sent‘than‘when'pne is
present, if K is less than K'.

- A guantitative application of the model gketeched out&aboye leads to
the predicted functions in Figure 13. _Not presented in the figure are
error rates for the three types of test stimuli, but they also are ac-
curately predicted by the model. _(For.a detailed account of’ this worh,
see Atkinson and Juola, 1974.) In fitting the model to these data, )

‘certain parameter estimates prove to be interesting:

K' = 207 msec
K = 140 msec
Qé = 35 msec
0p = 10 msee

The K and Oi recovered here are very clqse to the corresponding estimates
made in the last section dealing with.ldng—term térget sets; similarly,
the estimate of O is vexry c¢lose to the estimate Qf o recovered inrthé
analysis of the short-term memory study. Finally,.K', the.fiﬁe to |
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initiate the joint search of EKS and STS, is significantly above K, the
time to initiate the search of FKS alone.

'in the medel, we assumed that‘ai is independent of the size of the
ST-set; ény difference in the search of EKS on trials with and without
an ST-set 1s simply due to K' and X; regpectively. "Independent support
for this assumption comes from an experiment conducted by Keith Wescourt.
The experiment exactly replicated the procedure described in this section,
exéept for positive test words: all positive test words were drawn from
the LT-get and the ST-set was never tested. Subjects had to meintain O
to 4 ifems in STS.for recall at the end of ‘the trial; however, - they Were
told {and it was always the case) that the test word would be either an
LT-item or a distractor. Under these conditions, the latency cf a posi-
'tiv#'fespdnSé.to an LT-item and of a negative response to & distractor
did not display & jump from the m = O condition to the m > O conditions;
rafher; both létency functions were constant as the ST-set size varied
from O to 4. The paremeters K and o estimated in the prior experiment
can he ﬁse& to predicﬁ these data; the parameter K' was not reguired
since only EKS needed io'be‘searched even on thoge trials where an ST-set
was present. The existence of a load in STS éer se had no effect on RT;

what did affect performsnce in the original experiment was the relevance

of the STS load for the scanning decision.
5. MEMORY SEARCH MODERATED BY SEMANTIC FACTORS

A number of studies, using both small and large'memory setsj‘have
shown that semantic factors can influence RT. In this séctidn, recog-

niticen experiments involving semantic variables are considered and the
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theory is employed to explain how they can affect search and declision

processes. o ' o T _

A frequently used paradigm requires a subject to memorize a target
set composed of sublists, where words on each sublist are from a given
category. The number of sublists will be denocted by ¢, and the length
of each sublist by d; thus, the target set is composed of ce.d words.
For example, with ¢ = 2 and d = 3, the target set might be

- - [(BEAR, LION, HORSE)(CARROTS, PEAS, BEANS)I,

a total of six werds from the categories animal and vegetable. Once the

target set has been memorized, tests are initlated. On a test trial,
one of three types of words is presented: (1} & word on the memory list
{P-item) to which the subject is reguired to make a positive response;
(2) a word not on the memcry list but from a category represented on the
list (N-items) to which the subject. is reguired to meke a negative re-
sponse; and (3) a word not on the memory list and not a member of any of
the categories represented on the list (N¥-~items) to which the subject
also 18 required to make & negative response. .-In the above cxample, a
P-item might be LION, an N-item might.be DEER;, and an N¥-item might be
NAIL. A target word (P-item) is presented with-probability‘% , a related
distractor (N-item) with probability % n , and -an unrelated distractor
(I*-item) with probability %(l-n). When 1 = 1, only P and N items are
presented; when 1 = 0, only P and N¥ items; and when O < n < 1, a mix .
of P, N, and N¥ items. The dependent variables of principal interest
are agaln latencies of correct responses to P, N, and N¥ items and will

be denoted as t(P), t(N), and t(IN%), respectively.
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The theory as 1t applies in this sifuation is summarized in Figure
17. A word is encoded (time £) and its familiarity value is retrieved
and evaluated (time p). If the familiarity value is above ¢y, an immed- |

igte positive response is made; znd below ¢, an immediate negative

09
regponse. If the familizrity value is intermediate, the gubject has two
options. - With probebility A he categorizes the test item and then scans
its category name agsinst the category nameé represented on the memcry
list. If no match occurs {W#-item), a negative response is made; if a
‘category-name mateh cceurs, the subject then searches the appropriate
category sublist of the memory set, making either a positive response
(P-item) or a negative response (N-item). Alternatively, with proba- .
bility 1-2 the subject ignores the gemantic Information in the test item
and searches the entire memory list.

Given that the subject does categorize the test item, the time %o
‘retrieve its category name is K¥, and the gearch rate among the ¢
cétegony names 1s B; thus, the time for this stage is- &% + pc.. If the
'categorizing stage determines that the word is an N¥-item, a negative
regponse occurs. Otherwise, the subject next searches the sublist of
the memory set ildentified by the categorization process; it takes time
K' to initliate the.search and its rate is ¢ yielding time k' + od forx.
this stage. Given that the subject does. not categorize the item, the
search of the entire memory list: is presumed to take K + qc-d); that
is, time K to irnitiate the search which proceeds at.rate o for the total
set of ced items.

Figure 18 illustrates the familiarity distributions assoclated with

P; N, and N* items. While not critical to the model, the N distribution
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performance when semantic factors may influence search in FKS.
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of trials; on other trials this information is ignored and the
entire target set is scanned.
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is shown in the figure to have a higher mean than the N¥% gistribution.
The reagon. is that there is evidence to suggest that distractor items
that are related to items on the memory:list have a higher familiarity
‘value than unrelated distractors (Underwood, 1972; Juola et al:, 1971).
This relation between the distributions would be expected if there were
a spread of "activation" in the CS space - in the areas of target-word
nodes (Meyer & Schvaneveldt, 1971). Using Equation (1), the:'quantity =
can be defined for the P distribution. Similarly, using Equation (2),
the quantities éﬁ and sﬁ* can be defined for the N and N* distributicns.

. Once this has been'doné,‘the'following expressions can-be written for .

‘the time to make a correct response to each of the item types:-

©(E) = (sormy) + 5 (M (kege) + (K308)] + (1) [ksales)]) (5)
t(0) = (b+erry) + sf (aA[(kxape) + (K2+0d)] + (1-2)[kroc-d) 1] (6)
£(1) = (L+pt1,) +'Sﬁ*{l[K*+sc] (-0 ealed)]} . ()

How does the subject seléct between his two optlons: should he first
categorize a test item or search the entire memory list? @ We effer no. .
theory teo explain this selection and propose to estimate A from the data.
" However, if all parameters of the process are fixed and the subject is
trying to minimize his average response time over all trial types, then
A should be selected as follows: If the quantity [(«¥*+gc) +'%(1fn)(K'+oﬁ)]
is greater than [k+ac-d)], set A equal to 0; otherwise, set X equal to

1.* Stated somewhat differently, an cptimal setting for ) depends on

%A gimilar proposal has been made by Naus (1972)..
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an.interplay of search parameters . with the structure of the list . (the
values of c.and d) and the nature of the test schedule (the value of 7).
Although estimates. of the various search parameters vary from study to
study (see Juela & Atkinson, 1971), the data indicate that (1) B is about
three times as large as ¢, and that (2) &% and K are fairly close to each
other with K' somevwhat smaller.

- Figure 19 presents unpublished data from two separate experimentsj
one conducted by Homa (1972) as part of a Ph.D. thesis at the University
of Wisconsin, and the other as a pilot study at Stanford University. For
the data displayed in the figure, 7 = % and ¢ = 2; the Homa. data are fer
d eqgual to.2, 3, and.5, whereag the Stanford data are fgr d = 10, 15, ..

~and 20. No attempt will be made to gene;ate quantitative predictions
-for theée data; it is evident that appropriate paraméfer values can fit
céhe results. The mainupbint to consider is the effect of d on t(W¥).

.In the Homa data, t(I*) is increasing and at about the same rate as (W),
which indicates that X is close to Zero; thus, when d is relatively small?
~the subject is scanning the entire memory list and not attempting to
categorize test items; TFor the Stanford data, t(N*) is relatively con-
~.stant over the three values of d while t(N) shows a sizable increase;
this finding, of course, implies that X must be equal to one {(i.e., that
the subject is categorizing each test item and processing the item
~accordingly) .

. These results are: what cne might expect if the subject is'attempting
to set X optimelly. When d ig small, the slow scan of the category names
is not warranted, but when d becomes large, there is an advantage to

categerizing and, only. if necessary, meking a search,QfTﬁhe_app:opriate
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sublist.  Thus, the subjects appear to be selecting & value cf X in ac-
cordance with the specific parameters of the search task.”

There are other results that gan”be cited to support the.l—prqcess
proposed here. For example, Homa has data whére ¢ =12 and d = 1 for
‘which the estimate of A is zero. On the other hand, Tafrow”Indbw
(personal comminication) has data for ¢ =1 and d varying from-5 to 27;
these data are consistent with the view that A is zeTO-for;small values
: Qf d, butwincreases to one for d greater than 10 or 12. |
' We have not provided a.quantitative fit of the mgdel to the data
_presented here. The reason ig that the task 1s quite complex from a
theorefical-viewpoint; the sub]ject haé alternative étrategies to apply
‘which means that different subjects mey be electing different mixes of
- strategies in a gilven experimental condition. Hence, a guantitative
evaluation of the model reguires carsfully designed experiments and a
| lafge sample of data for each subjectaj It is clear, however, that the
baslc outline of the theory is correcﬁ; An individual subject may or
i.may not retrieve a category.namé-for'a test item,.dependiﬁg on the

structure'of the memofy.list (the values of ¢ and d) and the nature of

*¥The model proposed here assumes that the subject selects between:
-one of two search strategies with probability A.  Another approach is
to assume that both searches (the search by categories and the search
of the entire list) are initiated simultaneocusly and that the one finigh-
ing first determines the subject's response latency; this type of assump-
tion:is in accord with a model proposed by Naus, Glucksberg, and Omstein
(1973), Under certain conditions, the simultanecus search model generates
the same predictions as the model develcped in this paper. Thus, the
particular interpretation that we offer is open to question, and an
argument can be made for a simultanecus search,
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the test sequence (the value of n).%

The experiments considered in this section have all used words for
the stimulus materials. Comparable experiments have been run using
letters and digits to distinguish between P, N, and II¥ items. TFor ex-
‘ample, the memory set might be compesed of three letters, with the test
invelving a letter from the memory set (P-item), a letter not in the
memory set (N-item), or a digit (N¥-item). . Results from these experi-
ments have been somewhat_variable. There are studies (Williams, 1971;
Lively & Sanford,_l972) where the estimaté gf A is significantly‘greater
' than zere for small memory sets of three or four items. For other
.studies, as wé.shall see in the next_éection?.the estimate of X is véry

close if not exactly zero. It appears thaf when Qords_are used as the
stimulus ﬁaterials the estimate of i is invariably Zero fpr small memoxry
sets, but_when letters versus numbers are used A is éometimes greater..
than zero. OF COursé, when lettersvérsus digits.are ﬁsed, it is con-
-ceivable that the subject may be classifylng the probe on the.baéis of'
percgptual features; clearly, whep words aré used, there is no possibility
for category classification based.on pefceptual cues, bui wifh-ietters
Versus digits guch a possibilify may exist depending eon the type font
énd.displays used. A greater readiness t§ classify on the basis ofl

perceptual factors than on semantic factors is consistent with the

¥Studies can be run that vary the length of sublists within a mem-
ory list. For example, the memory list can involve three categorized
. sublists with one having 4 words, the second 8 words, and the third 12
words for a total set of 24 (i.e., ¢ = 3, d) =4, 4, = 8, dy = 12).

Applications of the theory to these experiments is straightforward, but
the equations are cumbersome.
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viewpoint developed in this paper which distinguishes between perceptual
codes .and conceptual codes. SHince a test stimulus will he represented
in the memory system as a perceptual code before it can be represented.
zs a conceptual code, strategies that allow accurate responding by pro-
cegeing perceptual codes will be preferred in those. tasks where response

speed is an important task demand,
6. MEMORY SEARCH INVOLVING A DUPLEX  TARGET SET

::in this seéfibn“we.examine an experiment that has similarities to
:the ﬁnes considered.iﬁ the previous.two:seétioﬁs; neverfhelésé, ité'
theoreﬁical analysis reQﬁires separate tfeatment. Thé éxperiménﬁ is Che
in a series of'stﬁdies éénducted.by Charles Dariey étJStanforé Uniﬁefsity
dééling with dupliex target sété. His‘feséérch 6nlthié éroblem is in an
éarly stage3.énd thé thebretical tfeétment‘givén here méy prave to'ﬁé
preméfuree Thé %ask is of such infriﬁsic intefést;thbwévef;'tﬁat somé‘
diséussionlof it seems warranted ét this timé; -
| On éach triai fﬁe subjéct is ﬁrésented with.a tafge% set composed
.of‘two‘éubsets; one.of letteré and theﬁother of‘digité}‘ The térgefrset
ié préééntéd visﬁally, with oné subset bﬁ the léft aﬁd the other bn the
right; whethér létters or digits are én the ieft ig determiﬁéd'réndbmly
on éach.trial, The sizes of the two subsets afe also raﬁdomiy détermined
from friai fb tfial, eéch indépendéntly taking on the values 1, 2§.of 3;
the digits are drawn from the numbers 1 through 9 and the letters from
a'restricted'alphabét with the vowele deleted. When the subject has the
target~$et'in‘mind, a £e5£ sfimulus is présented-whiéh-is'eiﬁhgr a'lefter

Oor digit; the subject ig required to mske a positive response 1f the
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probe is from the target set, and a negative response otherwise. For
example, the target set might be ((D B;K)(8,6)); if any of these five
Etems is presented at test_the subject should make a positive response,
ctherwise a negatlve response. The subset that dbrresponds to.éhe test
stlmulus Wlll be called the memory set and the other the load set¢ We
;et dM denote the gize of ﬁhe mgmoryvset,and dL the glze of tne.load sgt,
In terms of the above exampie,»if the test stimulus is a letter, then

dM = 3 and dL = 2; if the test stimulus is a digit, then dM = 2 angd

dL =3, Qf course , until the test stimuwlus appears the.subjgct doeg not
know. which array is the memory set énd which is the load. The top panél
of Figure 20 @regents a schematic account of a trial;;lgtterglgnd digits
are tested equall& oiften and pdsitive and negativé frials'éfe équally
probable, The questlon of interest is how the scan of a memory set in
STS is lnfluenced by the size cof a load set also in STSq

| Mlxed in with the duplex-type trials are others invelving only a
SLngle target set (either 1 to 3 letters or 1 to 3 digits). These-triél
types are illustrated in the bettom two panels of Flgure 20, note that .
when the target set involves oniy letters, the test stlmulus is a.letter
(and the same holds for digits). These trials correép;#é to the pro-

cedure used by Sternberg (1966) and will be called zerc-load trials. In

tems of the gbove notation, d tekes on the values 1 to 3 and dL = 0,

*In this experiment, the subject was required to recall aloud the
load set after he made his RT response; errors in this recall were ex-
tremely rare. The requirement to recall the load. set does not zeem to
be an important factor, for Darley has run ancther study where the
recall was omitted with results comparable to those to be reported here.
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Figure 20. Design of an experiment with duplex target sets. The upper

-panel describes trials presenting both a set of letters and

a set of digits.

The two lower panels describe trials pre-
senting a homogeneous set of elther letters or digits.
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Average RT data for correct responges are displayed in Figure 21;
error;probabilities have not been presented slnce they were less than
3%-overall. What is plotted is the average time for positive and nega-
tive responses as a function of memory set size; each curve is for a
‘different load sizé. The composition of the memory set did not have a
Statisticaily significant effect on RT, and consequently the data-have
Eeen averaged over-both-memory sets composed of letters and memory sets
composed of digits. TFor example,;in Figure 21 the observed value of
601 msec for a ﬁemory set of two and a load of one is an average Whiéh
-iﬁcludes positive and negative reséonses and memory sets of letters and
of digits. | |
| The results displayed in Figure 21 indicate thet the load has a
clear effect on KIs, but enly on the intercept of the functions, Tt "
appears that all four BRI functions have approximately the samé.slope;j
The subject cannot simply be classifying the test stimulus asla letter
or digit and then restrictiné the search to the appropriate subset, If
this were the cage, the obtained e'qﬁality of the slopes for t.h_e four
functions would be predicted, but predicfions for thelr interéepts would
be incorrect. The three load functions would all have the samg intercept,
which would be above that for the zero-léad functicns; the inﬁercept
difference would reflect the time {o determine which subset to search.

A betiter Tit to the data ig net obtained by adding the assumption theat
maintaining_a load set decreases the gearch rate for the,memory set in
proportion to load size. If this were the_case; the three load functiens
would still .all have the same intercept, and only their slopes would in-

crease with load size,
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Figure 21, Mean responge latencies {combining positive and negative
; trials) for four conditiong of memory load size as &
function of three target set sizes.
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It appears that the subject mskes no-attempt to limit the gearch by
categorizing the test item but rathef searchés the entire target set;
categorization would take time and is not warranted if thet fime is
greater than the time required toc search the lcad set. If target set
sizes were greater thaﬁ thoée emﬁioyéa:hére,-a Categorization strategy
might be used; in that case, a model:like the cne presented in the pre-
vious section would bhe appropriate. |

Figure 22 presents the model fér-this experiment. As in previous
sections, the familiarity distribuﬁion'for_é £arget item is assumed to
have a mean above that for & distracter item, and to be independent of
the size of the target set, First, the test stimulus is encoded and its

and c,. Gilven a high

o

or low Tamiliarity value, the appropriate response is immgdiately exe-

femiliarity value checked against the criteria c 1

cuted. Otherwise, a search of STS océui‘s° The time to initiate the
search of 8T8 is K. The search rate for items in the targetjsetjfrom
the.séme.claés as the test item is ¢; and the search rate ishqf for = 7
_*iféms.from‘the other class. Thus, the search of S5IS on'a"dﬁplex trial
takes time

K+o¢dM+cx'dL.,

Wheﬁ no load.is present, the same process applies and_is-bfecisely the
one presehted in the second section of this paper (see Fiéﬁre 5). The
only difference 1s with regard to the time parameter for encoding the
tegt stimulug.' In the zero—load'condiﬁibns; the subject knows that thé
test stimulus will be from the same class és thé target se%;lbeing able

to anticipate which class the test stimulus will be from may .facilitate
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Representation of the processing Qtagés underlying re"cognition
performance when there are two target sets in STS. A rapid

response may be executed based on stimulus familiarity; other-
wise, the encoded test stimulus is scanned against the contents

of STS. The time of the search is a function of both target
~and loaed. set sizes. L
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the encoding process. .To prb#ide for this possibility, we let £ repre-
sént the.encoding time for the zero-load case in accord with previous
notation and use £' for the load case. Otherwise, all parameter values
are identical for the load and zZero-lead conditions; the target and
distractor distributions for familiarity vaiues, criteria values, and ¢
are assumed to be the same on all trials.

For the zero-load case the equations for RT are identical to Equa-
tions (3) and (4). The proportion of positive and negative trials was
equal in this experiment, and hence, averaging Equatlons (3) and (4},

yields

ty = (4 +p+71) +8(K+ QﬂM)_, | ‘_ (8)

Here tM denotes average RT to a memory set of size dM in the zero-load
condition. The quantity r = (rl + rb)/z and s = {s + 8')/2, where s
and s' are defined in Equations (1) and (2). Similarly, for the load

conditions

tM,L (8 £ p 4+ T) + H(K 4 oy + atd) (9)

whera tM I denotes average BRI to a memory set of size dM with a load set
[, L. . .

of size dL. Note that tM is a linear function of dM with intercept

(# + p+ T + sK) and slope sq. Similarly, ty g 18 @ linear function of
2
- Gy with Intercept [(£'+ p + T+ 5K) + (Ed'dL)] and the same slope 801

. Fitting Equations (8) and (9) to the data using a least-squares
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method ylelds the predicted functions given by the straight lines in
Flgure 21.% There are only four identifiable parameters and thelr least-

squares estimates are as follows:

+ 5K) = W43 meec

1

(£ +p +

4] msec

(8- 8)
(sa) = 40 msec

(sa') = 33 msec

Note that is.gfeatef than ¢'; that is, the search rate for target items
in the same class as the test stimulus is slower than the search rate for
items in the other class. This relation is what would be expected if.fhe
time to establish s mismatch between two letters is slower than between
a ;etter and a digit {and vice versa). Such a difference is consistent
with representétioné of.items as codes compriéed 6fféétures. In general,
fgwer feature compariéons are neceséary to find a mismatch between items
in different classes than between itemé in the same.classw

There are other interpretations that can be given to these data.
Fbr example, one might assume that the subject first decides which sub-
get to search and then dumps the load set from memory before starting

the search. If the time to dump the load set is 2 linear function cof

cnm—

- #*The model. also has been it to the data with the positive and nega-
tive RTs kept separate. Thé fits are comparable to thosé displayed here,
but were not presented to simplify the discussion, It should be noted
that the slope of the four positive functions was about 47 msecs, whereas
the glope of the four negative functions was about 33 mgeecs. In the
theory, this means that s is greater than s'. Similarly, the intercept
of a negative function tended to be higher than the intercept of the

corresponding positive function, indicating that T is greater than Ty
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its size, this interpretation (properly fermulated) generates the seme
predictions as the one presented above. For reasons that are too lengthy
to dlscuss here we do not favor the latter interpretation. Nevertheless,
cuntil there is more research using this type of task, it will be aiffi-
cﬁlt to choose among these and cother explanations. In our view, however,
familiarity plays the' samé role in the load and zero-load cénditibns,

and an adequate model will have teé-take ‘account of this factor.
7. DISCUSSICN

The médel deséribed in this paper:asserts.that recognifién nemory
'involves the operation of a set of précesseso. The inforﬁation processing
stages that occur-in a particular_recogﬁition task aré détermined by the
physiéal_parameters of the expe;imental situatioﬁ and by subjecfs’ stfat-

egies., These strategiés‘developrin accord with éubjects' peréeptioné

of task.demands and abilitieg fp apply alternative sirategies. .The.
experiments reviewed here support the modél's major coﬁténtion: recggm
nition decisicns may be made.quickiy on the basis éf.parfial info%mation
(familiarity) or they may be made more slowly, and more accuratéij, on
the basis of an exteﬁded memory search. Thé.daéa indicate thaf peffpr-
mance in & memory scanning task rep:esents a mixtﬁrerof thééé two |
processes. Several factors have been shown £o influence which‘of these
processes subjects will.tend te rely upon. |

| Besides thesg data, introspeétive reports seem to suppért‘the typg
of model developed here. Subjegts report that soﬁetimes they find them-
selves making immediste responsés to a probe Without ”knoﬁing for sufe“

whether or not it is a target item; on other trials, they report recalling
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portions of the target set before knowing how to respond. Subjects are
calmost always aware of their errors, indicating that elthough they may
_respond on the basis of familiarity, they continue processing by search-

ing memory and thereby checking thelr decision.

Limitations of the Mathematical Model

While.we feel that the thecry has wide applicability, certain
-qualifying comments need to be made about the specific models cutlined
in the previocus sectiong. These models are reascnable spproximations
for the situations that have been investigated, but they de neot reflect
the full complexity of the theory. TIn particular, the assumption of
iindependence of processing stagés may not be justified. This assumption
is feasonable ih soﬁe caées, but generaily proééssing in memory involves
interactions between operatioﬁs in différent components of the system;
processing operations seleéted at one. stage cénxihfluence subsequant
Stages by restricting the number of alternative pfocééses available
énd/or by altering the operating characteristicé of thesé processes.

The selection of internal codes could have such effects on subseqﬁent
stages.of search and comparison when these depena on the nature of
features comprising codes.

A second assumption made in the mathematical models is that the
time to execute a memory search is a linear funciion of the target set
slze. Corollary to this is the assumption that the search functions for
both positive and negative probes are identical, There ig no a priori
reason for these assumptions; it is simply the case that much of our
data are in aécord with them. It is not neceséary, however, that the
search and comparison-functioné increase linearly with target set size

1
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to aceount for the observed linear increase of RI. Both linear and non-
linear RT functions can be cbtained from models that have.mixfures of
fagt familiarity-based responses (which have times independent of target
set size) and slower responses baggd on extended éearches (which_have
times either independent of or related non=linearly to target set_size),
.This is the case, for example, if set_size‘affects the mixture of the
two processes; in terms of the model, the_criteria-that_determine_when
familiarity-hased deeisions-are made might vary as a function of target
set size. Under these conditions, a linear RT function caﬁ.be_obtaiped,
but, in general, non~linear functions would be expepted,* Similar
-reasoning can be applied to the assumption that the scan time for bqth
positive and negative probes.ls the same.. Certain types of interagﬁigns
between the enceoding. and search stages or,betwegn the search_apd dgFigion
stages may occur for pogitive and negative probes. In gene;al,_inte;ﬂ
actions would lead to differences between positive and negative prpbgs,
but in particular cases such differences may not be observed. For e#-
emple, 1f negative probes are encoded more slowly than positive propes
but are scanned agzinst the target set more rapldly, then the_tradefoff
on times between stages might result in identical observed RIs for
‘positives and negatives. The models presented he:e}aséume.a linear_
searxch time that is the same for positive and negative probes because

it simplifies matters.and still gives good fits to the data.

*For example, linear RT functions could regult if search time in-
creased more than linearly with target set size, while the proportion
cof familiarity decisions glso increased in a positively accelerated
manner. o R o




‘The Division of LTS

Tn describing the theory we proposed that LTS has two components,
the conceptual store and event-knowledge store. Subdividing LTS is not
a2 new idea {see, for example, Tulving, 1972). ‘However, -the dilstinctions
between €S and EKS are different from the type of distinctions made in
other fheories° The méin difference is that the €S is not a true lexicon
or “semantic memory." It functions primarily as a high-speed interface
between.the perceptual processes and EXS.  The conceptual code at each
node in CS pro#ides a véry-limited subset of information about a con-
cept's full "meaning." One way to view this subset is that it provides
information about the concept's relations to broad-conceptual categories
rather than to-its relations with other specific- concepts. Conceptual
" ¢odes may be utilized initially to form the conceptual relations that -
charactexize compléx stimuluS'ensembles; subsequently, their dimensions
sugges{ enfry points into EKS where more detailed information about &

. concept may he located. The CS may be regarded as more analogous to an
index for an encyclopedia thar as a dictionary. This index has the
property of being organized on the basis of both the physical and con-
ceptual éleménts of its entries, thereby allowing fast saccess to the
stored. information. While the particular description of the CS presented
here does not depéﬁd directly upon any of our-experimental results, it

. 1s consistent with research, demcnsirating that there are different
levels of information representation (Posner, 1969, 1972). In addition,
an experiment by Juola (1973) indicates that the familisrity of a stim-
ﬁlus does not‘depena'on'the épecific mode of presentation; this supports

our view of a CS node:where the varicus perceptual representations of a
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coneept are linked to one another. At an intuitive level, the (S also
seems to be the type of memory required for the parsing of input by
theories of language understanding (Schank, 1972);. it allows high speed
access to the level of meaning necessary -for determining the class of
conceptual - relations that a word can enter into, and medlates the search
of EXS for additienal information needed to specify the "meaning" of
natural language. input. .Even though the division. between CS and EKS may
be taken as conjecture, our experimenté call for some such separation in

order to-account for the. range of effects observed.

Memory Structures in K3

- The term “"memory structure" has been used here to refer to collecw
tions of perceptual and ccnceptual codes stored in EKS. These structures
represent past. events and episodes as well as. the full meaning of con-.
cepts in terms of their relations to other concepts. For.instance, when
“.experimental subjects learn word iists, copies of codes representing the
words are linked tegether to form a memory structure at a point in EKS.
Since it is likely that the ability to locate particular codes within a
memory structure depends on how the structure is organized Internally,
‘the nature of these structures is a relevant issue (Hermrmarn & McLaughlin,
1973). It seems reasonable that the organization of EKS structures
should vary with the nature of the stored Information. The elements of
a visual scene could be stored by linking perceptual codes and/cr con-
ceptual codes in an organization maintaining some isomorphism to the
original physical display. A second form of internal organization for
memory structures could be similar to Schank's (1972) conceptual de-

pendencies. In this case, the codes underlying an event are organized
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on the “basis of their conceptual relations, For either type of gtructure,
the codes are linked together with codes themselves to define the par- .
ticular type of relations between other codes. The internal organization
of a memory structure therefore can be thought of as a simple linking. cf
“individual codes where scme of the codes -defire a higher order crganiza-
tion of other codes. That is, objectS~A'and-B of some -visual .scene have
‘codes linked by another code that defines an “above™ relation between A
“and B if A was sbove B in the scene (Clark & Chase,. 1972). Similarly,
there is a code for the relation "actor-of' that would be linked between
the actor and ACT of an event organized on the basis of conceptual re-
lations. When necessary, the same information may be stored in more than
"one memory structure (contingent on the time available). Alternately,
information can be translated from one type of memory:organization te
“ancther at some subsequent time; an event originally stored on the basis
‘:of‘physical'relations (e.ge, viesual coding) can be analyzed for conceptual
relations  in the -same way ‘the original scene might:have been. To the
‘extent, however, that the information about an event stored in EKS is

not a @erfeCt copy of all ?he information originally available, subse-

‘ quent trenslations of memory ‘structures into new ones with alternaiive
organizations' may be incomplete or otherwise distorted. Therefore, the
:control'processes-for'buiiding memory structures attempt to create -
structures organized in a way that reflect expectaticns of how the in-
formation will be used at some later time. A related assumption is that
the spécific codes and organization used to form a memory structure

affect the search and retrieval processes that operate on it; that is,
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there are alternative strategies that are more or less efficient, de-
pending cn the form and organization of the codes they manipulate,-

~Levels of Information Representation

As presented here, information codes in memory exist at. two distinct
levels; perceptual and conceptual. A code represents the set of primitive
features or attributes that a stimulus or concept conveys; “primitive"
should not be taken to mean innzte in this context. Considerable research
" has been done on the intérnal coding of information {Melton & Martin,
-1972), and undoubtedly the dichotomy made in this paper is too simple to
provide ‘a detailed sccount of the various findings. While we do suppose
different perceptual codes for different sensory modalities, no distinec-
tions have been made regarding the complexity of features within a
-modality. However, it 18 clear that there are several possible levels
of analysis for any medality; for -example, the eyidence is that printed
‘words produce perceptual codes that may reflect line segments, entire
letters, or higher corder features like spelling patterns or vocalic
center groups. A related issue is whether or not higher order features
map onto simple combinations of more basic features;. if so, thendiffer-
ent levels may be reduced to more basic ones,. as we have suggested. The
hotion of different levels of perceptual codes adds considerable com- .
‘plexity to the scheme presented here, but it may prove necessary.

Fully and Partially Connected Memory Networks - -

The system described here differs conceptually from many other
theories with regard to the overall organization of .information within

merory. A prevalent view is that memory is & fhlly connected network

(Rumelhart, Lindsey, & Normen, 1972; Anderson & Bower, 1972). . In such
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a network, events are stored by forming links between already existing
internal nodes representing concepts. Usually, a disiinction is made
between typés.and token nodeg, and every token is linked to its type.
In prineiple, it 1s pessible to reach any node in the network from any
other nede by following the lirnks from one node to the next. Our con-

ception of ITS, in. contrast, may be described as a partially connected

:network, While codes at a CS nede may be viewed as types Tor which
there are tokens present in memory structures in EXS,. there are no di$ect
.1links between codeg in CS and in EKS. There also are no direct links
between the various nodes in CS5. Instead, related nodes in CS are
-stored "near" each other because their features tend to have similar
dimension values in the C8 space. Similarly, structures in EXS are not
linked to one another, but similar or related events may be stored with-
-in a small neighborhood of the BKS space. The only connections in our
system are those within a given CS node and within- -a. glven memcry struc-
ture in EKS; thus, codes-in memory form only partially connected neitworks.
In our system, the. ability to locate information in. LTS depends on the
ability to isolate those features of the retrieval context that index
-the area of memory containing the to-be-remembered structure. The
success’ of this process depends on - -whether the features used for plece-
ment of a memory structure during learning are Those available (Qr_
utilized) during retrieval.

Corollary to our notion of separate memory structures is the notion
that the same information may be multiply represented in LTS. Whenever
a-particular code underlies some to-be-remembered event, a copy of that

code is stored . in the newly formed EKS structure. Similarly, whenever
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old knowledge is updated, 'all or part of the existing memory structure

is recopied along with the new information. This view is not eccnomical
in terms of “storage space," but may provide a more efficient basis for
retrieval and modification of information already in the system because
these processes do not have to deal with all the irrelevant relations
‘assoclated with a.given code. In.a fully connected network, it is neces-
sary to decilde which and how many of the multitude of links leading away
from a node are to be examined during a memory search.

It is important to emphasize that on a strictly formal basis fully
connected networks and partially connected networks with directed re-
trieval processes may lead to equivalent predictions for a wide class of
phenomena. This does not mean, however, that they are identical in a
wider sense. Glven a particular theoretical representation for the
coding and retrieval of information, it is difficult not to opt for one
or the other type of network, &s we have done.

Concluding Remarks

The thecoretical divisions of the memory system described in this
paper offer a framework for understanding how particular variables af-
fect recognition performance. In additicn, the theory provides = basis
for considering recognition in terms of processes that underlie other
types of behavior; aspects of the theory thereby may be generalized to
other paradigms for investigating memory and, in principle, could be
extended to higher—order.functions like language understanding. We
recognize that a direct test of the theory is not possible; however, it

has proved to be a useful tool for several reasons: (a) it has permitted
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us to formulate and test a series of quantitative models for.speeific .
‘experimental tasks; (b) at an infuitive level it seems consistent with
the mémory demsnds of more complex cognitive béhaviors; and (c) it has
served to identify several factors that have been shown tossignificantly
affect memory., The theory, thus, has value as & tool for -analyzing
particular experiments and as a fremework within which to view the broad

“domain. of memory-and cognition.
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