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| CIN and the technique hierarchy to guide the student through the curriculum,

captuned in an annotated student dialogue illustrating a ty'pical session. -

with a fixed linear path through the same curriculum,

After a brief review of. the rationale and origins of the BIP instruc-
tional ‘system, the design and implementation of BIP's Curriculum Information -

Network (CIN) are described. The CIN stores the relationships among elements.
of #the author-written course material. The task sedection strategy uses ‘the

The environment for these instructional decisions is the tutorial Lablcar-
atory itseif. The HIP system is described briefly, -with emphasis on’ necently
developed features.. The goal of the tutorial laboratory is informative - '
interaction with the student, which is provided by an instructional BASIC
interpreter, information on BASIC syntax.cross-referenced with the: student
manual, ‘and de“buggingb aids. The nature of the student-BIP interaction is

'The results of an experiment, comparing BIP's task selection process -
.re reported.




. R T . SUMMARY.
_ L | | RN

LY

The BASIC. Instrud¢tional Program (BIP) was deve10ped to 1nvest1gate

tutorial modes of interaction invpomputer-asslsted instruction (CAI)
X . L . .o : g
BIP is an interactive problem-solving laboratory that offers tutorial

assistance toestudentsksolting;introductory.programming problems'in'the'

-

'
B 1

rEASIC'language. vThefproblems are presentéd'in an individualized sequence -

.o - -

: - based on a representatlon of the%structure of the currlculum and a model
.\ e

. of the student s state of knowledge.
L .
After a br1ef review of the rationale and or1g1ns of the BIP instruc-
", tional system, the des1gn and 1mplementatlon of.BIP s Currlculum Informatron
' Network (CIN)_are desorlbed. The CIN stores the reiatlonshlps among -
"/_ R _" Ielements of the anthor-written conrse material. Each problem ("task")m‘”mWWWh"'”
is iinkedgin the netWorhbto the programming'skills required in its®
;solution; Thefentipemcurrtculum is represented in_terms oflthese skills;
which are groﬁped into'subgoals representing'the fundamental programming
T L ﬁtechniques.“‘ The task seieetion strategy uses-the CIN and the'teehnique
h1erarchy to gulde the utudem thzough the cur11cu3um. The student;s
h1story of success and failure on the skllls 1nvolved in h1° prev1ous
.. Problems is used;toatdsptify areas.where more work is required.: An
‘apprOpriate.”next.task" is'then searched;for in the CIN.
The envlronment for these 1nstructlonal dec1slons is the tutor1al
'laboratory itself. The EIP system is. described brlefly, with emphasls
on recently deve}oped features. The goal of the tutorial laboratory is

i . . . N .
. : . informative interaction with the student, which is provided by an in-
: } V. .

structionalBASId'intergreter,'information on'BASIC‘syntax cross-

\

| . K - . l
. . P‘?
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- .

':referenced with the ' student manual “and debugging a1ds The system,also

"has access through the CIN to features that the student may use to help

[ l

o ot
him complete his current task These features include hints, easier
’ Ne oy : a-

subtasks,V a stored solution that can. itself be executed and an inter-

K

active graphic representation of the solution The nature of the student- f5

BIP interaction is captured in an annotated student dialogue 1llustrat1ng

e typlcal Session ', ‘ o ‘.’ A ,:. 'jti

- moom_.x-o_lm_o__Elnally,_ihe,results of a controlled experiment are reported BIB{S,

R 2
task selection process was compared to a fixed linear path through the '
same curriculum, though the total amount of learning appeared to be |
unaffected by the. treatment groups the nature of the learning: experience
\provided by the two problem uelection schemes was quite different in
Qome 1nterEst1ng respects.. : | -

. - o
".o : . . .
. . . .
. . .

e
&
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o S THE COMPUTER AS A TUTORT A, LABORATORY R
SR R T STANFORD BIP PROJEC’I‘* k : S
SR o Avron Barr,pMarian Beaid, and Rlchard C. Atkinson
I. Background o : RS ' S

Computers are ‘now used in a w1de varlety of appllcatlons in educa-

«

- tion and training, including information presentatlon,and drlll, K

S ',_‘". . T . . ‘.' ".. B R . :
AT 1nformatlon retrleval ~and simulation of complex systems. ! jresearch

':reported here deals. w1th an addltlonal appllcatlon' the use of tW N

AN

; COmputer as a problem solvﬁng laboratory.. ‘In the computerabased laborat
>env1ronment the student attempts tosolve problems on- llne ‘with the
‘guldance of the 1nstruct10nal system.” The system plays the role of

«

1nteractlve tutor, glvwng Jlntu, correctlng errors,. and evaluatlng

‘ﬁ‘eprogress.p ‘The fu 1 power of the ccmpute1 as. calculator and s1mulators,
is available +to they»tudent, prov1d1ng tqe motlvatlunal effects of -
.leerninc by‘workin un real prnbloms vxtb adeauate supervmslon at the:
‘studeut‘” convculeuot ud at hls owm pace.’ The maln focus of our work

1n the Cumplﬂ lnstvuculnndl Htrategles rcsearcl .group at tbe Instltu
ﬁl’ . R

for Matnematlcal Studies 1h'the'bo¢1al»8c;ences at.Stanford UnLverslty .

: . . a : .o ' .

“is the indiyi@aali?ation’of the sequence of instruction presented in

N v 0 - , .

COmputer-assisted instruction (CAI). .Ah'effective CAI-progrem in a |
glven subgect area_can create a learn*ng environment adaptively sulted

Kl ' o © to. each student at hlb own level oi development. S v . f'"_ o

n

€S

*The authors thanx Oliver Buckley, Kichard. Kahler, Jay Llndsay, and
Wllllam Swartout for their contributlons to BIP., : e

~
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i research\gr>ups using different approaches to Artfficial Intellrg QC

Harrls, & Passafiume, l97h)

- - o . «
- . : -\; o . o f
o . .. LS - s 9. N
f'\'. ‘\» C . . ‘u\ . ~ . . .
o } L " )
! 'v’. B ) '. .', A
o ‘ . 2 D -
The computer-based tutor design has . been arrived at by severall .
. . ("‘ .
Lo Y .

applications in CAI:< Carbonell Colllns, ahd others (Carbonell & CO lins,"‘

1973, Collins, Passafiume, Gould & Carbonell 1973) developed the GEO-‘

SCHOLAR system to 1llustrate natural lanﬂuage 1nqu1ry “of. a-large data

base.t However, the GEO SCHOLAR svscem is really an elabarate tutor w1thl

sophisticated deC1sion algorlthms d1rect1ng "mixed 1n1t1at1ve" d1alogues'

, e e

the 1nstruct1onal system can ask questions as well as answer them. The1r

,.‘.',,

irecent work explores tuﬁorial schemes for instruction 1n more . procedural t

subJect doma1ns (e g., an on-line ed1t1ng system)'where 51mply asking and

answering questions is 1nsuff1e1ent (Grignetti Gould Hhubmann, BEll

o>
. L

Dan1elson and Nievergelt s work at the Univer51ty of Illinois PLATO

' g
: system concentrates on- automated problem solv1ng ass1stance (Danielson

".1975, Danielson & Nievergelt 1975) They use a top-down problem solution v

.

3¢ graph to direct a tutorial d;alogue about how to solve a programming

' probléms Although the1r system does not’ build a model of the Siudent‘

- . -

'from which fiture instructional dec1sions could be made, the prob]em

b . * [

‘solution graph scheme leads d1rectly to &’ useful representation of tée

curriculum' The student model could beé updated as the student traveqsesy .

the graph in h1s attempt to ﬂind a solution, this is a- procedure we will',

A

incorporate in our WOrk on BIP's REP subsystem (descrihed in Section IV)

in the comlng year, a . v . ] : '-’, Lo <
B 0 / w\ . . . ‘

.. Perhaps the most 1mpress1ve "and "knowfedgeable" computer-based tutor

.yet devised is Brown's SOPHIE system (Brown, Burton & Bell, 197&) which

- *‘

Y

;grew out of ‘research on modes of querying a simulation—based knowledge

-

L I - o S
'.c’ ' k ) T T o ~ » CRRUE MRS




o
W

-y
;
o

o~

representation.‘ Although curriculum guidance decislons ‘are minlmized
2 T i : .
(the system tea he only one bklll troubleshooting a compllcated elec-

‘§ B

’

tronlc c1rcu1t) SOPHIE' knuwledge of troublebhooﬁing strategy and ". g

-
. . o

' -1ogical deductlons from.known measurements fosters "1earn1ng by imitatlo‘"
"

P g

; N '

in a natural and. excxtlng env1ronment the €ssence’ of tutorlal style.
# o - ‘» °

Researcn atﬁlﬂbsb has approached the COmputer tutor model hy succes-'

o

sive reflnement cf more tradltional approaches to CA£ in logic and computer ~

- .

+ .
R P

ey

"ERIC

. PAruntext provided by enic
. X o

¢

\

“introduction F” coomny dey pr'grummtvg \PrJeni, L973, Heard Lorton, Searle,

prOgIﬂmmLug. The log;uuand mure advanced set theory eourses uoy running
in fully tutur1a1 mode were first concelved of as appllcatlons of auto-

¥ » 0 .

mated theorem.prov1ng techniques for checKing studeﬁts' proofs (Goldberg” .

¥
] o

‘1973) Cur:ent work in the advanced set theory course that we offer at~ »

» e

Stanford 1nvolves 1niormal natural languag@ student-machlne dii
to discus develop and - rerlue eomplex mathematlcal proofs (Sm;t
‘(u~

Blaine, -Marnnuv, 1@'5) R e SR

'fn L9?O the tnstitutefs Complex Tnstructional. Strategigs group . -

develop“d a‘large FA currioulum‘fur a new eour:e'tu teach the ALD pro=

grdmmlng LﬁnguHEW klyod) ar Tht_‘ntr)duuinxy undrrbradudte level. °This &

.

gourse Ymsvbeen'used»in Cull@g%ﬁ and Juntnr,corleges as a uecessful
. . ) ' . B.

.

— e e )
&'Atklnsmm, lg'ﬂj. nuweverg it is a llhear, 1rame~|rfanted" CAT program

and cannot p”uVldF 1ndtﬂ1dual}2e Lnspruetlon duftng the problem—solving

, actnvity itseli., Aftet wor&xng through 1essun segments on such toplcs

a
as syntax ana expxe;,Lons, the studen* is assigna problem.tu aolve in

8.

,'“AID; He muot tnef leave the inbtxuutlonaJ pxugram, call up ‘a separate

CAIR interpxetnr, prfiuﬁn the qulred programming task, and return to

the antIuCtiundl proeram with an answer. Asvhe déyeleps his prOgram'

P : -3

s . .
/ v

""g

T
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directly witM‘AID his only sourbe of assistance is therminimally infor-

. mative error messages provided by the interpreter,.-", : y

4 /

A

Furthermore, the AID cburse was found to be an inadequate vehicle &:'

" for more. precise investigations of individualization of instruction .

. . : ./

',?because of the linear organization,of its curriculum.. The»course con- .

sists of a large set of@brdered lessons, rev1ews, and tests, and a .
/J

student ] progress=from,one segment ‘to tie next was determined'by his i'

-

o~
e

1score on fhe previous segment., A high core’would lead to an "ertra

jcredit" lesson .on the same’ concepts, \'{ “le a low score would be followed

-,

‘by’a~review lesson. It became clear that thils decision scheme, based

© ,' .

on total lesson scorés, was reasonably effective in providing instruction

and programming practice,qbut since it dealt with rather large segments‘

. A
/ 'Q

aof the qurriculum, the individualization of the ‘course of study was

‘vminimal.‘ All students covered more or less the same coricepts in tﬁe same

»

,;orderﬂawith slight differences in the ‘amount of review. we wexefinter-

17“\\'
ested in developing a system whose decisions would be based on a more

"specifically defined goal: the mastery of particular programming skills

. * Q

raﬁher than achievement oI a:criterion lesson score. - For this reason,

8 wepundertook development'of;a_gguraerwith 8 new and different instruc-

R QIimick, 1969)‘ R '« )

I

tional design, based in part on earller work by Paul Lorton (Lorton &
/ ; 1

I
The BASIC Instructional Prdgram (BIP) is a stand-alone, fully
i

self-contained course in BASIC\prOgrammlng at the high school/college
level developed ‘over the past LWO years with the assistance of over 300
qndergraduates who have taken the course at DeAnzavCollege the University

Te

'of San'Francisco, and Stanford. IEP's~major features are:

-
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- A monitored ‘BASIC interpreter, written" in sm_‘t (Van Lehn, 1973)

. | R Do maximal knowledge abéut student errors. -

T . ; -'A curriculum consisting of approx1mately 190 well-written,

=4 '; A .. interesting programming problems at w1dely varying levels
R o . of difficulty.. . ,

A HINT system, wh1ch gives bothrgraphic and textual aid in

L ‘ ' problem solv1ng. )

R o ey

.- IndiV1dualized task selection based on a Curriculum,Information

ey
A

L . ‘mental skills. Prdblems -are selected using a model of” the
gb';‘ : Qo T studént S acqulsitlon of the skills required by his earlier
e programming problems.,

' Flgure l 1s a schemat1c representation of- the tutorial programming

w
anﬁ Atkinson (1975) Section v presents a brief description of the

system 1nclud1ng some. new features not described Jin the earlier report.

"'Section V 1s an annotated d1a10gue 1llustrating tne system s, features

and the student BIP interaction.r

.

S yitiw- The new work,reported,here is primarily concerned with BIP'

e optimized problem selection. by meaﬂs of an 1nternal representation of

g

‘Qf:w' e the curriculum.structure, the Curriculum Infonnation Network (CIN) The
T "v,‘” use°of network models to describe curriculum struc+ure is an important

';2; Llirvl_ development in tutorial CAI. The CIN enables the 1nstructional program

k] -

¥ S 2 to_"know" the subJect matter it purports to teach,’ and to’ meaningfully

v

‘L;Mrwwti‘ model the student s progress along the lines of his develeping skills,

i I -

‘f instead of the curriculum elements (problems) themselves.' The next _*a'

RIS

‘ .

. section discusses the current state of curriculum design for CAI course- o

- ware ¥ the sources and context from which the CIN- conr-ept emerged and

. I °

A
"vpf our 1mplementation of BIP s CIN.~ Section III discusses our use of tbe

F s

. {;

e - by the IMSSS staff, which allows . the 1nstructional system o

“Networky” which: descr::bes th@problems in-texrms..of. funda-_‘_.

laboratory env1ronment supported by BIP, described fully by Barr, Beard, L

o
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II.. Curriculum Representatiqg in CAT v

\“'\"’;-«—» 7 " . - ’ ) ) . . P .-
S 'f"-~4xpmughﬁpf the currant research in tutorial CAT, generatlve,CAI,.
: : il

o

' of an automated presentatlon of a currlculum wrltten by a human author.

_{'n The szt commcn style of CAT courséware now belng wr1tten cons1sts

"-—~M‘ S—

and m1xed-1n1t1at1ve natural language.dlalogues;ﬁthe~eentrallphoblem Ts™ s

.,

the representatlon -of the subJect doma;n, whlch is,also a fundamental

I3

coneern of research in cognltive psychology and artlflcial 1ntelligence.
LN

" The - goal is to provide a represeqtatlon of the subject matter that is
sufficlent for 1nd1v1duallzed tutoring and also has a reallstlc and
manageable computerzlmplementatlon. A conslderatlon‘of the dlfferent

A .. e ) Lo . :‘ B - ' R -;a' B T . .'..

"representational poles""in vogue in CAI will give a perspective on the

capabllltles ¢f the Currlculum Informatlon NetWork representation. . ' .

‘

. The author, knowledgeable in the subJect matter, has 1n‘mind a clear '

organlzatlon of the . 1nterrelatlons among “the speclflc “facts" of that

subJect, an 1mpllc1t understandlng of the dependency of cne concept on

.

' another, and a plan ‘for the development of‘new skllls. Hls personal

-

© the. student but superior to a textboock 1n that the author buil%s

consisting oﬁ lessons or problems presented in a sequence he conslders

vis llke that of a textbook, establlshed in advance of 1nteractlon W1th

organlzatlon of the'dlscrete elements results in a~struo&ured curriculum,

N .

.

to be opt1mal in some sense for h1s model of his students. Thls structure

i

..branchlng declslons 1nto the program, prov1d1ng some degree of 1nd1v1d- A

:'uallzatlon. His subd1v1slons uf the curriculum and the branchlng cr1te

.,he SpGleleS const1tute the. author s representatlon of the subject matter

o .

.‘1thh;s trad1tional»CAIbstyle.' : . o . B o : _— S




e student s state of knowledge. A1l the "facts," dependencies, and logical. <

. . - ! ) : . . . .
A DY ° - . H
= . ® . - B .

R At the’ oppos1te pole of explicit structural information are

N :
generatlve" CAI programs, which do not use an author-wr1tten curriculun

~-at allrw«This»type_of.course generates problem statements and solwtions

”"“”““‘tuy~retrieyigg»infonnation from a complete, 1nterna1 representation of

e

x

Questlun-and-answer construction algor1thms are used to present the

W
. | .
‘%1

material in the data base to the student. These algor1thms also embody 5

«

heuris%;cs for what to teach when, depend1ng on some model of the

interrelations ‘that form the author s knowledge of the subject must be

‘<‘H'

~embodied w1th1n the generative program. Thus, Carbonell's well-known
SCHOLAR program (Carbonell, 1970) "knows" the names and populations of
? . the maJor cities of Brazil and 1is; cleVer enough to ansver "What is the
| largest c1ty in Bra21l?" without "know1ng" that fact explicitly. - |

L The advantages for: 1nd1v1dual;gation of generative CAT over fixed-,

o

branch1ng courseware- are considerable the generatlve program 1s

A}

spec1fically designsd to prov1de instruction and/or 1nfonnation in

precisely the areas needed by the student. All dec151ons about what

K

mater1al to prEsent can .be made dynamically, based on the student s

9

progress<rather than on-a predetermined sequence of material.; Ideally, Ol

the program has access to ‘the same information that makés the human .

..y

author a subJect matter expert, and th1s 1nformation can. be made avail-

able to ‘the student much more flex1bly than is poss1ble in author-

N generated CAI. In particular, the model of the student 5 state of

knowledge 1s based on’ tne structure of the subJect 1tself (e g., the
student has covered the material on rivers. 1n Brazil) rather than on

v . .
. . N

G e Ry
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structure of the author's curr1culum des1gn as reflected 1n h1s

b anching Speciflcatlons wh1ch are typlcally tr1ggered by correct/wrong .

lesponse counters.
!

In a very simplvhstructurEH"quéstionbandaanswerfeurriculum, ..... a counter-
based dec1sion policy can adequately reflect student progress. For
instaneej_if_the_program asks auestlons about rivers in Braz1l untll the '

e

student answers two ‘correctly in a row, then . there 1s*1ndeed»snme con=-

f1dence about ‘the- student's knowledge of that subJect. However, this’

‘, is exactly the type of course mater1al that can- be program-generated by

\

current methods, unfortunately, both the simple questlon-and-answer and
the program-generated approaches yleld 1nteractlons that tend to be qu1te
dry and unmotivating. The pr1nc1pal advantage of author-generated ¢ourses

is that they can be well written. The author! s organization of the

"matermal and’style*of w;;ting»can he powerful mot1vat1ng factors.~

The Curriculum Information Network
In technical subJects, development of skllls requlres ‘the " 1ntegra-

oy L. -
tlon of faéts, not Just thelr memorizatlon, ‘and the organlzation of i

-

™

: 1nstructional mater1al is crucial for effective 1nstructlon in these
areas. As: the currlculum becomes more complex, involv1ng the inter- .

. relations of many facts, ‘the author 8 ab111ty to present 1t in a format

that facllitates ass1milatlon and integration becomes more 1mportant.
l At the same time, hoWever, using counters to keep track of the student'

/

[ progress through the curr1culum prov1des a less adequate model ©of his

P ';'acquisitlon of knowledge.

- ;4. ' The Currlculum Informatlon Network: is lntended to prov1de the in-

structional program with_an eXplicit knowledge-of the,structure of an.

w . A
. N N . ' ~




author-written'curriculum.' It contains the interrelations between the - e
\Wf'f" E problems which the author would have used implic1tly in determining his -

. "branching schemes.' It allows meaningful modelling of: the student g o I

o progress along the lines of his developing skills, not Just “his history R
, S T
~of right and wrong resnonses, without sacrifiCing the motivational N

7’» advantages of human organization of the curriculum material.~ For example,

; .',‘f, in the EIP course, the CIN consists of a complete description of each of

f‘ IR lOO well-written, interesting programming problems in terms of the skills

developed in solving the problems. Thus, “the instructional program can B *s\\;‘

- monitor the student'* progress on these skills, and choose the next task

L

with an appropriate group of new skills. An intermediate step is intro- g' o
duced between recordingthe student 8 history and selecting his next

problem- the network becomes;a model of the student s state of knowledge
.- : \
B since it has an. estimate, of.his ability in the relevant skills, not just

his performance on the problems ‘he has completed. Branching deCisions

-
«

3 are based on this model’ instead of being determinsd simply by the student'

[ —

success/Iailure h1s+-ry on ‘the problems he has completed. i,~ : ]

s

e
-

- In:this way, a problem can be presented for different purposes to,
: students With,different histories. .The fleX1blllty of the curriculum . o
S is of course nultiplied as a result.' More importantly, the individual

problems in the curriculum can be more natural and meaningful; they do” | | B
. not necessarily involve only one skill or technique. 'In.frame-type

curriculums this one-dimensionality of the problems has a constricting .

effect. In essence, the network ‘as implemented in EIP is a method of

describing a "real" curriculum in iterms of the specific skills that can

,.be ldentified as a student's problem areas.

o - - R 33L§9,; o
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Computer-assisted 1nstruction has long promlsed to present an

Ind1v1duallzed Task Selectlon Uslng the Network

‘1ndividua11zed sequence of currlculum mater1al but in many cases th1s

has meant only that "fast" students are allowed to detour around blocks:

of curriculum, or ‘that

s

- cises.

~ student should demonstrate,competence, and by selecting tasks on the

"slow"

students ‘are given sets ‘of remed1al exer-

O . -

By describ1ng ‘the curriculum in terms of the skills on which the

L}

: basis of’ 1nd1v;dual achievement and/or difficulties, we intend to provide

-

each student with programmlng ‘tasks that are both ohallenging and ‘in-

structlve.

t

Furthermore the structure used in 'BIP can be applied to

many other subJect areas ' (such as stat1st1cs, algebra, or reading) that '

@

1nvolve 1dent1f1able skllls and that require the student to apply those

skills in different contexts and comb1natlons.

2

hierarchy

- e

We describe the curriculum as a set of goals, ordered by a tree

"In a subJect that deals pr1mar11y with’ %he formulation and

M*solmtion of problems, as opposed to the absorption of factual information,

[4

a‘curriculum goal is to be interpreted as the, mastery of a particular

Pl

' problem-solv1ng technique spec1f1c to the subJect matter.

a

o

-

' The desired

end result then, is the ach1evement of one" ‘or more top-level goals, i

each of which depends on one or more prerequisite goals.
\\\\e described in the programuin terms of the acquisition of a set of
skills, and the problems,'or curriculum elements, are. described in

of the\skiiis that must be applled to solve them. - A sklll may be .

}several problems.

[

e

Each goal W1ll‘

A

é

i developed in\msre ‘than one goal and will most certa1nly be used'in o

-

,d.i

terms.

M
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~In BIP,. then, curriculum goals'involvebthe mastery of certain pro-

gramming techniques. The techniques we have chosen.inc1ude3‘simple‘,--

output using hand-made loops using subroutines, etc. We have‘chosen

'for the purposes of our current research aDvery simple case of the full“ l

" tree structuré‘f’r*goals The techniques are linked in a linear order,

each having but one. "prerequiSite," based ‘on dependence and increasing

*, program complexity. Other structures_are attractive,-but our_currEnt

L research dealswprimarily with individualizing_the'sequence of presenta-

- tion of problems; once the curriculum structure has been'specified in’

the CIN..

-

o The techniques are interpreted as sets of skills, which are very
SpElelC curricqum elements 1like "printing a literal string" or using

a’ counter variable'in a loop. The skills are not themselves hier-

archically ordered. Appendix A is a list of the techniques and the

skills they~contain. The programming problems, or "tasks" are described

'31n terms of the skills they use, and are. selected on the basis of this

‘description, relative to the student 8 history of competence on each

sk1111 Figure 2 shows a s1mplified portion of the curriculuh netvork,.

and demonstrates ‘the relationship among the tasks , skills, and techn:.ques. ’

Essential among the curriculum elements that descripe each task are . -

.

(its text, its skills, and its model solution. - These elemeﬁts; we feel;‘

- suited: to the given curriculum.

liare also fundamental to the description of problems in many technical

; curriculums, and are broadly applicable in areas unrelated to instruction.‘

A

-~ in programming. The optional elements in the task. description are also

o
useful categories in other subJect areas, with modifications spec1fically R
; ¥
. o . =

e 47

L}
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(TECHNIQUES ot | [ smpir | [SINGLE
L SINGLE | | vARIABLES | - |VARIABLE -
] VALUES R READ & INPUT
SKILLS [ — T —
s.|.<__s A peint || print. | *| print . | | Assign | | Assign -
| string ~steing ~| | numeric | caur?a;rllc : ::’;_'i';gle
. literal .vambl'e_ \(ariable with teT | |witn input]
TASKS . 'writeaprogfam that. ‘| Write a program that :
*I" Write a program that uses INPUT toget 2 first assigns the value
- prints the string string from the user - | 1.6 to the variable N, :
"HORSE" : andassign ittothe | | thenprints thevalue |
J R variable Ws. PrintWs.| fofN. . .
TASK HORSE ~ TASK STRINGIﬁ - | ffASK LETNUMBER
Eiéure 2. A gimpiifiéd 'p'or"tioh of the 'curzfiéulum‘, network.
¢ [ .
— 01,7 B ’
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} (a problem is described and the student ‘is’ expected to write his own

u~
9

'Computer programming, like'mostfother'technical.subjects, is’better"

‘Jlearned through experience than through direct instruction, especially

' lf that experience can be paced at e speed suited to the individual

student. Throughout ‘the BIP course, the primary emphasis is placed on ,
~the solutlon of problems presented 1n the tasks. BIP does not present .‘5

a sequence of 1nstructional statements followed by questions., I\stead 1, .

BASIC program to solve it. As he develops his BASIC program for _each

. task the student is directed{to appropriate sections of the student Lo

‘wmanual for:- full explanations of BASIC statements, programming structures,

‘etc. He is also encouraged to use the numerous student-oriented features,

such as "an 1nteract1ve débugging facility and varicus "help options

-

described in SectionKIV.
When a student enters the course he’ finds himself in tdsk "GREENFLAG,"
which requires a two-line program solution. The problem, as he is told, *

is worked out in great detail in the BIP student manual. Thus, thej.*

trauma of being told to "write a program that ..." in his first session
is alleviated by\follow1ng the model dialogue, in which many typical

%
mistakes are illustrated, yet his hands-on programming experience begins

immediately. SR SRR : 7‘, . ”_u

: Figure 3 shows all the curriculum elements R including the skills s

that describe _each task. The text states the requirements of the task »

lito the student, and -suggests any prerequisite reading ‘'in the BLP student

manual. The hints (if any) present additional information at *he student'

request, and’ subtasks isolate a part of the "ma1n problem as a smaller
problem’which he is tohsolve, helping him reduce the ‘main task toi L

-~

" . . . )
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" Problem Text
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Skills Developed
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. Elements that describe a task.

Bosuc Operotors -
Requured |n Soluﬂon
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J‘i to the student if he' canriat reach his owh solution.

' %f

T

Coe

' 1is shown in Figure b,

separately soluble par . The skills are the specific programming

elements r°quired in the solution. The model solution is a BASIc pro-

gram that solves the problem presented in;the task, and is acce%sible

The modeiralso

[

contains coded test input data that’ is used to combare the results’

‘e » ¥~ 4

produced by the student's progtam‘against those of the model. The "must

. follow" tasks (if any) will follow the main task automatically, and "
rbquire extensions of the student's original solution. Theﬁ"required, .
operators are BASIC statements that must be included in the student'

prog“am before he is\allowed to progress out of the current task; the v

"disabled operators" are EASIﬁ statements that, for pedagogical reasons,

are ‘not to be used mn his solution program.
The\sequence of events that occur.as ‘the student works on-a task .

When he has finished the task by successfully

running his program, the’ student proceeds g xequesting "MORE. "

v

progress is evaluated after each task.

His.

In.the "Post Task InterView" he’

. ;( is asked to indicate whether or not he needs, more work on the skills .

.

- required by the. task, which are listed separately°for him.' uq

" u i <

" As soon as the student completes GREENFLAG, therefore, the instruc~

Ll

tional program knows something about His, own estimation of his abilities.

:In addition, for all future ‘tasks his solution is evaluated (by means of -

- . -
¢ « . -

,comparing its output with that of - the model solution run on the same test

data) and the results are stored with each skill required by the task.

" 'The program then has two measures of the student's progress in each .

o .« 8 .

skill--his,self-evaluation and its own comparison-test resuits.
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After completing a task (be may of course: leave -a task W1thout
completing it) the student is ﬂree e1ther to request another, or to work

“on some™ p ogrammingﬁproject of his own. The algorithm by which BIP

£

selects a next task, if ‘the student : requests it,his shown in Figure 5. .-—-—~____
. The selection process begins with the lowest (least complex): technique..:w | |
Lo All the skills in’ ‘that té’chnique are put into a set called MAY, which

. L w1ll become the set of skills that the next task "ray use.,n_ '

1

f%,»f‘ ' The program then examines the student 's history on each of the
skills associated w1th the technigue, to see 1f it. needs fUrther work.. IR
This crnterion Judgment is the heart of the task selectio gorltnm
and we have modified 1t often.ﬂ Two key counters in the history are -

..associated with each skill.v One is based on the results of the solution ’

checker,(descrlbed in Part IV),>andrmbnitors,thegstudent s continu1ng '

success'in-using'the'skill; The'otheriis based on his'self-evaluation,

° .

-and. mon1tors his own continuing confidence in the skill. e -6

definition of a "needs~work“"§kill’is_one on which either counter is zero,

- work on “he skill the last time he used it. Any such not yet mastered '
put 1nto the MUST set. Eventually the program will Seek to

that uses some of these "must" skills..,.‘J-'ff

3 -

: If no' uch skills are’. fbund (indicating that the student has mastered

all the skil's at that technique level), the search process moves up. by’

- 4
. one: technique, adding all its. skills to the MAY-set, then seeking MUST

ATETN TR G TR AR R AT I e ety e T gy e e e e T e

skills again.‘ Once a MUST set is generated, the search terminates, and

' all of the tasks are examined. Those considered;as aﬁpossible-next task -




" Student requests.
- TASK

Startat lowest technique | - L
L — P hm'gﬂ!l’"w.‘m_x m 4-3.."___”

| dalskiistom | o Ltechniwe |
=} currenttechnique | - § :
S * oMAVst ~ | - . | B
o Putskillsthat | .. - R |

SR  NEEDWORK in MUSTset |

‘ Mové to next

any

skills in

MUST
?

i . e ) .

/ Examine tasks: find those |
© - |with some MUST skills, no

skills outside of MAY

| Fourd HOLE in .
¢ :  curriculum. Send
: ~ - | message-tofile..

“

c+ 7| Present the task with . ot " | Student has’
. .| thegreatest numberof | T : ‘ completed -
- . MUST skills : o .| curriculum ]

e ] . R ‘A..

10

Figure 5. Selecting the next task.
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- : ¥ L :
.for the student must (a) require at least one of the MUST'skills, and':"
(b) require no skills outside of the MAY set.‘ Flnally, the ‘task in this - _ T
.group that requires the largest number of MUST sk ls is presented as &
the next task. Thus, in the Simpllfied scheme shown in Figure 2,1assum1ng '
that the student had not yet met the criterion on the skills“‘hown, the |

: firstitask to be presented would be HDRSE, because ite Sklll lies in the

R
—— .

io' - N i
o

R e IR .

e-earliest technique, and would constitute the first‘MUST“set*-—Task‘“.

.,

| .LETNUMBER would be. presented next since its skills*come from the next

° e -

_higher technique, STRINGIN would be presented last of these three. - e

" An interesting curricu echnique ‘has been developed

o T P

I
————*~""'“here. If BIP has selected the MUST and MAY sets, butecannot find a task °

.

4

that meets the above requirements, then it has found a "hole in the’ 1 »

° < &

curriculum. After sending a message to the course authors describing

-

- the nature of the missing task (i e., the MUST and MAY skills), the task

e

,selection procedure examines the next higher technique. It generates

3 ‘o

;new, expanded MUST and MAY sets, and searches for an appropriate task.

Again, if none is found, a new search begins, based on laFger MUST and o
. . . N ..,‘ : o ’ . ) ¢
- MAY sets. The only,situation in which this process finally fails to,

_pselect -a task oceurs: when the student has covered‘all of the curriculum.
our work for the coming yea? will concentrate on student models that
:involve more than counter-type criterion judgments on the skills to be
(developed.v we will attempt to characterize students' knowledge states
and "difficulty" states explicitly by analyzing protocols.' If we are

ﬂsuccessful a production system type of student model (Newell 1973) can

: B N
~be used to guide the student through the curriculum material. - "'ﬁgéﬁ"
. - I T . a.-”'_' e ‘, B {1 =

ol B " T

X

L O
.
LS




‘___Il<ﬂﬁ—~groupe y their functions, as““n*overv1ew—ofathe sygt*m.4_~

- the interpreter was’ substantially modified to prov1de more specific

,iby identifying the place in his &wmn line or program at. which BIP de

3

IV BIP's Instructional Interpreter and Interactive Graphic Features

Most of BIP's specialLy designed features are described by Barr et

) instructional feature has been added. The purpose of this_section is

*present the motivation fOr these: modifications and %o describe their

.operation. 'Table 1 lists the BIP commandsﬁavailable;toﬂthe~student

RS

Tmpro ved Error Correction 1n the Interyreter

«

"

| ‘al. (1975) Since therublication of that report a number of significant '

. improvemencs have been made to existing structures, and a. major graphic

to‘

Because the BIP course is aimed at students with no prev1ous pro-v

gramming experience, the error messages arendesigned to contain more~

[N

inIonnation than that available from "standard" BASIC systems, and they .

'are carefully Worded in non-computer-oriented tenns to avoid further

confusion. ‘
o . ' . X

In many cases, ilhese expanded'error messages appear to provide

enough information to help students correct. tneir errors. HoWever,

-~ <

especially in the case of the more naive students, the generality of

this error. correctlon system proves to be a drawback. Consequently,

information about the particular error tha student has méde primari -

tected the error. o o SN

«

‘will cause the computer.to behave in an unexpected way. A stat ment '

4

QJ‘L&. ‘, L - : |

is often bewildering and frustrating. The slightest spelling milstake -

. o
# ‘




Table 1

BIP's Student Corrunands.—f—v~ L

e =

- INFORMATION . INSTRUCTION
o Vno (is at this terminal) =  Task R o t
' - What (task am-i-deing)}— . More - ) -
Whed (is it now) Reset (EEE‘““II”fHS
Gripe (to Stanford) . Enough (exit current task)
Calculator , o , ,
Hardcopy @ -~

R * 'PROBLEM SOLVINC-AIDS = DEBUGGING AIDS
. : Hint. ' ' Trace .
’ Subtask S S ' ‘ S T
Demo : ST ‘ - -
‘Model = 1, . S

.~ INTERPRETER COMMANDS -  FILE SYSTEM ‘
Run o o © Files fto see - directoxy)
Secratch - ' - saye., "' i

~ Sequence (renumoer lines) Get - o '
Iist . - Merge = | ) s 5
Edit (a line\ B - kil o :




e

- s

. .
.

-

that seems clear to‘the student-may be much less obvioustto the'computer,
and often for ,an obscure reason. "One‘beginner,.after.successfullfgenter-

. 1ng the line p

-;;,g_;,,_______——é S
BN lO PRINT X AR

ﬁ" ROPRNC_0S v_,< e . ‘.

into her program to print out the answér, could not understand why

. . . . -
. : .o

-1mprovement

he

L
lO PRINT THE ANSWER Is X

e - gt

would not Work-as~she»had expect_d Euen more frustrating is- the t'%:_
¢ incomprehensibility of the computer 5 attempts at communicatlon and |
clarification.- Error messages are frequently confusing or evén mis-
leading to the . novice. The error message .
INVALID VARIABLE NAME .
may be trlggered by an extra comma or extra quotation mark in the'"- ‘ .
‘ student s line, rather than, by a genu1ne error with a variable name., N . o
Even a na1ve user is qﬁick to realize that a computer is not intel- ¢
'lliligent.» Considexr the follow1ng exchange in which a student was trying
to erase. her working program | L
¥SCRATCH - o o
"SCRATCH" | IS NoT A VALID BIP COMMAND
I HWEAT IS A VALID BIP COMMAND? :
- o "WHAT 18 A VALID BIP COMMAND?" IS NOT A VALID ELP COMMAND
‘ ' ' Orig1nally, BIP produced th1s kind of conversational but absurd response,
é | which prov1des little useful information.. The student begins to dis-
| » trust error messages like this because the’ interpreter makes such H

o~

.obv1ously stupid mistakes, while pretending to produce 1ntelligent

natural language. - Currently, BIP handles the student s 1nput in a

e

T




more direct and "honest" wa?, as 111ustrated in the. sample d1alogue in

'*”Secflon v, with appropriately modest méssages like "YOUR PROGRAM DOESN T

" SEEff 10 SOLVE THE PROBLEM, "'and "hasoa FOUND NEAR . . .‘*.'."' The student
\ |

is not m1s1ed as to BIP's capab111t1es, and is thus encouraged to look

\\ L
< -

around'the“error 1nd1cat10n to find the error 1tse1f. f&

\ ] ; \ S : 4
o ,,Another d1ff1cu1ty common to ‘new students is an 1nadequate or in- = ' e

o

°

accurate conceptlon of what the execu+1on of their program entaxls." In "‘ f|
N s »’ N “

\

\

-most systems, variable as51gnments, 10g1ca1 dec1slons, and program s Ve e

branching are all 1nv1s1b1e to the user, and there is no way that the‘i' ',, oo

E 3
- e b

- .

” .@ ,student‘can conven1ent1y see.the flow of executlon of h1s program._’ S . .
| Slnce 1earn1ng to debug 1s a very 1mportant part of learnlng to program, l
inseractlve graph1c debugglng systems are useful tools “that can greatly
: ass1st the student's conceptuallzatlon of program executlon. BIP makes o
avallable two. such fac111t1es,~wh1ch have proved to be very. useful both_
to students and to more experlenced programmers. (These.debugglng

fac111t1es are, described under "Graphlc Featuresv" 1ater in this sectlon )

Approaches to_the problems of 1nteract10n. In BIP's BASIC inter-

J
i

preter ve, have attempted to deal w1th the problems 1nherent 1n student-v

a

' computer communlcatlons.. Slnce BIP runs in an 1nteract1ve env1ronment
the stadent receives 1mmed1ate feedback about his syntax errors, and

information about other errors as soon as they are detected. These,' ! o y

features keep the student from g01ng too far down the wrong track with- --

out some; warning. BIP' 1nterpreter is built r1ght 1nto the 1nstructlona1

’
.;r -

} program sp;that the-instructlonal.system can cont1nue to,offerqasslstance’-__,'
. : . e . . S o _ o e
. _after the first eérror message is given by the interpreter.

ar

£




Y
.- . . Lo . . \

«

- BIP's error detectioh_capabilities cover’four different kinds'of'\;

"program'errors- syntax and execution time errOrs, program structure

o errors detectable before execution but involving more. than the syntax

N .

. of one line, and errors. related to the curriculum task assigned,making

: an otherwise correct program an unacceptable solution to the problem.

Although 1t 1s nct always poss1ble to give an appropriate syntax €rTor

—

, message«(syntactically wrong statements are by their very nature

y

R —— ambiguous); we have tried to make BIP!s error messages as accurate as -

possible. In addition we have added clarifying messages for each error,

i}
- ,

1nclud1ng examples of Qorrec+ and 1ncorrect statements, wh1ch the student

receives~upon'request, He may also ask for a- reference to the part of @
' ' ) .

. ; " the BIP‘manual that explains in detail the statement he is trying to use.

T HBIP uses & top-down parser to produce an 1nternal code that can be

efficiently executed. ‘The parser is used to detect syntax errors as

well. Tn'addition to normal error checking, the parser specifically

™

el 100ks for certain very rwxmnox:l.exrors. For examp}e, if the student types--'
P T 10 TP I < O THEN co 10 50.

IR an error~message iniorm§~him'thatLGOTO's dre not allowed in IF statements. . -

. But’%ather than mPreI& inform“the student that his.statementiwas,incorrect;
‘BLP PlnPPthS the student s error: . :‘:J‘ , . - T : R
:, . 10IFJ = O'I‘HENGO 0 50
) t
~ © - SYNTAX EREOR: oo™ IN'IF STATEMENT
- . LINE NOT ACCEPTED <" (TYPE ? FOR HELP)

e .,;' The flashing arrow indicates the point at which the parser detecte& the

7

'« error, Although the érror message tells the student what is wrong, 1t .

does mnot tell him how to construct 2 correct IF statement. To get this .

- K » . . . .
. L : . . : [N 4




A A A A b

'_ information he types a question mark,nand sees < . gp

and . examines the program before attemgting execution.

-----

DON*T' USE A "GOTO™ TN AN "TF" STATEMENT - THEY AREN' T” F
'LEGAL ‘THERE

TYPE ? FOR MORE HELP

{
v

- (e

|
Alternatively, the student mey type QREF for . a. reference to the. section ST '”‘

in the BIP manual conta1n1ng a detailed explanation of IF statements.

Similar 1nfonnation is available follow1ng ‘an execution error.

____________

"For example, if the student ran the following program-

>

" 10 DIM L €10) . o . s
.20 FOR N = 1 TO 11 . R A : e
130 L(N) = LT
» 99 END S o o B R o -

.. he’ wouldfreceive a runtime error: N R "f, e IR '~1

g C - : o S
LR =EXECUTION ERROR: LINE 3O ‘ - S S
Lo .INDEX FOR SUBSCRIPTED.(LIST) VARIABLE ouT OF DECLARED BOUNDS .
SUBSCRIPT OF T IS-11. . : ,
A question mark would elicit additionaliinformation:
FOR EXAMPLE ~ -~ ~ - o
'lO,DIM~X(20)V K _ e o -
. 20 J‘.M gs T o AU
30. X (*)
IS INCORRECT BECAUSL 25 IS GREATER THAN THE DIMEN%ION oF X
In addition to syntax and execution time errors, there are some . ’ .

Tt - "\

program structure 1llegalities t t can be detented before execution.

(Strictly speaking, these are syntaX\er;ors, but they 1nvolve more than

. one- line.of code and are not generally ealt with by BASIC interpreters.)'. o

AN
We have found-that identifying these_stru ral bugs, rather than letting

them appear as execution errors: eventually, car often clarlfy the error

for the student’ The ERR DOKTOR routine is calle by the _RUN- procedure, _ . J

Tt notifies the S

30 - . .'.



‘lfne to itself illegally nested FOR.‘.Nﬂxggloops.'and'improper transfers’

el X [ . “

- student of errors like branchesVto,non-existent~lines, branches from-a . -

" . -

K

into and out of subroutines. e ~. . s
’ . . . .. . 4 * _‘ . . -
K Since the EIP course runs without human graders, : simple "solutior

checker" is built in to evaluate the correctness of his program.. It

. °

works by running the model solution and comparing 1ts Jutput toNthe out=-

#
FO

1put of the student 5 prqgram. ‘While this approach does not catch all

' possible bugs in a student's program, it is similar to methods'uped by

4

h most hpman instructors in grading programming assignwent and, executes

f very quickly on our system.

[

"‘"doesn”t veem toy solve - the proolem 1f xll wutputs of the nodflvaaye —

The solution checker executes the stored model solution invisibly,

I

.storing its output then executes the student S program in the same way.."

Ed

Each +1ne the tudent 5 program produces output it is. ﬂompared to the

.”list stored frﬁm the execution of the model, and any matohing eleMkﬂt

" 7

© in that list is Plagged. It any unilagged output remain -in the ist

when execution is completed the student is told that his prwgram
been,matched; be id .-ld that his prigradi ”l(oxnfuk." B

Because_hany of PIP's ks require'intcract;ve programs thut deal

.with a hypotheti’al ugey, the ‘ulutioh checker muSt‘beTable Lo perfors &

its comparison-by-execution -on suitable test values, thﬂue tha* virr

. be’ given by the use in response to an ’[NPUm qtatement Ln‘thc px\gra1.

The,e values are rwred with the model sslution as part oi Ay curriculum,

t

.and are chosen t) prov1de a test of the stuuent’s pregram nppruprrate e

.

the level of dlfficulty ui the task and to the explicxt requirementt

stated in‘the text. v ' S




-l,the same input as was used in executing the model.
'the model in action.
'model solution handles those values.

_ the correct example provided by the DEMO.

checker gives instructive help in Just those - areas that cannot be iden-

”When.BIP'executes~the student‘s'program,‘it.asks-him to‘provide the‘f

- names of the variables he used for the‘INPUT functions required, an

°

'example might be "What variable do you use for the user 5 first number*" ",‘

b (The description of the variable's function is. also: stored in the model

& . . %

as a REM statement ‘that. gives information but does not affect execution
"in any way.) Then the solution checker aseigns the test Values to the

'student 5 own variables, allowing it to execute his program on exactly '

If the student's

program is found to be inadequate, he 'is advised to fun the’ DEMO to see .

For interactive programs, the test values are

e

v suggested as appropriate input to ‘the DEMO SO. that he can see how the

Frequently, the student s programf

4will fail to deal with the test values, -and - the failure is evident from

v

In these cases, the solution'
5

»

tified by the other error detection facilities. oy

k]

ELY

The solution ehecker ignorEs output of string constants, s1nce they

7

are’ frequently optional messages oriented toward the hypothetical user

ke \

of the student's program, and rarely affect the real correctness of the .

we

program. Extraneous oatput \i.e., output’beyond that produced by the

model) is also ignored for much the same reasons.

» e

tasks where string constants or "extra" output are considered relevant

'to the correctness of the program, the focus of the- solution checker

',can be explicitly narrowed by additional information coded and stored

'}balong'with‘the test valuesa, ) C N

However, in those T

{

59 T
v
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..'t’ ce system, REP.

— o

=
»
U

L o . . . . o - o

Though s1mple and obv1ously limited in some ways, BIP's solution
.' e ‘. {
' checker is an effective tool, ‘not only in acting as & grader that

‘governs progress through the curriculum, but also as :an addltional source

. of instructive information. Particularly,in the more demanding 1nter-f

‘.active tasks, the values used by the checker and suggested to the student

- add to the beneficial learning effects of hands-on experience and’ manip-

'

,ulation of hls own BASIC programs..’

New Interactive Graphic Features 3 .

7

: In addition to the tructive capabilities built 1nto the inter-'i°
preter, BIP offers two facilities that use the CRT display screen as & |
dynamic source of 1nformation. The REP command presents a flow chart-‘*
like representation of the model solution for each problem that can be
expanded at the student's request to reveal more 1nformation about the"'

e

model's programming structure. The FLOW command 1s a debugging a1d that

-

" allows the student to execute his. own program a line at a time, and makes "

- each step of the execution fully visible.

REP: A gr aphic problem solving aid.  Several types of "help" infor-

mation arestored with each task as part of the curriculum network. Most<

a

of ‘the commands by Whlch the\student accesses this informatlon are

: discussed in “Barr et’ al. (1975), and only a brief description is included

<.

.. here, to provide the ‘context for the description of the flow-cnart aSnlS- )

.

HINTs present additional information about the requirements of

_the taslf, OT sugges ._wsvthat~help.the_student tonstruct part of the -
solution program. For the more COmP: 1cated tasks, the student may
request a SUBtask, which presents a smaller pars of the problem, to e
0 : : : . 33

Tet [




. . F} t ‘ . DAY

solved separateLy and integrated with the larger "main" task. The DEMO

¥

L ~
I executes “the .model solution, as’ an’ 1llustration (rathem than a descripﬁion) x%-,K
. 4 " \\
S . of the requirements of the task, it is particularly use l in the inter- -
' .. 4 . - ;.’ - X
frose active tasks in showing the student how his program should interfaC° with
' ‘o . 4' - N . ¢ . . \
the hypothetical user. f" y ',, B o
. : R~
Here we describe REP, the new graphic problem solving aigd/in some
deteil, using a. specific example from the currieulum., The requirements o .
: of the sample task are: ', A R R
- . 5 .
R WRITE A PROGRAM THAT USES .ONLY ONE uRIN'F' STATEMENT AND PBINTS THIS PATTERN.. ' ‘
1. . . # . :' . v. - ) X . -‘r. . . .. & . E .
# :
#_ P v . \
' # . 0 N © i - N
; - : S T
' # ) ‘ ‘ e D 1,. ' ‘ .6' " . \- s "
. , The solution is short but the task is difficult £ o
co oL ‘ NS 1, - E )
8 , . . s . ) . % i R ] R
lO S$ T * ‘ ’
<20 FOR I cTO 8 4‘ ‘
) 3 30 PRINT S$ < ‘ ‘ . .
. : Lo s§ =" " & S$ » !
‘ : 50 NBXT T . o : ' '

"‘ 2

l‘ A %

. The -eritical points of the ‘task are that S$ must be initialized to "#"

o

the PRINT statement must precede the re-assignment within the loop, and

the variable S$ must be given the correct concatenation (a space appended '

.

to. the beginning of the string) w

‘o N

Figures 6a through 6c illustrate the information available to the '

| student via REP. The display on the CRT sereen is considerabLy easier

-
i

,to read than this static illustration, and the(movement of the displey

.
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. .~ .+ 1. The student types RER and the screen displays . - -~

so L e t ..
IIITITR
X111 1

u*lmqun;
& . l! . N . ; * B .‘.*
HEREREE

- - - - -,

. ;o L RERRERE
T BRI R
‘ L RERREEE

b"

13

B
N .
ot

Ai" INITIALIZATION

I ' o

PRINT A # AND MAKE PREPARATIONS
FOR NEXT PRINT °

4

. .B:

¥

[C:] GO BACK.AND PRINT AGAIN - .

2. To get more detailed informatlon about the contrbl structure,

- the student types C'

S I "? HRRRRER R : I ) . .
e L. %o ¥ A: - INITIALIZATION ,
‘ : L RERBEEN B >
L. i . v i b’l e \' . . )
L RS SIS ‘ L .
R H ai***&# K ‘ 3
e 1w aw " B PRINT A-# AND MAKE PREPARATIONS
s RPN 121 17T o ; FOR NEXT PRINT
S et G . ! 7 .
.- . I&, - . - \" - -, “_}...," N
) "'\' .. 1 v;‘~‘\.‘* . "_ : P , HE
CN s ' | ) ' - o
R '+<<<<<<<<+ g T b
L R 161160 BACK AND. PRINT AGAIN
x 8- S ~ ° . ‘
IR ’.'c‘» o
? '.. ‘Q: hS
L Figure 6a, .The RE? display.xx .
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;4 4. The original output. box t

' 222235
* y .
H ] t
' H CREBENES
B : H # B *
R P BRBRERN
. LR T YT T T
o T % p2¢#
o o . REBUBND
& v . * [
BT . i Ql
. AN 24444 44
‘ ‘H. 0., . \' 2
a. . - \.‘. . .
:.' K . N E ?.
; . ~
. L
- * oL -
? " Figure 6b.
v oo .

'73'" . 3,_Note§%hat c 1s still available
e . gisplay. The. student~types B.=

‘
e

for deeper probing

1n'ﬁhe above

w

B2: . CONCATENATE'A‘SPACE TO S$- SUCH THAT

THE NEXT -# TO BE PRINTED IS MO ED
OvER OVE SPACE R

- <

[c ] Gg/Bﬁcx AND PRINT AGAIN ; -.e‘"

Thg sﬁudent types B2:

Lo o
. W

S been expanded.
i

. INITEALZATION

. RGN
. B1 30 PRINT S¢
o B :.> . . 4
B2 40 S$ = " " & S$
A P

=

©-[C:1 GO BACK AND PRINT AGAIN

at

'The.REP'diéplay (cont‘d).
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"~ 5. The S£ﬁden£&£ype§'c again.tofsee'how'thélloop is carried out:
T B o '-V"_%_( . g
8 A . A:]'INITiALIZATION e

BENEREN o
Toa e ' C 20FORI=1TO0S8,
Eennnns L o L
SLEE: IR Bl 30 PRINT 8§
N SERNNES T : .

[ 14

% 2% - B2 4O S$="0Mg ss

-
S S N e T b

" ; ITTTTY) \ B
-‘co. > T = ’
¢ <LK N S
T C" 50.NEXT I .
i 99 END -7 .
a ¢ -
2 D ‘
1
A

-

" Figure 6c. The REP display (contd).’
. ‘ - . o ﬂ .
el

. 3 ‘I
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Bl

"‘t’
allows the student to see the direction of its 'growth.“ Symbols shown_

.in square brackets represent the control structure of the program and -

Q ‘ Yla %

blink ‘on and off t fbcus the student s attention on their importance. '

. In using REPn the student is allowed to probe the representation in

o

both breadth and ol pth and in any sequence. If he probes in the breadth '

'-dimension he may’ first look at control structure infonmation and find .

P’

4w

that the program requires a loop. Next he may look at INPUT/OUTPUT or
-other key infonmation. Thus, once he has established that the program
B ‘requires a loop, more infonmation might be requested on control structure

until finally, he is shown the actual BASIC code. The~implementation

of REP ‘allows us to experiment with various aspects of its operation,

lflags can be set to control which labels will blink, how much information

A

will be displayed, whether or not REP ‘itself is aVailable to a given

student, etc.* N o ' o ,gf*; o 'i . ',,'-‘ N,

Bl g '.,

FLOW° A debugging facility. We ‘have implemented,two tracing facil-

t'...

ities- to assist the student in conceptualizing the 2& cution of his ‘

. - o

"program. Tracing a program is difficult to do correctly by hand, since
> 1 - one tends to make the same mistakes over and over. It is especially

;:;difficult for beginning prOgrammers, who ‘may not under and the function

3
)

‘of some statements...BIP's TRACE option-automates this process. It
allows the studenéfto'see exactly how his program-is executing, and to
ﬁ\ : . .'identify the point at which the program begins to stray from what he )
h ‘ .intended. As’ each line of ‘his program executes, the line number is
e : | displayed on hisnteletype‘or display terminal. Any variable assignments

;_. ' 'performed in that line are.also indicated, as.well as-any input~or output. -

N . ) . . °

.
B3 - . - P . T .
’ , - .2
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e
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Fme is a more soph1st1cated program trac1ng a1d designed for CRT

‘ displays. The main program is d1splayed on the terminal W1th the text

of all subroutines removed. Each time-the student prﬁsses the CR key,

z

: one line of his program 1s executed, and its line number blinks" on the‘

< -

screen display. When an IF or GOTO statement is e;ecuted an arrovw is
drawn on the screen to 1ndicate the- transfer of control.

.'. When a subroutine is called, the main prOgram display is replaced '
by the lines that make up the subroutine. Additionally, a message in

the corner of the screen 1ndicates the level of nested subroutlnes. ;(

’.\\

The student may also request that up to six. variables be traced. S

. I \-\.’ .
The current values of all traced variables are shown,at the top of the

screen. If an -array is traced, the value of,the most‘recently assigned

array element is shown. :

©

The student may also specify a line number 1n the flow command._j~

- El

(9

. The program w1ll execute cont1nuously w1thout waiting for ‘the student

to press the key, until the spec1f1ed line is reached.' At that p01nt,

[N

the prqgram w1ll resume step—by-step execution.. Thls feature allows the

student to reanh the troublesome part : of h1s program quickly.,

Figures Ta through 7e 1llustrate a hypothetical FLOW through a

N

s1mple program with a FOR. . NEXT loop.. Each figure shOWs.the progress’

_of the execution triggered by the student s key press. Arrows are used

) instead of b 1nk1ng line numbers to 1nd1cate the current line and any N

. 3

changes caused by its execu%ion. The changing value of the ‘variable I

"is, traced 1n the upper left corner, while output appears below the

~,program listing. If this»were an 1nteract1ve program, 1nput would be

* shown in.the same area.» e,

e




=2 - - " | ~ 7 MAIN PROGRAM .
S L HIT <CR> TO
RUN

-==> 10 PRINT "START"
20 FORI = 1 T0 3
30 PRINT I .. _ . o : L
40 IF I = 2 THEN 100, . o e o
o . 50 PRINT "NOT .TWO" Tt e LN
100 NEXT I g K . e o L
999 END - S ‘ | o - :w

'Z==> OUTPUT: - START

'/‘ ‘.

; |
-;...-._q"_--.';...--..o_-.i_._._a'a-ai-ub.-'aaaa-.a.-'aa..-a.'-aaaai-ayoa.-.-a'.a...‘r" T :,' |
‘}. . '.., ' . ! .4 f' . . R s N
. o . o , N ’ .
‘I =. 1 '<-+- ' N ' ) . . -
. M o R

: 10 PRINT "START" . | | ,
=«=> 20 FORI = 1T03 ' - . :
30 PRINT I .
40 IF I = 2 THEN 100
“. 50 PRINT:"NOT TWO" . :
100.NEXT I . : T
~ "999 END . . - e

....;...v...v......................‘...../..‘..».....-.............’. ...;.‘....»......‘.-.
I=" e e T , o

10 PRINT “START"

T Q

N | 20 FORT = 4 T03 ' . e
i, ~===>30 PRINTI ~ - =~ Lo To e oot
' 40 IF I = 2 THEN 100 s o :
50 PRINT "NOT TWOY®
100 NEXT I ; | : . SR
999" END | o o 4 3
o -2-> OUTPUT: 1 e
. o : "
Figure .7a. The FLOW display.
..-5;:}\‘ M - ) i 3 ) L N . r;.
| 4o’ 285
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T=1 . a4

y

10 PRINT “START"
20 FORI = 1 T0O 3 .
'30 PRINT I S o
-e=> 40.IF Iz 2 THEN 100 . e
- 50 PRINT "NOT TWO" ‘ T S
100 NEXT I o o L e
999 END BN

"....,‘.‘...’..6‘.'......‘..’....,.....;5.’..‘3’.....;.....0{\...:............,.......,.‘Q’..

et - .
. S hd N
I=1 AR B
10 PRINT. "START" .

20 FOR I =
e e 30 PRINT I )
T - 40 IF I = 2 THEN 100

170 3

2 "w=wd 50 PRINT "NOT TWO" . . L .
100 NEXT. I . o S
999 END: o

-2Z5> OUTPUT: NOT, TWO
"

" 90 PRINT "START" = S
20 FORI = 1TO3 . S :
30 PRINT I .
40 IF I = 2 THEN 100
50 PRINT "NOT TWO" ,
--=> 100 NEXT I - -
. 999 END o . .

,.~Fignre'.7b. 'The FLOW display (cont“d).

o | Ly
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I=2 —om
10 PRINT "START" )
20 FOR I'= 1 TO 3
+==<> 30 PRINTI .
!t~ 40 IF I = 2 THEN 100
! . 50 PRINT "NOT TWO" . -
4==== 100 NEXT I . s
999 END . 2Lt

“2a=> OUTPUT: | 2

e

] B . v: . N _

.‘h.......’%.9..;.......‘....0..q..........’_ﬂ...’..’d‘é.....‘......:........090
. . . . .. o .

S 10 PRINT "START"
:  20FORI=1T073
430 PRINT I
" ===> 40 IF I = 2 THEN 100
50 PRINT "NOT TWO"

100 NEXT I °
999 END
>I'=3<--P_ " . ' o a
10 PRINT -“"START" ..
C20-FORI =1T03 |/
" 30 PRINT P
] . gm=== 40 IF.I = 2 THEN 100
t .t 50 PRINT "NOT TWO"
. 4===> 100 NEXT I
. 999 END
— 2. 4

3

Figure Tc. The FLOW display (cont’d). .

| ) ]




w Sy - B )
10 PRINT "START® . .
20 FOR I = 1 TO 3 , IR
+===> 30 PRINT I S : - .
! 40 IF I = 2 THEN 100
1 .50 PRINT "NOT TWO" ° .
#==== 100 NEXT I
999 END
‘=== OUTPUT: 3

L} . . - [P SSPTR,

e

- I= 3.

[

o ' " 10 PRINT "START".~ : o
’ . 20 FORI=1T03 . .. ‘.
- 30 PRINT I- s et . .
<==> 40 IF I = 2 THEN 100 . L
" 50 ‘PRINT "NOT TWO" S S .
100 NEXT I - . ' . :
999 END

s.{-..q..:........u........;...y%........q.......$...b.e..-{g;......,r..

1=3

oy L

10 PRINT WSTART" ; R .
20 FOR I'= 1 TO 3 - L - o
30 PRINT I L o ’ . '
40 IF I = 2 THEN 100
'w==> 50 PRINT "NOT. TWO"
4 T 100 NEXT I - . . . .
.t 99 EWD T o

-==> OUTPUT: NOT TWO




10 PRINT "START"
_20 FORI ="1T0 3:
30 PRINT I ' A
40 IF I = 2 .THEN 100 : - . ' T e
.- 50 PRINT "NOT TWO" - =~ . S
-==> 100 NEXT I o . S,
' 999 END S o e

10 PRINT "START"
20 FORI = 1 TO 3
30 PRINT I o
40 IF I = 2 THEN 100 &
50 PRINT "NOT TWO™
- 100 NEXT I G |
e==> 999 END . - CL

- v . -

_ -EXECUTION COMPLETED AT LINE,999

O . ’
\
\‘ \)‘ )
b‘\ -
‘ \\
)
i -
A
- -
» .\ R
N y
\
L] \n -
N, ,
.
¥ , 'S
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V.> An Annotated Dialogue

I .

BIP is a. programming laboratqry using the BASIC language. It prE-.'”

sents an indiv1dually Sequenced set of problems that the student is to'

Y. 2 .

’

, solve by writing BASIC programs. Typically, the tasks present very little‘

-

: 1nstruction in the syntax of BASIC, & manual describingkthe language and

—

the BIP system 1is prov1dedffor reference and deta1 ed information.' The -

. task shoWn here is clea not one of the first that the student would

2

.

see, s1nce it requires some Sklll both in planning the program 5 structure"“

and in using appropriate BASIC constructs to carry out the Job.

The student/EIP interaction is shown on the left with all student

L o

1nput preceded by an aste@isk, {*' Our descriptive and explanatory i

-B:J' LY

annotation is 1ndented to the right. -

The student signs on to the system.4

.6

.Some sort .6f a°31qtance is always avallable.
If the student types a questionh mark, EIP's
response is related to the most recent error,
‘as will be seen below., . o

,. his history and tries to . select an appropriate

one, Most' tasks; are 1nteracti3e,}requir1ng the
“student to get input from,a hypothetical "user,
Thi§ one isn't, but students have found it
challenging and interesting '
i *TASK y '
BEGIN TASK: XAS \

ON THE FIRST DAY OF CHRISTﬁns 'SOMEONE'S TRUE LOVE SENT HIM/HER .

A PARTRIDGE IN A PEAR TREE ( NE GIFT ON THE FIRST.DAY). : S
ON THE SECOND.DAY, THE TRUE VE SENT TWO TURTLE DOVES IN ADDITION TO °
ANOTHER PARTRIDGE (THREE GTFTS\ON THE SECOND DAY).

THIS CONTINUED THROUGH THE 12TH\DAY, WHEN THE TRUE LOVE - SENT 12 LORDS,
11 LADIES, 10 DRUMMERS, o« o . ALE‘THE WAY TO YET ANOTHER PARTRIDGE.

. ¢

@t

' Whén'the studen) requesto a problam, BIP examines

»f, ‘

.




WRITE A-PROGRAM THAT COMPUTES AND PRINTS THE NUMBER OF GIFTS SENT'ONv
THAT TWELFTH DAY, (THIS IS NOT THE SAME AS THE TOTAL NUMBER OF. GTFTS .
SENT THROUGHOUT ALL 12 DAYS -=- JUST THE NUMBER SENT ON THAT. SINGLE 12TH
bay,) R

, Thls is a falrly dlfflcult problem, and
- - several problem solving aids are available.
o . - In the previous section we discussed the .
REP feature which helps students break down -°
~ .problems with flow charts, (Its: graphlc
. nature cannot be demonstrated hére.) -
) :
, oo Addltlonal text material is also’ avallable,
et . either as a clarification of the task itself
' I . or, as in this case, to help the student
' construct his own algorithm.

.
(O]

. . *I‘ENT . .v | - | T | . R . '

3

o

HINT #1

" THIS PROGRAM REQUIRES A LOOP.

/

EACH EXECUTION OF THE LOOP INVOLVES

'ACCUMULATING THE VALUE OF THE INDEX INTO A TOTAL.

‘5.

-

FINDING A TOTAL OR SUM ALMOST ALWAYS MEANS TWO THINGS . :
1. SETTING. A VARTAELE EQUAL TO ZERO OUTSIDE A LOOP. s
2. ACCUMULATING VALUES INTO THAT VARIAELE WITHIN THE LOOP. IN WORDS,
TOTAL EQUALS ‘OLD. TOTAL PLUS ANOTHER VALUE,"
p : o
U . , In some cases, the task 1nvolves a number of
. - o compllcatlons, some -of which can be isolated .
‘ B  and presented as smaller "subtasks,” as shown
: : - here. This subtask directs the- student' )
| : o ' Lattentlon to the probiem of writlng a simple.
‘ ' . loop using a FOR. .NEXT -statemert. The student
v - : - always has the optlon of completing the subtask,
- : o ' .~ or of returning to the "main" ‘task as soon as
' -+ ” 'he has gained.,the information he thinks he*
. ‘ _— needs to solve the oxiginal problems °
*SUB . o - k’:’; "
BEGIN TASK: 5+ FORLOOP e
- WRITE A PROGRAM WITH A LITTLE -FOR . NEXT- LOOP. o
- . THE,WORK OF THE LOOP IS JUST TO PRINT THE VALUE OF THE LOOP S INDEX
: (THE VARIAHLE THAT KEEPS TRACK OF . THE NUMBER OF TIMES THE LOOP HAS
BEEN EXECUTED)

v o o . o o ’ . o




..........

-

. . ‘

. ° : ' 1

L . o o . . . .
. J N 4

'WHEN YOU RUN THE PROGRAM IT SHOULD LOEK ﬁIKE IT IS COUNTING FROM '

170 1o0.

v S The subtask is treated’as'a regular task by.
. . ~* "+ BIP, and can have hints and subtasks of 1ts
S S - .own, Here the student maKes several. attempts
¢ . . - at a selution, illustrating the errorodetection :
o . fecilities, . R RN

try to construct a’ "hand-made" loop of his own.

»
1

*

- 0 TET T = 1 o . ' S e T
. 2-U/ o o . . \ . E 'A . . o o s
PRINT "THE INDEX IS; I o N o : -

SYNTAX ERROR' UNMATCHED QUOTE MARKS - FOUND NEAR <"THE INSEN\%S' o ;

LINE NOT ACCEPTED (TYPE ? FOR HELP)
o o
- BIP{s. intetpreter was specially written to -
proﬁzde as much 1nstruction and error ‘ .
correction as possible, in contrast to
- "standard" BASIC systems. . Here ‘the student
L P L has made a common error by. omitting the
S ) L “closing quote marks’in-his PRINT:statement.
BIP is able to indicate the point*at whiph f
it detécted the efror, and to give\further‘ R
- .. information specifically related to this o
- particular incorrect BASIC sxatement : o RN

L3

%0 ' - ' . ! ;

o N First, although the problem specifically A
~ '+~ required a FOR, .NEXT loop, the student will . o b

Y"THE TNDEX ST HAS AN DD NUMEER OF QUOTE MARKS o\
REMEMEER THAT ALy, STRINGS MUST. HAVE A QUOTE AT THE BETNNING AND BND . =\«

¢

TYPE ?«FOR MORE HELP

,

IT. 7, IT.8 N

BIP can always present\an appropriate manyal - - .
reference for all errors. . ’ .
_This student gives up the fancy PRINT statement .
" and inciudes a simpler i{ut adequate one. -
Unfortunately, he is soén to find that his
e T ' loop construction 1s unacceptable for this
’ S L task"- .

T
-

 %oREF o e




s +%30IFI = 9THEN99 |
" FOR THE PURPOSES OF THIS TASK' DON“%‘USE THE 'IF' STATEMENT.
> R
His origi al plan for a loop including a 3
. ‘conditional branch will have to, be abandoned.
o o - ‘Undaunted, 4the student now triq5 to solve [
T S o the problem\without 2 loop. ‘He' first deletes .
. ' *'the 1ines’he\has entered so. far. -

XSGR ‘. .. e

¥10 PRINT 1.

.~

%20 PRINT 2

" %30 PRINT 3

e T After.entering all of tﬁe'PRINT statements,
: V : he 1ists his program, and then runs’it.

fLIST . -~

10 PRINT 1 | _
' 20 PRINT 2 a * - e
30 PRINT 3 ° R U R
4o PRINT & . . . .
~50 PRINT. 5 & . - ¢
O PRINT 7 . - . S
" 80 PRINT 8 T S , '
» 90 PRINT 9 e
' -99 END .o T

<

G-
'EXECUTION OF YOUR PROGRAM

’
'

O O O\ W O




°~ . . . ‘. N " . .‘ z" ';v"b a ," . .b .
EXECUTION COMPLETED AT LINE 99 : ",‘;”‘ P S
- S N ST BRI
, o _ U The program runs - without eXecution errprs. ¢
: e When the student -considers-his program to be .-
» ‘s gn adéquate solutioh to the proplem posed in-
- . . the task,s he requests . BIP's evaluation of it
. by typing MORE, .indicating that he wants “to
proceed to another task., Here, thé student
_ LT seems to-be satisfied,cand decides to. cehtinue.
" WATT. SOMETI:lING Is. MISSING FOK THIS® TASK, YOUR PROGRAM SHOULD ALSO.
INCLUDE THE FOL‘LOWING BASIC STATEMENT( s)
FOR"“‘V - ) »\, .’ .v“ . ~,,&_'j'. . ) », ’ ~.-’" . ,
i C o y . ’
ADD TO YOUR PROGRAM AND -RUN- IT AGAIN BEFQEE YOU TYPE 'MDRE' ' -
) ‘ oo BIP. hes recognized that the essential FOR.,. ,
. S NEXT loop is missing from the student's program,
R : ‘ “and refuses to evaluate’ it further.: Finally, -
E T A ‘he seés the light, deleting his last effort ,
ol L - , -amd trying again, th1s time with a FOR. .NEXT . .
Lo * L ,"' “ oo 100p. L. )
‘.V*SCR - iy o
*10FORI = 1 TO 9 : -
‘- * . H ‘r' E ) - ,. . . . =N . , ‘ : " : s
| %20 PRINT,I' ’ | Lo L | .
R This three line’ program-is of course B
Y - .. sy syntactically incorrect, as there is an open s
AL loop. BIP has a routine calied ERR DOKTOR ,
'\ : P ‘ whlch.checks the structure of complete programs
A . .. ‘before they a¥e run, so that such errors do not
_— : R ' appear as- less 1nformative eXecutlon time errors;
. B . . . L . . &7 B . . . . ) . ] . < .
C¥RUN e _ R B, T A A

~_ERR' DOKTOR DI'AGNOSI'S: 'FOR' STATEMENT WETHOUT MATCHING 'NEXT!

-

. LOCK AT LINE NUMEER? - 10 _ e Lo e oL
TYPE ? FOR HELP : o . T S - T
: . _ As always, more help is- ava11ab1e after the
o e origlnal error message. -'m ‘ .
"'h9
55

¢
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h . . / k ' |
- . . h - . , - “ o .
) - N , i ‘ f ‘q " : *
\, o . . X . : . ‘ v o . o .
. *‘, 3 . . . K . B . 0" . .
. You ARE MISSI’NG ‘I‘HE‘NEXT STAT;EMENT CORRESPONDIHG TO THE'-FOR- ON o L
THIS LINE ‘ . ' '
SRS TYPE. ? FOR MOFE HELP S R ﬁﬁ«%%f
. . . ‘ 7 ‘W‘. - . - 7 . . “ .
it Ca . B .. After-listing his progmém, the student sees
. » ST i _‘and corrects the loop error, and the progrqm
R . . - ST executes successfully. L _ i
o LowpzsT N . g )
R mé&z=- 49v o R .
» ® 20 PRINT T S o .
99 END. - ' ‘ e ST
L Lot Lo . * 11
%30 NEXT.I -~
- EXECUTION OF YOUR PROGRAM | e ‘
",4_. - — \‘ ‘ A . ) . L . "
. l . - . : o . - ‘ v '
Tk - 2 . '
_ 3 .
-3 ; 5 " ’ -
T P
. 8 ° N
9 | |
) EXECUTION COMPLETED' AT LINE 9 . "f'v j;? N
o Again, the studen{: is ready for MORE... EIP - \\ ,
RS L evaluates his %olution by 1nvisibly executing A
i U »* . Poth the model solution and his _program on T
: e ‘the same "test" data, then ¢omparing their ‘
R o - output. In this case, the model produced - - v
o , = i ' . output different from that of the student's
o c program, so he is told that his program doesn't
seem correct, He eleets to rema:.n in the task
to try again. »
EXECU‘I‘ION OF THE MODEL : . ' . ~ .

.__EXECUTION_OF,YOUP PROGRAM . .




‘ YOUR PROGRAM DOESN'T 'SEEM TO SOLVE THE PROELEM . | ‘“‘l
- IF YOU ARE COMPLETELY CONFUSED OR LOST, YOU CAN LEAVE THIS TASK
RIGHT NOW. L o

N

,j 0 YOU WANT T STAY IN THE TASK° TYPE Y OR- N Y

"0 K. TBY AGAIN. YOU MIGHT LOOK[AT A ~DEMO- OF THE' MODEL SOLUTION i;o'-’ 2

AND .COMPARE, ITS OUTPUT 1o THE OUTPUT OF YOUR PROGRAM.

Many of BIP' tasks are . 1n;eract1ve- the -
. . - .  studentt's program must be able “to ask questions
S " . ' of a hypothetical user, and to deal with the *
o user’s input in ‘appropriate ways. The, DEMO

feature. allows the student to execute the ,
- stOred model solution to see the kind of
. interaction required. In this task, the demo .’
gerves to remind the student that h1s program
. was supposed .to count to 10, not 9. .
*DEMO . o R
o i ‘_,,.0 -& o . v
, EXECUTION OF'THE'MODEL o ‘
. s
. THE INDEX IS 1l B ' ' ' .
- THE INDEX" IS 2 3

THE INDEX IS 3 « d , ST -

THE INDEX IS L. "' . e
© THE INDEX IS 5 : o ' : '

) ' THE INDEX IS 6 ,
_ THE INDEX IS 7 R SRR . : ' T

THE TNDEX! 8.8 e o - C R

THE INDEX IS 9 ~ T ' S B '

THE INDEYX IS 10 . L . . o
‘WE ARE.NOW JUT OF .THE TOOP. - .- S " T . *.
vEXECUTLON COMPLEWED AT LINE 99

mwoﬂmmn ' :

. ) v . o . N o "
<« -+ Ana ne corrects the first line. EIP reminds
. the student that.the line has been. changed. - .
: . G- T R S .
%10 ¥OR I = 1 TO 10 S
WAS lO FOR I=1T09 ' -
*RUN , N

EXECUTION OF YOUR PROGRAM




s

O ON O EW DR

R - A%:v
o.- e
- EXECUTION COMPLETED AT LINE 99
e ‘ - e ) ) ‘ )
3 o . Again satisfied,‘the student asks for MORE. A
o o S o S i
¥MORE - . . e o '
EXECUTION OF THE MODEL o e IR '
EXEC_U'I‘ION ’G\F 'YOUR PROGRAM _
LOG(S.OK ) .- . --.‘v . . . B L -' - o ’ ) . B ‘.:' h “.‘
,"Following the successful comparlson, BIP
7 presents the "post task interview,™ in which
oo .~ the studenf's owh evaluation of his under=- - -
' 'fstanding and skills is acquired and stored.
° First the model solution is displayed, and the )
student is asked whether or not he understands ~ -
7 how. it works.. ¢ . : '
* - POST TASK INTERVIEW o S
Y ‘ . : . ) ) - l
. HERE IS A TYPICAL SOLUTION TO THIS TASK , L ‘ Lo
: 10 FOR I =.1 TO 10 ' o , S T -
.20 PRINT "THE INDEX IS " e i o ‘ .
: ,- . 30 NEXT I : o S :
Lo 40_PRINT "WE ARE NOW OUT OF THE LOOP. " _-
. h 99 END ° :
DO YOU- UNDERSTAND THE SOLIJ‘I‘ION° (Y/N) Y -
' Then, for each’ of the specifib ski&ls required’

in the eonstruction of. the program for this
' task, the student is asked to indicate whéther
- . or not he feels corifident in his uge of that
T skill. These: questions are a.major source of
information for BIP's task selection process,
by which the next ,task will be chosen at a -
level appropriate for this student. ~Those .
ﬁ skills to which the student responds "y" will v

-
s

58 -
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: =  not be sought in his next task, since he feels
L " that he has had enough work on them. Those to
which he responds."n", on the other hand, will 3
be looked for explicitly. Unless he has -

G 5T ' o ..  exhausted a portion of the- curriculum, some¢ of
I s « those "n" skills will definitely be. required in.
. ﬁfﬁ? s his next task) provldlng him.-with the opportunlty
St C " e to use those skllls ‘again.in a new context.

THINK ABOUT THE SKILLS USED IN. THTS TASK. FOR EACH'SKILL ]
© TYPE Y IF YOU HAVE HAD ENOUGH WORK WITH THAT SKILL.

'TYPE N IF YOU THINKsYOU NEED MORE WORK ON IT.

FOR . . NEXT LOOPS WITH. LITERAL AS EINAL VALUE OF INDEX ;'Y

. MULTIPLE PRINT [STRING LITERAL NUMERIC VARIABLE]

o Slnce he did not use the "multlple ‘print"
statement shown in line 20 of the model, our
- student 1nd1cates that that skill would be =
appropriate 1n hls,next ‘problem,

EEP 1nforms him that he has returned to the
-larger ‘task at hand, and allows hlm to have
1ts text re—dlsplayed.-’

*

RETURNING FROM A SUB TASK

- YOU ARE.TN TASK XM4S. ;
DO YOU WANY THE TEXT PRIN“ED OUT9 JIYPE Y OR N.
: ® '.)_x_-N' .

-

©




A

H -

i fully solved the current task w1thout seeing the model solution, and the

',other‘to be-presented'if he failed. All of the existing BIP tasks were

problems..

~2 L -
2

' VI. "An Experiment Evaluating BIP's Ind1v1dualizatron Scheme

An experiment comparing the effectiveness of BIP's teaching strategy

w1th a more traditional "Branching strategy was ‘rur in February and .

¢

March, 1975. BIP's task selection stratégy is descr1bed in detail in

r

qection III.- The control group followed a predetermined branching .

strategy through the curriculum arrlved at as follows- A committee of

= * ’

'staff members with experience both in curriculum design and in teach1ng

.,x &

,programming ordered the tasks by*complexity and the’ 1nherent hierarchy

Y
™

tof programming concepts required for the1r solution. For.each task, two

L3
[

: "next" tasks were: “specified, one’ to be presented if the student sudcess=-

-~ . . P

. “

L =

- o : « ,
incorporated-into this fixed path, as eithen main line" orgremedialz

P

Fort% ~two Stanford students, 22 neh and 20Hwemen, were recruited o [

as subJeets for the experiment. All were given the Computer Programmin

Aptitude Battery (l96h) as a pretest., o matched groups, each with ll

X,

.men and 10 women, were created by ranking the subJects' pretest scores .

[

and alternately assigning subJects to groups.'

SubJects worked at CRT terminals for 10 one-hour sessions, Signlng

up for each hour one or two days in advance. ‘Of the original Lo SubJECtS

who took the pretest, one woman failed to begin work on the course, the
‘7other hl all completed the 10 hours work w1th1n three weeks and then

g took an: off-line posttest.

The strategy for selecting the "next task" was the only. d1fference .

j‘in treatment between'thelgroups. Since th1s process was invisible to

R

3
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4,

. v _ - . - 1

the students, their interactions with EIP appeared identical. They had |

¥

access to all of the'interpretér and assistance features, and both groups

- were glven the post task 1nterv1ew after each task, although the 1nforma-

tion COllected there was not used in the task selectlon décisions for the

"flxed path group. - B | .;T R .

- : . v : . . R

Extenslve data wefe collected on-llne ‘as the subJects worked on the
K

course, 1nclud1ng complete protocols whose analy51s we are now attempt1ng

‘- e

to automate ‘for our research on student modelg For purposes of comparing
the performance of “the -two treatment groups, the informatlon recorded for
ea h task is most 1nterest1ng. Thls 1nformatlon 1ncludes°

- whether the subject "passed" the solution checker on this task
- whether he passed the checker on-his first. ‘attempt
T whether he 'said he understood the model solution in his PTI '
-"whether he requested and. saw. the model solutlon before completing .
the task . :

. "
Y v n .

In addltlon, a comprehen51ve posttest was adm1n1stered off-llne.' The

- test. was= deslgned to measure the students’® ab111+v to nterpret correct

. BASIC programs, to complete spec1f1ed sectlons of 1ncomplete programs,

~ 7

: and to construqt entlre'programs.
' Y

A two-way analysls of varlance was periormed on ‘the task. data,

1'

measur1ng the ffec s of treatment and sex.v The resultF are summarlzed

in Table 2, The exp rlmental group is labeled "TbA" since their tasks

-

were selected by HIP's' task'selectlon algorlthms, the "path" group 2
: followed the predetermlned branchlng strategy through the currlculum.

»Some conclus1ons about these res lts can be drawn from the analysls

completed at this, t1me. Flrst there was no. s1gn1f1cant d1fference

between the groups' posttest scores (means were 109.0 and 108 2 for the

experimental and'control groups, respectlvely), 1nd1cat1ng that the two

-
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.Table 2 .
3

Mean Performance af Experimental (tsa) and Contqol (path)

o S Subjects Collapsed Across Sex R T . , TN

1}

N A

MEAN ‘.VDlF:‘\'F P
.  tsa ~ .path \ |
- Total nﬁhsér of tasks seen B 37;7 . 29,4 7 8;3 .21, 92 *
:% passed checker ‘ . f. 9037_' 82z3:. 8 h' | 6 32 *'

% passed checker the first time 73. 0. 62.3 . " 10. 7 Y'hlf* . e
% "understood" in PTI‘__ ; .b 9l. l - 83}2: ‘ _7.9 \_ ’6{681*; .
"4 where model solution was seen | 10,8 W3 b5 2 85 L

Fopt t (L,32) = h 17, p < .05

*% F rit (l 32) = 5 57, p < .Ol

L.




task selection strategies apparently produced the same: amount of. learning

" of«the-material tested. However, the data in Table 2 show a significant

difference in the character of that learning experience. During their
ten contact nours, students in the experimental group worked 25% more

-4

problems than those who followed the predetermined problem sequence,

. h and had. significantly less trouble working the problems they were pre-

sented, as eVidenced by the higher percentage they completed correctly

.and said’ they understood in the post task interView. It should be

.~stressed that the two . groups saw the same problems, but in a different

i,

sequence. Neither the evaluation forms filled out after each task nor

o

their posttest scores indicated that they were getting prob]ems that

were too easy._ We believe that these results showgthat BIP's task

-

selection algorithm did 1ndeed choose appropriate problems for each _
student on the basis of' a running history, and that the net effect
’ although it fell sho - of increaSing learning speed in this situation,

was a. significant improvemeﬁt over the branchinc strategy dev1sed by ‘

P

our experts.:

-

The data .ullectihnuroutines were des1gned to be nearly exhaustive,

“

recording all information that ve. felt might be interesting in some

aspect oi future work on the design of task selection strategies, student
\ .

models, and curriculum description, for this reason, we feel that much E

more is. yet to be derived irom .the- data than the:results we give here. ,;

\
e

Still, we are confidemt that EIP's strategy, by oT ering the presentation

f tasks onlthe basis of its’ continually updated knowledge of each

( l

3 /sﬁbJectts progress, did change\the\character of the interaction between

\

‘the teaching sy\stem- and “the—studefs. w0

.




e vcurrlculuquescriptlon, the student model and the taskgaflectlon algo-

&
Tamooo Y

It is our goal to 1mprove student performance s1gn1f1cantLy by
p tallerng the presentatlon of tasks more closeLy to each student' .

i strengths and weaknesses, and we feel that the experlmental results in-

: . . I -
" ' d1cate a posltlve flrst step in that d1rectlon. Future work wlll focus

“ ~

on the three maJor components of the 1nd1v1duallzatlon process' the

ot

R rlthm or strategy. In order for BIP to present a reasonable task,'the

[
- 4 e B -

"curr1culum must be represented internalLy such that EIP can recognlze.
,the aspects of each task that quallfy 1t as approprlate for the student s

current level of ablllty. The descr1ptlon of the student, slmllarly,

Jnust represent his ab111t1es in'a format ‘that makes 1t posslble for BIP
T4 1dent1fy the kind of task that is needed. FlnalLy, the task selectlon

strategy must serve as an interface ‘between the two‘descrlptlons, defln-:

i

‘1ng an approprlate task in terms of the current state of the two data

‘é v bases. Further analysls of these da+a is'planned, not onLy to d1scern

other dlfferences between the two groups. MbrE¢meortantly, we' wlll,use‘

uhe results in designlng nev forms~of the three components of the 1n-\ o

-
";

dividualization scheme; ‘
Ve are also concerned with the difflculty and cost of running these

N large scale comparatlve experlments._ At least'onevstaff membervwas
absorbhed by the loglstlcs of the February experiment dur1ng the recrult-
ing and pretestlngtperlod, three wweeks of classroom 1nteractlon with BIP,
.and the- tlme requlred for adm1n1ster1ng posttests.A Cons1derable effort |

was- expended to 1nsure that the routines ‘that controlled the two treatment
groups worked properLy, and to insure that the data were collected '
exactLy_as planned.~ No| changes could be made to these routines Guring

58 - ,‘ _— “ T !
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Qf which

.(the "tsa" group) is of interest for future development. ':\ _ oo

o 4: Still such comparative studies should be run“for each- of the many

, design decisions made during the development of the student model\and

.of purposes, still relates only to two conditions, only one

task Selection algorithm An alternative means of generating experi- .
. ¥ \ N K
' mental results is needed, to prov1de efficient comparison and evaluation '
s R ) . o o \
' ' of our designs. We aretaeveloping a procedure for obtaining detailed

\

\
information about ‘EIP's ability to. indiv1dualize 1nstruction by simulating
y ! \
. large scale experiments like this one 1nstead of actually carrying them \

out., With the simulation we expect to obtain reasonable data about neV '\
student models as they evolve so: that future real-subJect experiments ' \

8 L] s .
_focus on more specific evaluations of the task selection process. , . X\ \
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..in} Some skllls, llke "the END statement“' are not- 1ncluded in the .

- analysls;

. although we do feel that we understand it better: ‘bhan we d1d.

‘1dent1f1ed, grouped by the subgoals or "technlques" they Pirst appear S

: _Simple_output -:first programs e :

| APPENDIX A
‘BIPFs'Qurriculum'Structuref
Lo ‘ . . ’ . N R V L . . -~ B . . ) .té‘-

“
e

It 1s a dlfflcult task to determlne the fundamental elements of aft ;
arbltrary curriculum and. to d1scern or 1mpose a structure.' The q\\all
of descr1ptlon requlred by BIP's task selectlon algorlthms seemed im-

.

one

‘pos81ble to atta/y/ and 1ndeed we have never sgttled down t 3
:satlsfactory descr1ptlon of the 1ntroductory programmlng cu ’iculum, -

We have

1ncluded in this appendlx a llst ofﬁnost of the bas1c skllls we have L
¥ . . L e

°

,
s -

7techn1que structure because they are not valuable in task selectlon

;declslons." Although th1s descrlptlon is nelther complete nor flnal ’,

2,

it certainly represents conslderable effort and should be very valuable

to others interested in teachlng computer programmlng or in curr1culum

T . . . . . . . ) : "

o . .

A% 13
print numeric literal
print string llteral L : ,
print nt eric expression [operatlon on literals] . T =y
print string expresslon [concatenatlon,of'literals] . g

?

a

Variables - aisignment Ce T A
~ print value of numeric variable - o ' St
" print value of string variable- A e :
print numeric expres51on [operation qpuvarlables] ~ ‘
" print numeric expr9s51oh [operation on literals and. varlables] Lo e
print string express1on [tohcatenation of. variables] . - -
pr1nt strlng.exprEsslon [concatenatlonlof variable -and literal]
assign value to a nimeric variable, [literal value]
»  assign value to a string varlable’[llteral value]




\ Branohlng - program flow
t

ftore complicated, aésignment A = :

" assign to a strlng variable [value of an exﬁre551on]
assign to a numeric varlable [value of- an express1on]
re-assignment of variable (u51ng its own value) [string]
re-assignment of variable (u51Pg its own value) numerlc]

~ assign to numeric variable the value of ghother variable

@i ~a551gn to strlng varlable the value. of another varlable

" More pomplicatéd output , . o T

.
N - . —

. multiple print [string literal, numeric yariable]
' multiple print. [string literal, numeric variable exp
multfple print [string literal, string variable]

) multlple print [string 11tera1 string variable ‘expy

Interéctive programs - INPUT from ‘user - u51ﬁg DATA

.- assign mumeric variable by -INPUT- ‘ ‘,_“
. aséign string varfgéle by -INPUT- .-

- agsign numeric variable by -READ- and- -DATA-
assign string varlable by =-READ- and -DATA-

_~the -REM- statemen

'More compllcated°in at

N multlple :
"/ multiple values in TDATA- [a1l string] .
(/ multiple values in ~-DATA- [mlxed numeric ‘and s rlng]

/gu’tiple assignment by -INPUT- [numerlc varia les]
multiple dssignment by -INPUT- [string variab es]
.M////rmult%ple assignment by -INPUT; [mixed numeric/ and strlng]

' myultiple assignment by -READ- [numeric variabhles]
multiple assignment by -READ-. [string variab es]
multlple assignment,by ~READ- [mixed numeri

17

P f’uncondltlonal branch (-GOTO )
. 1nterrupt w1th ctrl~ '

Boolean‘express:.ons R T
.print boolean expre551on [relatlon of strﬁng llterals]
. print boolean expresslon'[relatlon of n ric llterals]
.- print boolean expression'[relation of numeric ‘literal and v rlable]
T - print boolean efoession,[relation of string literal and variable]
3 * ° poolean operators [-AND-] : - ¥ ‘
boolean operators [-OR-]
boolean operators [-NOT-]

L]
.

'V‘

~




IF statements - condltional branches
: . V4

- , conditional rancho[compare numer1c variable with numeric 11teral] . @
a7 : : conditional branch [compare numeric variable with expresslon]
IR - corditional branch [compare two numeric variables] ‘
;A R B conditional branch’ [compare string variable with string 11teral]
' e conditional branch [compare two string variables] . o
_the -STOP- statement : T .

‘Hand-made loops - iteration o Z" o ‘ . e

conditional branch Pcompare~counter w1th numeric 11tera1] o .
condltlonal brench [compare counter with numeric varlable] ’
1n1t1allze counter var1ab1e,w1th a literal walue
P  initialize. counter var1ab1e'w1th the value of a variable
- S increment (add to) the' value of a counter variable
decre int. (subtract from) the value of a counter varlable
4
Uslng loops to- accumulate S B ‘ ' o -
acoumulate successive values inté. numeric var1ab1e .
. A o accumulate . successive values into string variable e
R o . caleulating’ complex’ expressions [nuteric literal and variable]
o ' - initialize numeric. variable (not counter) to literal value
- initialize numeric variable (not counter) to ‘value .of a variable
‘ . ‘initialize string variable to literal value . = o
, B 1nit1allze'string variable to _value of a variable’

BASIC functlonals i ' ; . ) - A , -

the--INT- functlon S ’ o
the -RND- function o o
the -SQR~ functlon. ' o

FOR...NEX'I' loops o e . ' - )
" FOR . . NEXT loops with literal as final valye of index
FOR . . NEXT loops with variable as final.value of index
FOR . . NEXT loops with positive step gize - other than l

e e FORI. . NEXT loops with negative step size ' _— 5 - |

: Arrays
\

. . . assign element of strlng array variable by -INPUT-
R “‘assign element of numeric array varigble by -INPUT-
‘ assign element of numeric array var1ab1e [value is also a varyable]
- the -DIM- statement .
- string array using numeric varlable as index -
_.pr1nt value of*an element of -a string array variable -

numeric array. using numeric variable as index : ‘e s .
“print value of. an element of a numer1c array var1ab1e :

U

.




. Future extenslons 0 the currlculum

‘nesting 1oops (one .100p 1n51de another) ﬁ
s .  subroutines (-GOSUB- and frlends)

°
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